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While changes in resonant Raman scattering measurements are commonly used to measure the effect of chemical functionalization on single-walled carbon nanotubes, the precise effects of functionalization on these spectra have yet to be clearly identified. In this density functional theory study, we explore the effects of functionalization on both the nanotube resonance energy and frequency shifts in radial breathing mode. Charge transfer effects cause a shift in the first Van Hove singularity spacings, and hence resonance excitation energy, and lead to a decrease in the radial breathing mode frequency, notably when the Fermi level decreases. By varying stochastically the effective mass of carbon atoms in the tube, we simulate the mass effect of functionalization on breathing mode frequency. Finally, full density functional calculations are performed for different nanotubes with varying functional group distribution and concentration using fluorination and hydrogenation, allowing us to determine overall effect on radial breathing mode and charge transfer. The results concur well with experiment, and we discuss the importance when using Raman spectroscopy to interpret experimental functionalization treatments.
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I. INTRODUCTION

Single-walled carbon nanotubes (SWCNTs) have tremendous mechanical and electronic properties with potential application in many different areas [1–3]. It is often desirable to tune the nanotube properties, which is typically achieved through chemical functionalization [4–6]. However, it remains difficult to accurately determine the nature and degree of chemical functionalization.

Resonant Raman spectroscopy is commonly used as proof of chemical functionalization of SWCNTs [7]. The SWCNTs show three key single-phonon absorption bands [8]. The G band, at ~1590 cm$^{-1}$, is associated with collective tangential C=C bond vibrations in benzoid rings and is always present in aromatic sp$^2$ carbon systems such as nanotubes. The D band at 1250–1350 cm$^{-1}$ is associated with defects and damage, causing localization and symmetry breaking [9]. This band is forbidden in first-order Raman spectra, and it can only be seen in a second-order Raman process [10]. Finally, nanotubes exhibit a low frequency (100–400 cm$^{-1}$) radial breathing mode (RBM) associated with a radial expansion and contraction of the nanotube.

The RBM frequency is inversely proportional to the tube diameter as follows:

$$v (\text{cm}^{-1}) = \frac{A(\text{cm}^{-1} \cdot \text{nm})}{d} + B(\text{cm}^{-1}). \quad (1)$$

The precise values for parameters $A$ and $B$ vary, notably $B$ depends on environmental interactions such as tube bundling, solvents, and substrate. The first theoretically predicted values for $A$ and $B$ were 234 and 0 cm$^{-1}$·nm, respectively [11]. Other typically quoted values are $A = 224$ cm$^{-1}$·nm, $B = 14$ cm$^{-1}$ [12] and $A = 234$ cm$^{-1}$·nm, $B = 10$ cm$^{-1}$ for SWCNT bundles in the diameter range; $d = 1.5 \pm 0.2$ nm [14] (where $B$ is an upshift coming from tube-tube interactions), $A = 248$ cm$^{-1}$·nm and $B = 0$ cm$^{-1}$ for tubes with diameters above 0.7 nm [15], and $A = 223.5$, $B = 12.5$ for isolated SWCNTs on oxidized Si substrates [13]. An alternative RBM fit accounting for environmental effects has been proposed of the form [15],

$$v (\text{cm}^{-1}) = \frac{227 \text{cm}^{-1} \cdot \text{nm}}{d} \sqrt{1 + C d^2}. \quad (2)$$

Due to their 1D nature, SWCNTs have Van Hove singularities in their electronic density of states. When the Raman excitation laser energy matches the spacing between such peaks (typically the $M_{11}$ transition for metallic tubes and $S_{22}$ or $S_{33}$ for semiconducting tubes), the Raman scattering process becomes resonant, and signal intensity typically increases by a factor of 10$^5$. Typically only nanotubes in resonance with the laser are observed. The spacing of Van Hove singularities depends on the nanotube chirality, and hence it is possible to predict which chirality nanotubes will be in resonance for a given laser excitation energy [16].

The absence of the RBM is often used as an indication of the chemical response of a nanotube to a particular
functionalization treatment, i.e., if the RBM is present before chemical treatment and is absent afterwards, this is commonly taken as a sign that the tube has become significantly chemically functionalized so that the RBM is no longer active. This can be due to the formation of many sp³ defects and consequent changes in the electronic and phonon density of states and also shifts in the resonance window due to charge transfer.

With the use of a tunable laser, it is possible to determine how much the resonance energy for a given tube has changed with functionalization, along with the shift in vibrational frequency of the tube [8]. Previous work has shown that as tube functionalization increases, RBM intensities decrease while their frequencies increase [15,17]. The change in resonance is due to the functionalization itself but also to the presence of electron acceptor in the chain near the tube acting as a dopant. Azomethine ylide functionalization was shown to upshift the RBM of semiconducting tubes by a few wavenumbers with negligible effect on metallic tubes [18]; however, in contrast, our recent study showed a 3–4 cm⁻¹ RBM upshift upon reductive alkylation and 7–8 cm⁻¹ for esterification with a stronger effect in metallic tubes [17]. The RBM upshifts of ~8 cm⁻¹ were observed for –COOH functionalized SWCNTs, ascribed to increased stacking interaction in SWCNT bundles [19], with similar 2–7 cm⁻¹ upshifts in small-diameter (0.7 nm) SWCNTs after 5% functionalization with aryl diazonium salts [20]. Similarly, nanotube water filling (both intentional and unintentional) has also been shown to upshift RBM values [21], and it is likely that changes in the aggregation state of a given nanotube with chemical functionalization might also influence the RBM frequency.

In contrast, low dose fluorination downshifts RBMs [22,23] and calculations for axial lines of epoxide oxygen along a (10,0) showed a drop in the RBM of 16 cm⁻¹ [24]. Finally, penty 1 and tert-butyl functionalized tubes showed no observable shift in RBM [25].

Chemical functionalization can potentially induce a number of different effects in the nanotube (including changing the effective mass of the carbon atoms in the wall, distorting the tube cross section, charge transfer effects, etc.), and it is difficult to experimentally extract each of these effects and determine their relative importance. In this paper, via density functional computer modelling, we examine in detail charge transfer effects on the spacing of the first Van Hove singularities and hence the resonance excitation energy, the mass effect of functionalization with both hydrogen and fluorine on breathing mode frequency, and finally, by varying functional group distribution, we determine overall effect on RBM and charge transfer. These results are of primary importance to be able to understand evolution of Raman spectra for functionalized SWCNTs in relation to the chemical nature of the covalently attached groups and their distribution.

II. METHOD

We use spin polarized density functional theory (DFT) calculations under the local density approximation (LDA) [26], as implemented in the AIMPPro package [27–30]. The 24 carbon atom calculations (Secs. III A and III B) were carried out using large hexagonal supercells (a = 40 a.u., c = ~4.6 a.u. depending on optimization), fitting the charge density to plane waves within an energy cutoff of 300 Ha. Charge density oscillations in partly filled degenerate orbitals during the self-consistency cycle were damped using a Methfessel-Paxton smearing function with \( k_\beta T = 0.005 \) eV. Relativistic pseudopotentials are taken from the Hartwigster-Goedecker-Hutter scheme [31]. Atom-centered Gaussian basis functions are used to construct the many-electron wave function. These functions are labeled by multiple orbital symbols, where each symbol represents a Gaussian function multiplied by polynomial functions, including all angular momenta up to maxima \( p(l = 0, 1), d(l = 0, 1, 2), \) and \( f(l = 0, 1, 2, 3), \) respectively. Following this nomenclature, the basis sets used for each atom type were \( pdddp \) (C), \( ppp \) (H), and \( ddpp \) (F), with increasing functional localization from left to right (a more detailed discussion of the basis functions can be found in Ref. [32]). A Bloch sum of these functions is performed over the lattice vectors to satisfy the periodic boundary conditions of the supercell. Atom positions and axial unit cell length are simultaneously optimized with no symmetry constraints. Density of states is plotted with 0.07 eV Gaussian broadening.

Calculations such as these exploring frequency differences of only a few wavenumbers require an extremely high level of precision, and it is for this reason that we have chosen such dense k-point grids (a 1 × 1 × 60 grid with a 1 × 1 × 240 extrapolated grid used for density of states calculations), high plane wave energy cutoff (300 Ha), and high convergence tolerances for self-consistency (10⁻⁸ Ha), energy (10⁻⁸ Ha), and position convergence (10⁻¹ a.u.). Additional precision is gained since our primary interest is in relative frequencies as we change properties such as mass or charge state, in which case we sometimes neglect small errors, for example, through choice of exchange-correlation functional, cancel out. Nonetheless, we note that where direct comparison with experiment is possible (e.g., the ¹³C results in Sec. III B), our absolute values match to within 2 cm⁻¹. The large lateral cell size minimizes the effect of the uniform background charge necessarily applied during Fermi level shift calculations.

Vibrational frequencies and normal modes are obtained as follows. Each atom in a relaxed molecular structure is displaced in the \( x, y, \) and \( z \) directions by 0.2 a.u. in turn, and the forces on all atoms are evaluated analytically. The second derivative of the energy with respect to the positions of atoms \( i \) and \( j \), \( \frac{d^2E}{dR_i dR_j} \), is then obtained by a finite difference formulation of the derivative using the calculated forces. From these numerical second derivatives, the dynamical matrix can be built up by dividing each term by the product of the masses of atoms \( i \) and \( j \), \( \frac{(d^2E/dR_i dR_j)}{M_i M_j} \), and the subsequent eigenvalue problem is solved in the usual way.

The large cell calculations discussed in Sec. III C contain \( C_{144}H_n, n = 0–14 \) atoms in the supercell, and their size necessitates lower levels of precision to remain computationally accessible. The hexagonal cell dimensions were \( a = 19.050 \) Å, \( c = 14.965 \) Å along the tube axis, and gamma point calculations with 0.01 eV finite temperature Fermi occupation function, with energy tolerance cutoffs of 10⁻⁷ Ha for self-consistency cycle and energy convergence during optimization.
III. RESULTS

A. Effect of charging

We first explore the effect of charge transfer from dopants to the nanotube. A generalized Fermi level shift is expected to be a more relevant model for doping through chemical functionalization in metallic than semiconducting tubes due to the enhanced charge delocalisation in metallic tubes [33]. We used a pristine (6,6) metallic nanotube containing 24 atoms in the tube unit cell. We then shifted the Fermi level, reoptimising atom positions and unit cell length each time. As expected, our LDA bond lengths are slightly shorter than generalized gradient approximation (GGA) values from the literature of 1.423/1.427 Å [34]. The nanotube shows weak piezoelectric behavior, expanding and contracting with charging [(Fig. 1(a)], which is consistent with trends seen in previous ±0.01e/C low charge injection calculations [35]. Notably, the behavior is linear and more pronounced for negative charging. This behavior is reflected in the C-C bond lengths [(Fig. 1(b)], which also increase linearly with negative charging, but shows little variation for positive charging until gradually extending for large downwards Fermi level shifts.

This geometry variation is reflected in the calculated RBM of the nanotube (Fig. 2), which decreases approximately linearly with negative charging, stays approximately constant with weak positive charging, and then rapidly drops at higher positive charging. Nonetheless, the magnitude of these changes is small, and charging the nanotube does not cause significant RBM variation except at large positive charging. The best fit we obtain over the linear region (excluding the lower RBM outlier points) is

\[ \nu = 1.885x + 283.01 \text{ cm}^{-1}, \]

where \( x \) is the charge per unit cell (24 carbon atoms). This serves as a measure of the RBM change through charge transfer doping effects from functionalization or the surrounding environment. The large asymmetric calculated downshift in RBM upon electron donation by the tube is interesting. It matches well with experimental observations in iodine filled SWCNTs, where a downshift of 7 cm\(^{-1}\) of the RBM from 158 cm\(^{-1}\) to 151 cm\(^{-1}\) was seen upon iodine filling of the tubes [36]. This frequency, excited via a 785 nm laser excitation, corresponds to a \( M_{11} \) transition for a (19,1) metallic nanotube.

The electronic density of states of the tube is shown in Fig. 3, where the first Van Hove spacing, \( M_{11} \), is marked. The energy scale is shifted for clarity, aligning the center of \( M_{11} \) at zero in each case, and the Fermi level is marked with a dot. The very low density of states around the Fermi level means the Fermi energy shifts rapidly with charging. When charging reaches 0.8 e per unit cell or above (either positive or negative), the Fermi level moves into the first Van Hove singularity peak. This will lead to attenuating of the resonant behavior as states are no longer available for \( M_{11} \) transitions, consistent with a loss of RBM intensity such as that seen experimentally with functionalization [17]. However, the overall form of the Van Hove peaks remains the same, with no appreciable increase in full width at half maximum (FWHM), suggesting charge-transfer effects will not induce smearing-related intensity loss in resonant Raman intensity.

The Raman resonance profile is governed by the equation,

\[ I(E_L) \propto \frac{C_{\pm}(E_L, \hbar \omega)}{|(E_L - E_{ii} - i\Gamma)(E_L \pm \hbar \omega - E_{ii} - i\Gamma)|^2}, \]

where \( E_L \) is the laser energy, \( E_{ii} \) is the energy of the optical transition, \( \hbar \omega \) is the phonon energy, \( \Gamma \) is proportional to the lifetime of the intermediate electronic states, and \( C_{\pm} \) is a scale factor [37]. \( \Gamma \) increases upon nanotube functionalization,
resulting in a decrease in signal intensity. These calculations show, however, that this change in $\Gamma$ is not due to a general shift in the Fermi level during functionalization since the FWHM for the first Van Hove singularities does not change. Instead, it must be a localized effect associated with the bonding during functionalization.

Figure 4 shows there is a general downward trend in the $M_{11}$ Van Hove spacing, with both positive and negative charging, up to 86 meV for $-2$ charge per 24 C atoms and 20 meV for $+2$ charge. Thus, simple Fermi level shifting predicts a redshift in the resonance excitation energy with both donor and acceptor doping for metallic nanotubes. This is consistent with our previous experimental findings that show a decrease in resonance energy of 21 and 43 meV for reductive alkylation and esterification, respectively [17].

To conclude the examination of the effects on RBM behavior of charge transfer and corresponding Fermi level shift, it appears that this can semiquantitatively account for the experimentally observed redshifts in resonance energy upon functionalization, along with the observed signal intensity decrease. However, the experimentally observed frequency shifts cannot be satisfactorily explained simply through charge transfer, so we next examine the effect of mass variation caused by chemical functionalization.

### B. Effect of mass variation in the tube

We next turn our attention to the effect of mass variation on the RBM. As discussed in the Sec. II, the dynamical matrix is constructed by dividing each term in the second derivative of the energy with respect to the positions of atoms $i$ and $j$ by the product of the masses of atoms $i$ and $j$, $\left(\frac{d^2E}{dR_i dR_j}/M_i M_j\right)$. The eigenvalues of this matrix give the vibrational modes of the nanotube. For the previous section, we used carbon atom masses $M_i = M_j = 12$. In the current section, we calculate the second derivative of the energy for a pristine 24 atom unit cell of a (6,6) carbon nanotube and then examine the effect on the calculated RBM of varying the masses $M$. A chosen percentage of carbon atoms are allocated an alternative mass and the RBM calculated. The specific carbon atoms are chosen randomly; this procedure is repeated 200 times in order to explore the importance of specific site selection on the resultant RBM.

In a first approximation, we assume that the effect of functionalizing a carbon atom in the tube is simply to increase the mass of that atom, i.e., assuming that the atom and its functional group are vibrating as a rigid unit. Figure 5 shows the result of randomly replacing $^{12}$C atoms in the tube with atoms that are 10% heavier. This shows that, as might be expected, the RBM drops as the fraction of heavy sites increases. A best fit to these values gives the function $\nu = -0.137x + 283.5$ cm$^{-1}$, where $x$ is the percentage of functionalized sites. Thus, the rigid addition model for mass considered here suggests that
the RBM could drop by several wavenumbers if, for example, the tube was heavily hydrogenated.

This approach also allows us to explore the effect of the site distribution of functional groups, as represented by the spread in calculated RBMs for a given percentage of increased mass. The results show that even for extremely high functionalization fractions of 25%, the spread in calculated RBM as a function of site distribution is less than 1 cm$^{-1}$. Thus, we conclude that in terms of their mass, the precise spatial distribution of functional sites should not significantly affect the RBM of the functionalized tube. The effect of site distribution when the tube is allowed to geometrically optimize after functionalization is not included here and is explored below.

Incidentally, these results confirm the negligible effect of natural abundance of $^{13}$C on the RBM, which will cause a decrease in the RBM of less than 0.2 cm$^{-1}$ and a broadening of less than 1 cm$^{-1}$. Our calculated RBM for a fully $^{13}$C (6,6) nanotube is 272.4 cm$^{-1}$, a decrease of just over 10 cm$^{-1}$ compared to the $^{12}$C value of 283.6 cm$^{-1}$. A recent experimental study of $^{13}$C isotope enriched nanotubes found a relation of $\nu = A/d$ cm$^{-1}$, where $A = 232$ nm $\cdot$ cm$^{-1}$ for fully $^{13}$C nanotubes and 222.6 nm $\cdot$ cm$^{-1}$ for fully $^{13}$C nanotubes [38]. This gives experimental RBM frequencies for a (6,6) tube of 285 and 273 cm$^{-1}$, respectively, in extremely close agreement with our calculated values.

This analysis of rigid unit functionalization is somewhat simplistic. An alternative situation is that bulky, high mass functional groups may be added to the nanotube surface, which do not vibrate in synchronization with the carbon atoms but instead serve as a block to radial motion of the carbon atom. In this case, the net effect would be to increase vibrational frequency and effectively reduce the carbon net mass. A similar situation has been discussed for double walled nanotubes where the internal and external tubes are considered as coupled oscillators, with the external tube constraining the internal tube and increasing its RBM frequency [39].

Indeed, when we repeat the above calculations, with randomized masses reduced 10% to $^{10.8}$C, we indeed see the RBM frequency increasing, with a best-fit form of $\nu = +0.148x + 283.6$ cm$^{-1}$, where $x$ is the percentage of functionalized sites (Fig. 6).

These two situations were observed in a comparative study of the C-H stretch mode in HCN and an H passivated substitutional C impurity in GaAs [40]. In this case, the stretch frequency $\nu$ of the C-H bond is given by $\nu^2 = k(1/M_H + 1/M_C)\chi$ [40]. In HCN, $\chi$ was found to be less than 1 (0.77) due to the exceptionally strong C≡N bond, whereas for substitutional carbon in GaAs, where the back Ga-C bonds are soft and angled to the CH bond, $\chi$ is greater than 1 (1.17–1.23). It was therefore suggested that $\chi$ values below one were indicative of strong backbonding of the carbon.

In summary, these results suggest that the effective masses of the functionalized carbon atoms in the nanotube, and their resultant effect on the nanotube RBM frequency, should depend on the nature of the functionalization. If the functional group is considered to vibrate synchronously with the carbon atom as a rigid unit, then the RBM drops, in our example by several wavenumbers even when the mass change is relatively small if the functionalization fraction is relatively high. Alternatively, if the functional group is considered as a larger obstacle blocking the radial carbon motion, and decreasing the effective mass of the carbon, then the inverse effect is seen, and the RBM increases.

To understand and distinguish between these models, it is necessary to move to the next logical step, i.e., to calculate the RBM of functionalized nanotubes.

C. Full calculations for hydrogenated and fluorinated nanotubes

In this final section, we perform full calculations of hydrogenated and fluorinated (6,6) nanotubes in order to fully incorporate all effects (charge transfer, changes in local...
bonding, and changes in effective mass). For such calculations, it is no longer possible to work with a single unit cell since the repeat vector along the nanotube axis is too short. Thus, every functional group addition effectively adds a functionalized line along the tube axis, which results in unphysical distortion to the nanotube cross section. For this reason, we have used larger 144 atom supercells for this section, despite their significantly increased computational cost (see Fig. 7).

The calculated RBM frequency as a function of degree of nanotube functionalization is shown in Fig. 8. The increased noise in the values than previous sections is because of the lower cutoffs and tolerances applied, an unfortunate computational necessity due to the size of the calculations. The sites to functionalize are chosen randomly with the constraint that neighboring sites cannot be selected. This approach is supported by Sec. III B results, which suggest that the exact site distribution should not significantly alter the calculated RBM, although it may also be a contributing factor to the observed noise.

The results show that there is a general linear downward trend in RBM with increasing hydrogenation, the best fit giving $v = -0.948x + 283.4 \text{ cm}^{-1}$, where $x$ is the percentage of hydrogenated sites. Comparing this with the variable mass calculations in Sec. III B suggests that the effective mass change of the C atoms is only responsible for $\sim 15\%$ of the calculated change in RBM, with the rest therefore being due to charge transfer and structural modification to the carbon nanotube (pyramidalization and weakening of C-C bonding). We note that the eigenvectors associated with these RBMs are not as symmetrically clean as that of the pristine tube, and in each case we have identified the most symmetric radial mode as the RBM. There is a surprising degree of similarity in RBM frequency behavior with fluorination, again showing a linear decrease with degree of fluorination, the best fit giving $v = -1.059x + 282.6 \text{ cm}^{-1}$, where $x$ is the percentage of fluorinated sites. This is in good agreement with Ref. [23], which shows an experimentally observed RBM downshift upon fluorination of 12 cm$^{-1}$. Thus, for these atomic functional groups, it seems that each 1 cm$^{-1}$ downshift in RBM frequency corresponds to approximately 1% of available surface sites becoming functionalized.

In order to determine how dependent these results are on nanotube diameter, we performed the same randomized functionalization calculations for a larger (10,10) carbon nanotube (Fig. 9). Once again the same linear downward trend is observed, this time with best fits of $v = -0.996x + 171.1 \text{ cm}^{-1}$ and $v = -1.078x + 171.0 \text{ cm}^{-1}$ for hydrogenation and fluorination, respectively. The gradients are almost identical to those obtained for the (6,6) nanotube, which tentatively encourages us that the above-mentioned rule of thumb, i.e., a 1 cm$^{-1}$ downshift in RBM frequency for every 1% of surface sites that are functionalized may be valid for a range of metallic single-walled nanotubes.

IV. CONCLUSIONS

In this paper, we have used DFT calculations to investigate the effects of chemical functionalization on both the resonance energy and vibrational frequency of the RBM of metallic carbon nanotubes, using the (6,6) and also (10,10) nanotubes as examples. We see a general downward trend in the $M_{11}$ Van Hove spacing with both positive and negative charging, predicting a redshift in the resonance excitation energy with...
both donor and acceptor doping for metallic nanotubes. In the (6,6) tube, for charging beyond 0.8e/24 C atoms (either positive or negative), the Fermi level moves into the first Van Hove singularity peak, blocking $M_1^*$ resonance consistent with the loss of RBM intensity seen experimentally with functionalization [17].

Breaking down the various contributions of chemical functionalization to RBM frequency, based on the best-fit gradients of RBM frequency vs tube modification, we can summarize as follows. Charge transfer effects seem potentially more important in modifying RBM frequency in metallic nanotubes than changes in the effective mass of the nanotube carbon atoms. Of particular importance, while negative charging of the nanotube causes slight downshifting of the RBM, positive charging of the nanotube, for example, charge transfer to halogens, causes much larger downshifts. By eliminating other factors, we have demonstrated that covalent bonding and subsequent change in the force constants of C-C bonds in the tube is a most significant factor in RBM frequency shifts.

The spatial distribution of the functional groups, as long as reasonably homogenous, does not appear to significantly alter RBM frequency. For atomic functional groups, such as hydrogen and fluorine, there is a high degree of similarity in their behavior. The RBM frequency in these metallic tubes is linearly proportional to the degree of functionalization, with a $\sim 1$ cm$^{-1}$ downshift in RBM frequency for each 1% of carbon surface sites functionalized. The linear proportionality may open avenues for quantitative analysis of relative degree of functionalization, for example, by spatially mapping RBM frequency across a sample.

Larger functionalization groups cause an upshift as seen in experiment because the rigid body model for coupled vibration between the functional group and carbon atom is not applicable; instead, the functional groups restrict the motion of the C atom. Thus, the sign of the RBM frequency shift can give a qualitative indicator of the type of functionalization behavior in the system. A logical extension of this frequency shift behavior dependence on functional group size is that by varying chain length in a functional group, it should be possible to invert the RBM frequency shift direction with degree of functionalization from a downshift for short chains lengths to an upshift for longer chains.

Where comparison is possible, our results are in good qualitative agreement with experiment. It is clear that the next step with this paper is to extend it to also consider semiconducting nanotubes, which will be the focus of a later study. It would also be interesting to extend the study to include phonon self-energy to go beyond the static limit [41,42].
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