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We propose in this work new algorithms associating asymptotic numerical method and meshless discretiza-
tion (MFS-MPS: Method of fundamental solutions-Method of particular solutions) to compute branch
solutions of nonlinear Poisson problems. To detect singular points on these branches, geometrical indi-
cator, Padé approximants, and analytical bifurcation indicator are proposed. Numerical applications show
the robustness and the effectiveness of the proposed algorithms. © 2014 Wiley Periodicals, Inc. Numer Methods
Partial Differential Eq 30: 978–993, 2014

Keywords: asymptotic numerical method; bifurcation indicators; meshless methods; method of particular
solutions; nonlinear poisson problem; padé approximants

I. INTRODUCTION

Detection of bifurcation points is a difficult challenge. The simplest technique for solving bifur-
cation problems is to apply a path following technique to a perturbed problem, what can now be
done with the help of commercial computation codes, see for instance [1], but the difficulty of
controlling the calculation increases when the perturbation gets smaller. Two main classes of algo-
rithms are used to locate bifurcation points along a solution path without introducing perturbation.
In the first class, one tries to solve the system characterizing the singular points, called extended
system [2]. In the second, one computes a scalar parameter (determinant or small eigenvalue of
the tangent matrix, current stiffness parameter [3]). In any case, it is not easy to establish reliable
computation tools in the presence of bifurcation.

In this article, three methods will be applied to find bifurcation points, each of them being
associated with asymptotic numerical method (ANM). This method consists in the association
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BIFURCATION INDICATOR BASED ON MESHLESS AND ANM 979

of Taylor series expansions and a spatial discretization method. It has been successfully applied
in nonlinear solid and fluid mechanics [4–18]. An advantage of this method is an adaptive step
length that is related to the convergence radius of the series. The first method to find bifurcation is
based on geometrical accumulation of these steps because it has been established that the radius of
convergence is strongly connected to the distance from the starting point to bifurcation point [13].
From the Taylor series, an improved representation of the solution path can be build in the form
of rational fraction, called Padé approximants [19, 20]. It has been proved that the denominator
of this fraction vanishes at the nearest bifurcation point. This is the second technique used in
this article to detect bifurcation points [16]. The third method is to compute a scalar bifurcation
indicator along the nonlinear solution branches. It is a measure of the tangent stiffness that has
been introduced by Boutyour in solid mechanics [7] and by Tri in fluid mechanics [6]. A variant
for Hopf bifurcation has been proposed in [9]. Several applications of these indicators have been
done in solid [17, 18, 21] and fluid mechanics [6, 8, 11, 12, 15].

The originality of this work consists in associating the bifurcation indicators and a meshless
technique. Here, we are particularly interested in the so called MFS-MPS (method of fundamental
solutions-method of particular solutions) for the simplicity of its numerical implementation and
for robustness to solve partial differential equations with variables coefficients. Meshless methods
have been generally proposed to alleviate a part of the difficulties encountered in the classical
finite element method (FEM) issue of domain meshing and to avoid mesh distortion [22–29].
Each meshless technique relies on the choice of a class of shape functions. Among these tech-
niques, the MFS, first introduced by Kupradze and Aleksidze [30], has been proven to be a highly
effective discretization method when the fundamental solutions of the governing equations are
available [20, 22, 31]. Radial basis functions (RBF) are another class of shape functions that is
very popular to solve partial differential equations since Kansa’s pioneer work [32]. Recently, a
numerical scheme using MFS and RBF has been proposed to further improve MFS for solving
partial differential equations with variable coefficients [29, 32–36]. In this approach, the funda-
mental solutions and the particular solutions using RBF have been used as two classes of shape
functions to approximate the partial differential equations [22, 37]. This numerical scheme will
be referred as MFS-MPS. This method has the advantage of being able to solve partial differential
equations with variable coefficients while generally the MFS cannot. Note that ANM is usually
associated with the classical method of discretization based on the FEM. Here, we extend the
application field of ANM using other discretization methods especially meshfree ones. Only the
discretization technique is different between the classical ANM and the one presented in this
work.

This article is dedicated to determining bifurcation points particularly on the primary branches
of nonlinear Poisson problems. In Section 2, we present briefly the ANM to solve these nonlinear
problems. In Section 3, we show different methods to detect bifurcation points and introduce
the bifurcation indicator based on ANM. Section 4 details the meshless method, principally the
MFS-MPS method, to discretize the resulting linear problems. In Section 5, we present numerical
results to validate our algorithms.

II. BRANCH SOLUTIONS FOR NONLINEAR POISSON PROBLEMS

A. Problem Formulation

We consider a nonlinear Poisson problem governed by the following equation:

�u + N(u, λ) = 0 in � (1)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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980 TRI, ZAHROUNI, AND POTIER-FERRY

where u represents the unknown variable, λ is a loading parameter and N(u, λ) is a nonlinear
operator. The boundary conditions are:

u = λg over ∂� (2)

where g is given over ∂�. It should be noted that only Dirichlet boundary conditions are consid-
ered here. However, other boundary conditions (Neumann, Robin, or mixte conditions) can be
easily introduced. In this work, the nonlinear operator is chosen first in the form N(u, λ) = u2−λu

and second in the form N(u, λ) = u2 − λu − λζf to compute primary and bifurcated branches
and to detect bifurcation points. The term λζf plays the role of numerical default, ζ is a small
parameter, and f is a given function. For very small values of ζ , the solution is close to the solu-
tion branch without perturbation. Note that N(u, λ) is chosen in a quadratic form well adapted to
ANM framework but more complex expression can be considered [10, 38, 39]. In the following
sections, we present the main ideas of ANM and of detection of bifurcation points. To simplify
the analysis, we deal with the following eigenvalue nonlinear Poisson problem:{

�u + u2 − λu = 0 in �

u = λg over ∂�
(3)

B. Computation of the Solution Branch by ANM

The basic idea of ANM consists in searching the solution branches of the nonlinear problem (3)
in the form of a truncated Taylor expansion from a known and regular solution (u0, λ0),

(u(a), λ(a)) = (u0, λ0) +
p∑

i=1

ai(ui , λi) (4)

where p is the truncation order of the asymptotic expansions. The control parameter ′a′ can be
defined as:

a = 〈u − u0, u1〉 + (λ − λ0)λ1 (5)

with 〈., .〉 being the Euclidian scalar product. The expansions (4) are introduced into Eqs. (3) and
(5) and by equating like powers of ′a′, we obtain a set of linear problems:

Order 1: ⎧⎪⎨
⎪⎩

L0
t (u1) = λ1u0 in �

u1 = λ1g over ∂�

〈u1, u1〉 + λ2
1 = 1 in �

(6)

Order k (with 2 ≤ k ≤ p):⎧⎪⎨
⎪⎩

L0
t (uk) = λku0 − ∑k−1

i=1 uiuk−i + ∑k−1
i=1 λiuk−i in �

uk = λkg over ∂�

〈uk , u1〉 + λ1λk = 0 in �

(7)

where L0
t (uj ) = �(uj ) + (2u0 − λ0)(uj ) is the tangent operator computed at the starting point

(u0, λ0). It should be noted that the linear problems (6-7) have the same tangent operator and differ
from their right-hand sides (which depend on the previous computed solutions).

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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BIFURCATION INDICATOR BASED ON MESHLESS AND ANM 981

The asymptotic expansions can be replaced by equivalent rational approximations, called Padé
approximants [19, 20]:

(u(a), λ(a)) − (u0, λ0) =
p−1∑
i=1

PNp−1−i (a)

PDp−1(a)
ai(ui , λi) (8)

where PNk and PDk are polynomials of degree k (see Appendix for more details). This rational
representation improves the validity range of the polynomial approximation but cannot obtain
the whole solution branch. To do that, the path following technique is used. The validity range is
determined automatically by the maximal value amax of the control parameter ′a′. Requiring that
the relative difference between two consecutive orders must be smaller than a given parameter ε

leads to [40],

ε = ‖up(amax) − up−1(amax)‖
‖up(amax) − u0‖ (9)

In practice, the norm ‖.‖ in (9) is chosen as the Euclidean norm. Note that within ANM, the start-
ing point (u0,λ0) of each step is known. In the applications of Section 5 and in many other cases,
the starting point of the first step is (u0, λ0)=(0,0). In the next ones, the starting point is the end
point of the previous step (u0 = u(amax), λ0 = λ(amax)) where amax is computed by formulae (9).
One can also insert correction phases at the beginning of some steps. Especially, ANM-corrective
algorithms are available that are based on homotopy transformations [10,41,42]. In this manner,
one defines a continuation technique allowing the determination of the whole solution branch.

III. DETECTION OF BIFURCATION POINTS

To detect bifurcation pointsin, one distinguishes three methods. The first one consists to localize
the bifurcation point geometrically by exploiting an important characteristic of ANM. Indeed, it
has been shown that near the bifurcation points, step accumulation appears on the branch solution
[8,13]. After this accumulation, the solution can leave the primary solution branch and follow the
bifurcated one. In the other hand, the bifurcation points can be detected by analyzing a posteriori
the rational representation (8). It has been early recognized that a bifurcation point corresponds
to a root of the denominator [16]. The rational representation should be able to provide, first
the response curve before and after the bifurcation, second the exact location of the bifurcation
point. The third method to detect the bifurcation point is to define a bifurcation indicator which
is well adapted to ANM. It is obtained by introducing a fictitious perturbation in the problem.
By evaluating this indicator, all the critical points existing on this branch can be determined. The
bifurcation point corresponds then to the zeros of this scalar indicator. In this work, we are mainly
interested to this bifurcation indicator.

A. Direct Computation of the Bifurcation Indicator

In this section, we first recall how this indicator is introduced. The nonlinear problem is perturbed
by a vector μfμ where fμ is a random function and μ is the unknown intensity of the perturbation.
As consequence, the primary solution is perturbed by the fluctuation δu. Let us denote the new
solution by

v = u + δu (10)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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982 TRI, ZAHROUNI, AND POTIER-FERRY

Inserting this expression (10) into Eq. (3) and neglecting second-order terms in δu, we obtain the
following new problem:

{
Lt(δu) = �δu + 2uδu − λδu = μfμ in �

δu = 0 over ∂�
(11)

Lt is the tangent operator. A supplementary condition has to be imposed to obtain a well-posed
problem. As for instance in the classical linearized arclength corrective algorithm, we shall seek
δu in an hyperplane, which leads to the following relationship:

〈δu − δu0, δu0〉 = 0 (12)

In other words, the shape of the right hand side fμ is given, its size μ is unknown, hence as a
counterpart, the shape of the response δu is unknown and an additional condition about its size
can be enforced. In the same spirit, instead of (12), one could prescribe the norm of δu. In case
of mechanical structures, the indicator is the ratio between a force and a displacement so that it
can be considered as measure of the tangent stiffness.

The initial fluctuation δu0 is solution of the perturbed problem for μ = 1:

Lt(δu0) = fμ (13)

Finally, the system to be solved is written as:

⎧⎪⎨
⎪⎩

Lt(δu) = μfμ in �

〈δu − δu0, δu0〉 = 0 in �

δu = 0 over ∂�

(14)

The scalar μ represents the bifurcation indicator. When the operator Lt(.) is singular, the indicator
is equal to zero. This scalar μ and the fluctuation δu can be computed using:

⎧⎪⎨
⎪⎩

μ = 〈δu0,δu0〉
〈L−1

t fμ ,δu0〉 in �

δu = μL−1
t fμ in �

δu = 0 over ∂�

(15)

The first equation of (15) gives the scalar μ for each value of λ and called “the direct computa-
tion” of the indicator. This method is very expensive in computing time for the higher number of
unknowns. To avoid this restriction, we use the ANM by expanding the unknowns (δu, μ) into
polynomial approximations with respect to the path parameter ′a′.

B. Computation of the Bifurcation Indicator by ANM

The fluctuation and the indicator are searched in the form of a truncated Taylor expansion from
a known solution (δu0, 1),

(δu(a), μ(a)) = (δu0, 1) +
p∑

i=1

ai(δui , μi) (16)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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BIFURCATION INDICATOR BASED ON MESHLESS AND ANM 983

These expansions (16) are introduced into Eq. (14) to obtain the linear problems at each order k

(1 ≤ k ≤ p): ⎧⎪⎨
⎪⎩

L0
t (δuk) = μkfμ − ∑k

i=1 2uiδuk−i + ∑k

i=1 λiδuk−i in �

δuk = 0 over ∂�

〈δuk , δu0〉 = 0 in �

(17)

where L0
t is exactly the same tangent operator defined in Eqs. (6) and (7). The bifurcation indicator

is computed after determining the primary branch solution by computing all the terms (uk , λk).
The asymptotic expansions (16) can be also replaced by Padé approximants:

(δu(a), μ(a)) − (δu0, 1) =
p−1∑
i=1

PNp−1−i (a)

PDp−1(a)
ai(δui , μi) (18)

The bifurcation point can be then detected by the zeros of the indicator given by Eqs. (16) or (18).

IV. SPATIAL DISCRETIZATION USING THE MFS-MPS METHOD

In this section, we propose to solve the linear problems (6-7 and 17) by using MFS-MPS method.
These problems can be set in a generic form as follows:{

�u + γ (x, y)u = f (x, y) in �

u = g(x, y) over ∂�
(19)

Since the general differential operators have nonconstant coefficients, the fundamental solution is
not available. This boundary value problem can be converted into a standard Poisson-type equa-
tion using the analog equation method [25, 26]. In this purpose, the Laplacian is kept on the left
hand side and all the other terms are moved to the right hand side and are treated as forcing terms.
In this way, Eq. (19) is rearranged into Poisson’s equation:{

�u = −γ (x, y)u + f (x, y) = h(x, y, u) in �

u = g(x, y) over ∂�
(20)

which can be easily solved by the well-known MFS-MPS method. Here, we briefly introduce the
technique of the newly developed MFS-MPS. This method is based on the idea that the solution
can be written as the sum of a particular solution and the general solution of the homogeneous
equation. Hence, we assume that the approximate solution of (20) can be written in the following
form:

u(x, y) =
Nt∑
i=1

αiv(ri) +
Nb∑
j=1

βjG(ρj ) (21)

where Nt and Nb represent, respectively, the number of points in � and the number of points over
∂�. v(r) represents a particular solution of the Laplace operator defined by

�v(r) = φ(r) (22)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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984 TRI, ZAHROUNI, AND POTIER-FERRY

The known function φ combines RBF which approximate the right hand side of (20-a) as follows

h(x, y, u) =
Nt∑
i=1

αiφ(ri) (23)

where ri = ‖(x, y) − (xi , yi)‖, (xi , yi)i=1..Nt are called trial points in the domain �. Note that
{αi}Nt

i=1 are the unknown coefficients to be determined. Note also that

G(ρ) = − 1

2π
log(ρ) (24)

is the fundamental solution of the Laplace operator for 2D problem characterized by

�G(ρ) = 0 (25)

where ρi = ‖(x, y)−(xsi , ysi)‖, (xsi , ysi)i=1..Nb
are the source points that are be chosen on a curve

� outside the domain that is called fictitious or virtual boundary. Within the classical versions of
MFS [22, 23], the two terms of (21) can be computed separately: the particular solution permits
to balance the right hand side of the Eq. (20-a) and next the fundamental solutions are defined
in such way that they balance the boundary data. This splitting into an interior problem and a
boundary only problem cannot be done here because the fundamental solutions do not belong to
the kernel of the tangent operator (6), (7), or (17). Instead of finding the particular solution and
homogeneous solution separately, we intend to obtain the undetermined coefficients {αi}Nt

i=1 and
{βi}Nb

i=1 simultaneously. Using RBF approximation (23) and introducing (21) into (20), we obtain,

Nt∑
i=1

αi�(ri) +
Nb∑
j=1

βj�(ρj ) = f (x, y) (x, y) ∈ � (26)

where

�(ri) = �v(ri) + γ (x, y)v(ri) = φ(ri) + γ (x, y)v(ri) (27)

and

�(ρi) = �G(ρi) + γ (x, y)G(ρi) = γ (x, y)G(ρi) (28)

The boundary condition (20-b) becomes

Nt∑
i=1

αiv(ri) +
Nb∑
j=1

βjG(ρj ) = g(x, y) (x, y) ∈ ∂� (29)

�(r) and �(ρ) are known functions. For the implementation, one chooses Nt interior points in
� and Nb boundary points over ∂� and the same source points on the fictitious boundary �. By
collocation, Eqs. (26) and (29) lead to the following (Nt + Nb) × (Nt + Nb) system of equations:[

�(rij ) �(ρij )

v(rij ) G(ρij )

] {
α

β

}
=

{
f

g

}
(30)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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BIFURCATION INDICATOR BASED ON MESHLESS AND ANM 985

Once the coefficients {αi}Nt
i=1 and {βi}Nb

i=1 are determined by solving (30), the approximate solution
u can be obtained from (21). Effectiveness and accuracy of the interpolation depend on the choice
of the approximating functions φ. Global interpolation functions, such as Lagrange polynomi-
als, Fourier sine and cosine series, RBFs of polynomial type, thin plate spline and multiquadric
(MQ) functions may be used for this purpose [23–26, 29, 32, 33]. In this article, the functions φ

in Eq. (23) are selected to be MQ RBFs with respect to a Euclidian distance r ,

φ(r) =
√

c2 + r2 (31)

where c is a given parameter. Next the use of Eqs. (22) and (31) give the approximating particular
solutions v(r) by

v(r) = 1

9
(4c2 + r2)

√
c2 + r2 − c3

3
log(c +

√
c2 + r2) (32)

for two-dimensional (2D) problems.

V. NUMERICAL APPLICATIONS

The proposed method has been applied to several examples. Here, we limit ourselves to two main
tests which present bifurcation points and nonlinear solution branches. The first problem concerns
a nonlinear eigenvalue problem on square domain where the bifurcation points and the eigenmodes
are known analytically. The second is a nonlinear Poisson problem in a circular domain. For the
solution branch within ANM, two main parameters are important: the truncation order and the
parameter ε of Eq. (9). It has been shown in previous papers that the optimum truncation order is
generally in the range 15 − 30 [5–11,40]. The parameter ε defines the step length in the continu-
ation technique. The resulting linear problems are discretized by MFS-MPS method with the use
of MQ radial basis functions. The constant c is chosen equal to 1.5. This choice is based primarily
on the work of Golberg et al. [23] which used a cross validation algorithm to obtain the optimal
value of the parameter c. It is important to note that we have used different values of c and also
other basic functions particularly polynomial functions and we have obtained the same results.

Example 1. We consider the nonlinear Poisson problem in a square domain (Fig. 1):{
�u + u2 − λu = λξf in �

u = 0 over ∂�
(33)

where � = [0, 1] × [0, 1]. In this example, nine points were chosen inside the square and 16
points on the boundary ∂� and the same number of source points are uniformly distributed on
the fictitious boundary square [−4, 5] × [−4, 5].

For this example, the bifurcation points λb and the eigenmodes ub are known analytically:{
λb = (m2 + n2)π 2

ub = sin(mπx) sin(nπy)
(34)

where m and n are integer numbers. Here, we are interested in the first bifurcation which is given
for m = 1 and n = 1. The right hand side term λξf of (33) plays the role of numerical default and

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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986 TRI, ZAHROUNI, AND POTIER-FERRY

FIG. 1. Discretization of the square domain and the fictitious boundary �. [Color figure can be viewed in
the online issue, which is available at wileyonlinelibrary.com.]

allows automatically following bifurcated branches. A similar behavior is observed in buckling
problems when a default is introduced [7,16]. To be very close the bifurcation point, the parameter
ξ must be very small and it is taken here equal to ±10−6. To illustrate this idea, the variable u

measured at the location (x = 0.5, y = 0.5) is plotted versus the parameter λ in Fig. 2. In this
figure, step accumulation is observed for λ close to 19.75 (each step in the continuation procedure
is represented by a circle symbol for ξ = −10−6 and square symbol for ξ = 10−6 on the curves).
After this step accumulation, the numerical solution switches to a bifurcated branch instead of
staying on the primary solution which indicates geometrically the first bifurcation point. We then
apply the procedure to detect the bifurcation point using the different methods previously pre-
sented. Figure 3 shows the evolution of the indicator versus the parameter λ using the polynomial

FIG. 2. Solution branches by ANM-MFS-MPS for ξ = 10−6 and ξ = −10−6. [Color figure can be viewed
in the online issue, which is available at wileyonlinelibrary.com.]
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FIG. 3. Indicator μ versus λ by ANM-MFS-MPS for different truncation orders of the series (16), Padé
approximants (18) and by formulae (15). [Color figure can be viewed in the online issue, which is available
at wileyonlinelibrary.com.]

expansion (16) with the two truncation orders 15 and 30, Padé approximants (18) with order 30
and the direct computation given by the formula (15) which is considered as the reference curve.
These indicators are null for λ = 19.75. The same value of the first bifurcation has been recovered
from the first real root of the denominator of the Padé approximants, see Eq. (8). These estimates
of the critical point coincide with the exact analytical value. To reach the bifurcation point by
ANM, one needs only one step, that is one triangulation of the tangent matrix. In other words,
the geometrical indicator (accumulation of steps), the indicator based on the Taylor series (16)
and the pole of the Padé approximants (8) give the same result as the analytical solution. This
result confirms the effectiveness of our algorithms in computing bifurcation points. Note also
that it is very difficult to compute a bifurcation branch with a so small imperfection by using a
classical incremental-iterative method: the adaptive step length of ANM has permitted to perform
this calculation with high truncation order p = 15 and with an accuracy parameter ε = 10−6.

Finally, we discuss shortly the accuracy of the method with respect to the discretization
technique and the truncation order of the series. To investigate the influence of the number of
collocation points and the truncation order of the series, we calculate the relative errors κ = | λ−λb

λb
|

between the numerical solution λ at the bifurcation point and the analytical solution λb. The results
are presented in Table I. It is observed that the numerical solution is insensitive to the truncation
order: the choice of a very small ε ensures a quasiexact solving of the discrete nonlinear system
so that the error is only due to the discretization. We display in the same table the results of the
error κ for several numbers of collocation points in the domain. The results become more and
more accurate by increasing the number of points and a very high accuracy is obtained (κ close
10−5 from 25 points). Next one reaches a plateau and a slight decrease, what is common within
meshless methods and can be due to matrix ill-conditioning [43].

Example 2. We consider the following nonlinear Poisson problem in a circle domain:

{
�u + u2 = λf in �

u = λg over ∂�
(35)

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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988 TRI, ZAHROUNI, AND POTIER-FERRY

TABLE I. Comparison of ANM-MFS-MPS solution and the analytical one at the bifurcation point for
different number of points in the domain and for different truncation orders.

Order 5 Order 10 Order 15 Order 20 Order 30

9 points λ 20.2605 20.2605 20.2605 20.2606 20.2604
κ 2.6410E-2 2.6409E-2 2.6409E-2 2.6414E-2 2.6407E-2

16 points λ 19.8199 19.8199 19.8199 19.8199 19.8199
κ 4.0900E-3 4.0895E-3 4.0888E-3 4.0881E-3 4.0891E-3

25 points λ 19.7389 19.7387 19.7386 19.7385 19.7383
κ 1.1966E-5 2.5718E-5 3.0784E-5 3.4250E-5 4.1593E-5

36 points λ 19.7389 19.7388 19.7388 19.7383 19.7386
κ 1.1966E-5 1.5990E-5 1.8629E-5 1.3725E-5 2.8104E-5

42 points λ 19.7333 19.7410 19.7275 19.7302 19.7276
κ 2.9720E-4 9.5565E-5 5.8953E-4 4.5500E-4 5.8431E-4

where � = x2 + y2 − 1 ≤ 0, g = x2 + y2, and f = 4 + (x2 + y2)2. The geometrical description
of this example is shown in Fig. 4. In fact, 69 points were chosen inside the circle and 10 points on
the boundary ∂� and the same number of source points are uniformly distributed on the fictitious
circle of radius R = 8 and centred at the origin. The accuracy against the fictitious boundary R and
the convergence study against the number of collocation points has been already presented and
discussed in this previous work [35]. In Fig. 5, the nonlinear solutions of (35) are computed with
ANM-MFS-MPS and are plotted with respect to the truncation order N = 20 and the parameter
ε = 10−8. These plots correspond to the variable u at the point (x = −0.4286, y = 0.6429)

versus the parameter λ. Once more, one observes step accumulation for λ close to 2.8899 which
permits to localize geometrically the bifurcation point. In Figure 6, the denominator of Padé
approximants of Eq. (8) is plotted versus the parameter λ along the first step. This denominator
is equal to zero around λ = 2.8899 confirming the presence of the bifurcation point. Note that,
we are only interested to the first real root of this denominator. The same root λ = 2.8899 is also
obtained with various truncature orders, results are given in Table II. As previously, we have also

FIG. 4. Discretization of the domain, the boundary and the fictitious circle. [Color figure can be viewed in
the online issue, which is available at wileyonlinelibrary.com.]
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BIFURCATION INDICATOR BASED ON MESHLESS AND ANM 989

FIG. 5. Solution branch by the ANM-MFS-MPS using Taylor series (4) with N = 20 and ε = 10−8.
[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

FIG. 6. Denominator of Padé approximants versus parameter λ. Bifurcation point corresponds to the first
real root (λ = 2.8899) of Padé denominator. [Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

computed the bifurcation indicator by the series (16) and Padé approximants (18). The result is
plotted in the Fig. 7. We see that this indicator vanishes close to the same value λ = 2.8899. We
conclude that the three methods permit to detect the first bifurcation point and show the robustness
of our algorithms.

TABLE II. The ANM-MFS-MPS solution of the bifurcation point for different orders.

Order 5 Order 10 Order 15 Order 20 Order 30

λ 2.8910 2.8899 2.8899 2.8899 2.8897

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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990 TRI, ZAHROUNI, AND POTIER-FERRY

FIG. 7. Indicator μ versus λ by ANM-MFS-MPS for different truncation orders of the series (16)
and Padé approximants (18). [Color figure can be viewed in the online issue, which is available at
wileyonlinelibrary.com.]

VI. CONCLUSIONS

In this work, we have presented new numerical techniques combining ANM and meshless method
(MFS-MPS) to compute branch solutions of nonlinear Poisson problem and to detect singular
points. Three numerical techniques have been proposed for detecting singular points: i) geomet-
rical indicator consisting in localizing step accumulation on the branch solution, ii) search of the
first real root of the denominator of Padé approximants which corresponds to the first bifurcation
point, iii) introduction of a bifurcation indicator which is null at bifurcation points; this indica-
tor is developed within three procedures: direct computation (15), Taylor series (16), and Padé
approximants (18). Effectiveness of the proposed algorithms has been presented for two main
examples. The use of ANM allows one to obtain nonlinear solution with large and adaptive step
length. Let us recall that this technique solves the nonlinear Poisson problem with high-order
predictor and without need of any iteration. In the presence of bifurcation points, this technique
reduces automatically the step length leading to accumulation steps. For the space discretization,
we have proposed the use of the meshless method to compute the linear problems resulting from
the perturbation technique. Because the linear operators have variable coefficients, the MFS-MPS
method is used.

APPENDIX: PADÉ APPROXIMANTS FOR VECTORIAL SERIES

We present in this section the procedure used to compute Padé approximants in the framwork of
ANM.

i. From vectors U1, U2, . . . , Up, we construct an orthogonal basis by using the classical
Gram–Schmidt procedure (we give details for p = 6):

Numerical Methods for Partial Differential Equations DOI 10.1002/num
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⎪⎪⎪⎪⎪⎪⎩

U1 = α11 U∗
1

U2 = α21 U∗
1 + α22 U∗

2

U3 = α31 U∗
1 + α32 U∗

2 + α33 U∗
3

U4 = α41 U∗
1 + α42 U∗

2 + α43 U∗
3 + α44 U∗

4

U5 = α51 U∗
1 + α52 U∗

2 + α53 U∗
3 + α54 U∗

4 + α55 U∗
5

U6 = α61 U∗
1 + α62 U∗

2 + α63 U∗
3 + α64 U∗

4 + α65 U∗
5 + α66 U∗

6

(A1)

After that, these relations are introduced in the polynomial representation leading to six
polynomials with decreasing degree (from 5 to 0) with respect to vectors Uk:

U − U0 = a U∗
1

(
α11 + aα21 + a2α31 + a3α41 + a4α51 + a5α61

) + a2 U∗
2 (α22 + aα32

+a2α42 + a3α52 + a4α62

) + a3 U∗
3

(
α33 + aα43 + a2α53 + a3α63

) +
a4 U∗

4

(
α44 + aα54 + a2α64

) + a5 U∗
5 (α55 + aα65) + a6 U∗

6 (α66) .
(A2)

ii. We replace the polynomials by Padé appriximants having the same denominator (D5 =
d1 + ad2 + · · · + a5d5), in the following way:⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

α11 + aα21 + a2α31 + a3α41 + a4α51 + a5α61 ≈ b0+ab1+a2b2+a3b3+a4b4
D5

α22 + aα32 + a2α42 + a3α52 + a4α62 ≈ c0+ac1+a2c2+a3c3
D5

α33 + aα43 + a2α53 + a3α63 ≈ e0+ae1+a2e2
D5

α44 + aα54 + a2α64 ≈ f0+af1
D5

α55 + aα65 ≈ g0+af1
D5

(A3)

Coefficients bi , ci , ei , fi and gi are computed by using the same procedure as for the classi-
cal Padé approximants; by requiring that each fraction has the same Taylor expansions as
the corresponding polynomials up to orders 5, 4, 3, 2, 1, respectively. This results:

b0 = α11 ,
b1 = α21 + α11 d1 ,
b2 = α31 + α21 d1 + α11 d2 ,
b3 = α41 + α31 d1 + α21 d2 + α11 d3 ,
b4 = α51 + α41 d1 + α31 d2 + α21 d3 + α11 d4 ,
c0 = α22 , e1 = α43 + α33 d1 ,
c1 = α32 + α22 d1 , e2 = α53 + α43 d1 + α33 d2 ,
c2 = α42 + α32 d1 + α22 d2 , f0 = α44 ,
c3 = α52 + α42 d1 + α32 d2 + α22 d3 , f1 = α54 + α44 d1 ,
e0 = α33 , g0 = α55 .

iii. After some rearrangements, we obtain a new expression of the previous rational represen-
tation involving only vectors Uk and coefficients di :

U − U0 = a
D4

D5
U1 + a2 D2

D5
U2 + a3 D2

D5
U3 + a4 D1

D5
U4 + a5 1

D5
U5 . (A4)

We use the same procedure for the parameter λ:

λ − λ0 = a
D4

D5
λ1 + a2 D2

D5
λ2 + a3 D2

D5
λ3 + a4 D1

D5
λ4 + a5 1

D5
λ5 . (A5)
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