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Abstract: The fabrication and characterisation of microelectrochemical sensors for Cu²⁺, dissolved oxygen and conductivity suitable for operation in the marine environment are presented. The impact of the designs on sensor performance and their adequacy to operate in real conditions are discussed. The sensors are fabricated on silicon using photolithographic and thin film deposition techniques. They represent a complete microelectrochemical cell tailored to voltammetric, amperometric and impedimetric measurements. The impedimetric sensor is made of Pt interdigitated electrodes which are used for the measurement of conductivity. The amperometric and voltammetric sensors are based on a three electrode electrochemical cell with on-chip Ag|AgCl reference and Pt counter and working electrodes, used for detection of oxygen and copper. Dissolved oxygen is detected by chronoamperometry; Cu²⁺ sensing is based on underpotential deposition – stripping voltammetry at microelectrode array. The sensor operated in the Cu²⁺ concentrations ranging from 0.48 to 3.97 µM with a limit of detection of 0.115 µM. The impact of the temperature, the pH and the salinity of the artificial seawater on the sensitivity for Cu²⁺ detection are also considered. Measurements of copper concentration and conductivity are validated using certified reference materials and standard solutions.
Introduction

Electrochemical methods are of particular interest for in-situ environmental applications as operating procedures remain simple and are without or with limited sample pre-treatment, which is essential for their implementation outside the laboratory. Miniaturised electrochemical sensors offer a number of advantages over macroscopic electrodes including (i) improved mass transport and hence increased sensitivity (due to the hemispherical diffusion); (ii) improved signal to noise ratio; (iii) reduced $iR$ drop [1]. Thus, microfabricated electrochemical sensors can provide sufficient sensitivity and achieve required limits of detection for practical applications due to improved mass transfer and signal to noise ratio. A number of miniaturised electrochemical sensors for autonomous in-situ measurements have been developed [2–9]. Autonomous electrochemical systems were devoted to the detection of heavy metals in seawater by either cathodic stripping voltammetry [2,3] (CSV) or anodic stripping voltammetry [4–7] (ASV). Concentration of dissolved oxygen in seawater has also been monitored using electrochemical sensors [8,9]. These types of sensors have been incorporated within autonomous monitoring systems for in-situ measurements [10]. More recently, wearable electrochemical sensors and instrumentation have been integrated into a watersport wetsuit [11]. Three types of amperometric sensors (for phenol, heavy metals and trace explosive) were incorporated in the garment. Chemical and physical sensors can be integrated in autonomous environmental monitoring systems, which allow the measurements of pollution and quality levels in fixed sampling locations [11–17].

In our previous studies, we have investigated the impact of the microelectrode array design on the cyclic voltammetry response of ferrocene monocarboxylic acid [18]. Such microelectrode arrays have also been modified with conducting polymers or thiols for the detection of hydrogenophosphate in organic solvents [19]. More recently, reference and counter electrodes were integrated into a single chip and characterised in artificial seawater by cyclic voltammetry of ferricyanide [20]. We report here the use of microfabricated electrochemical sensors for the measurement of Cu$^{2+}$ concentration and conductivity in artificial seawater. Cu$^{2+}$ has been selected as a model pollutant present in seawater, whereas conductivity can indicate indirectly the presence of pollution. Furthermore, sensitivity for Cu$^{2+}$ can vary with conductivity value. Hence, it may be important to know the conductivity value to be able to correct the Cu$^{2+}$ concentration measured. Cu$^{2+}$ is detected by underpotential deposition – stripping voltammetry (UPD-SV) as it offers a number of advantages for electroanalytical applications [21]. Underpotential deposits only covers a small portion of the electrode surface, leaving the electrode surface mainly unchanged. At the maximum, one monolayer is deposited so the preconcentration times are short; finally, it is possible to detect metals in the presence of dissolved oxygen.

The microelectrochemical system was implemented with two types of microelectrochemical sensors fabricated using photolithographic techniques. The first type of sensor was a three-electrode cell made of a platinum working microelectrode array, a Ag|AgCl reference electrode and a platinum counter electrode. The second type was made of platinum interdigitated electrodes. The three-electrode cell was characterised by cyclic voltammetry of ferricyanide in artificial seawater and was subsequently used for UPD-SV of Cu$^{2+}$ and for the
reduction of dissolved oxygen. In the literature, the performance of miniaturised electrochemical sensors, and of microelectrode arrays are mostly evaluated and discussed based on cyclic voltammetry experiments [22,23]. However, this electrochemical method is seldom used for analytical applications due to its lack of sensitivity. Indeed, stripping voltammetry techniques at micro-electrode arrays are generally used for the detection of metals in solution [24]. The influence of the geometry of the microelectrode array (radius, spacing, number of electrodes) on the analytical response of Cu$^{2+}$ UPD-SV is discussed in order to optimise the microelectrode array design to achieve the best analytical performance. Conductivity of artificial seawater was measured by application of electrochemical impedance spectroscopy at the interdigitated electrodes of different designs.

Experimental

Microfabrication and microelectrochemical cell design

The sensors designed for this work were: a three-electrode cell for voltammetric (copper) and amperometric (dissolved oxygen) detection and an interdigitated electrode pair for impedimetric measurements. The sensors were fabricated as described previously on individual chips [18–20]. The three-electrode Pt cell comprised a working microelectrode array, an L-shaped counter electrode and a pad for the reference electrode was fabricated at the first stage of the process (mentioned above). To prepare the reference electrode, a drop of silver paint was placed on the Pt pad, and the silver paint was cured at 120 °C for 1 hour. The silver paint is then oxidised by cyclic voltammetry in 1 M KCl between 0 and 1 V at scan rate 10 mV s$^{-1}$ to form a Ag|AgCl electrode. Eight working microdisc electrode arrays (named A1 to A8) in a hexagonal arrangement were designed with different numbers of electrodes in the array ($N = 4, 16, 64$ or $256$), different electrode radii ($r = 5, 10, 15$ and $20 \mu m$) and different inter-electrode spacing ($S = 200$ and $400 \mu m$). Four designs of interdigitated electrodes (named I1 to I4) for conductivity measurements were fabricated with varying geometrical parameters: electrode length, width and spacing. The geometric parameters of these designs are summarised in Table 1. Each fabricated chip was made of one electrochemical cell or one set of interdigitated electrodes.

Electrochemical measurements and reagents

All electrochemical experiments were performed in a Faraday cage and each measurement was carried out four times (unless stated otherwise). The sensors were cleaned beforehand in a plasma cleaner (Harrick Plasma, New-York, USA) for five minutes at high frequency at 100 W, 600 mTorr. A CHI620A potentiostat of CH Instruments (purchased from IJ Cambria, Burry Port, Wales, UK), linked to a personal computer, was used for the voltammetric and amperometric studies. The stripping of the copper underpotential deposits was done by SW voltammetry with the following parameters: Amplitude: 25 mV; Frequency: 15 Hz, Increment: 4 mV. Impedimetric measurements were performed by electrochemical impedance spectroscopy (EIS) using an Autolab PGSTAT302N electrochemical workstation from Metrohm Ltd. The temperature of the tested solutions was set at 25 °C using a
LaudaEcoline Model E-200 circulator. EIS was performed over the frequency range 0.1 Hz to 1 MHz at an applied potential of 0.2 V DC bias and a 5 mV AC amplitude. All chemicals used in this study were purchased from Sigma-Aldrich Ireland Ltd and used as received. The electrolyte solution employed in the experiments was artificial seawater with the following composition: 400 mM NaCl, 20 mM MgCl₂, 20 mM MgSO₄, 10 mM CaCl₂ and 10 mM KCl [25,26]. The pH of the solution was adjusted to 6.5 by addition of HCl. Control of pH was performed using a Benchop pH/ISE meter Model 520A (Orion Research Inc. USA) and was calibrated before each use. Artificial seawater of varied salinity was prepared according to ratios published by Hansson [27]. The reference material “LGC6016 Estuarine water – Traces metals” used for the Cu sensor validation was purchased from LGC Standards (UK) and represented estuarine water taken from the Seven Estuary, UK, offshore from a heavily industrialised area near Avonmouth. The conductivity sensors were characterised over a range of standard KCl solutions with conductivity values equal to 1.413, 10.00, 12.90, 20.00 and 50.00 mS cm⁻¹ within which the range of seawater conductivity coincides [28]. The conductivity standards were purchased from Sigma Aldrich and Reagecon Ltd. A standard conductometer (712 Conductometer from Metrohm, Switzerland) was used to measure the conductivity of artificial seawater and standard KCl solutions.

Results and discussion

Characterisation of the microelectrochemical cell

The fabricated microelectrochemical cells were tested by cyclic voltammetry of 1 mM ferricyanide in artificial seawater at scan rate 10 mV s⁻¹ (Figure 1). In all cases, a sigmoidal shape was observed for each of the designs A, indicating an occurrence of hemispherical diffusion of the ferricyanide towards the microdiscs with absence of overlapping between the diffusion zones of neighbouring microdiscs for the timescale of the experiments. The limiting currents, $i_L$, obtained experimentally for the different designs by averaging of 6 experiments were then compared to the theoretical values calculated from Equation (1) [29]:

$$i_L = \frac{4\pi nFDCr^2N}{4L + \pi r}$$

Here, $n$ is the number of electron exchanged in the reaction ($n = 1$), $F$ is the Faraday constant (96,485 C mol⁻¹), $D$ is the ferricyanide diffusion coefficient ($D = 7.6 \times 10^{-6}$ cm² s⁻¹[30]), $C$ is the bulk concentration (in mol cm⁻³), $r$ is the radius of the microdisc (in cm), $N$ is the number of microdiscs in the array and $L$ is the recess due to the silicon nitride layer ($5 \times 10^{-5}$ cm). The equation implies that the microdiscs in the array are sufficiently spaced there is no overlap of the diffusion zones of neighbouring microdiscs for the timescale of the experiments. The limiting currents, $i_L$, obtained experimentally for the different designs by averaging of 6 experiments were then compared to the theoretical values calculated from Equation (1) [29]:

$$i_L = \frac{4\pi nFDCr^2N}{4L + \pi r}$$

Figure 1A shows the voltammograms for designs A1-4 with the number of microdiscs in the array varied from 4 to 256. The radius ($r$) and spacing ($S$) were kept constant ($r = 10 \mu$m and $S = 200 \mu$m). The limiting currents increased linearly with the number of microdiscs in the array (inset of Figure 1A) with a slope of 2.3 nA per electrode with a coefficient of determination $r^2 = 0.99998$. The experimental values of the limiting currents (in round brackets) in comparison with the theoretical ones obtained by using Equation (1) [in square brackets] were as follows: (10.4 ± 0.19) nA vs. [11.0 nA] for design...
A1, (38.6 ± 2.02) nA vs. [44.1 nA] for design A2, (152 ± 3.84) nA vs. [176 nA] for design A3 and (594 ± 4.87) nA [706 nA] for design A4. As one can see the theoretical limiting current exceeded the experimental data providing a discrepancy between current values in the range between 6 % and 18%. The discrepancy as the number of microdiscs in the array increased, which can be attributed to the presence of ‘dead’ or inactive µdiscs in the array, which eventually lead to a lower limiting current [31,32].

Figure 1B shows the voltammograms for designs A3, A5, A6 and A7, with the radius \(r\) varied from 5 to 20 \(\mu m\). The number of microdiscs in the array \(N\) was equal to 64, and the centre-to-centre spacing \(S\) was kept equal to 20\(r\). The limiting current values increased with increasing electrode radius as expected from equation (1). However, the current density increased when the radius decreased (see Inset in Figure 1B) due to the improved mass transport at microdiscs of smaller dimension. Once again, the experimental limiting current values were in reasonable agreement with the theoretical values: (71.1 ± 5.61) nA vs. [83.3 nA] for design A5, (152 ± 3.84) nA vs. [176 nA] for design A3, (267 ± 2.86) nA vs. [270 nA] for design A6 and (334 ± 3.99) nA vs. [364 nA] for design A7 (discrepancy between current values was between 8 and 17 %). Once more, the theoretical limiting current exceeded the experimental data but in contrary to the previous findings, the discrepancy decreased as the number of microdiscs increased. Again this discrepancy is attributed to the presence of inactive electrodes in the array.

The influence of centre-to-centre spacing between neighbouring microdiscs on the limiting current is shown in Figure 1C by example of the array with \(r = 10 \mu m\). The neighbouring microdiscs spacing \(S\) was 20\(r\) (design A3) and 40\(r\) (design A8). No significant differences between the experimental limiting currents were observed: (152 ± 3.84) nA for design A3 and (146 ± 4.83) nA for design A8.

**UPD-SV of Cu\(^{2+}\)**

As preliminary experiments, a series of three UPD-SV scans was performed: (1) UPD-SV in artificial seawater in the absence of copper; (2) a UPD-SV of 1.5 \(\mu M\) Cu\(^{2+}\) in artificial seawater and (3) UPD-SV in artificial seawater in the absence of copper. After the third scan, a residual underpotential deposit of Cu was stripped from the surface of the electrode (data not shown). This indicated the need to introduce electrochemical steps to produce a fresh and clean electrode surface for the subsequent experiments. The potential waveform for the UPD-SV procedure was the following [33]: (1) a preconditioning step at + 0.8 V for 5 s; (2) a cleaning step at + 0.45 V for 45 s; (3) a preconcentration step at -0.15 V for 90 seconds; (4) a detection step by square wave voltammetry starting at -0.15 V and finishing at 0.6 V (Figure 2A). The preconditioning and the cleaning steps are necessary to remove any residual metal underpotentially deposited during previous experiments. The application of this procedure regenerated the sensor surface and produced a consistent reference CV prior to copper detection (data not shown). The 90 s preconcentration time was selected based on previous work on the UPD-SV of copper at microelectrode arrays [20].

UPD-SV of copper at the eight different microelectrochemical cells was then undertaken for increasing concentrations of copper using the procedure described above. Figure 2B shows the UPD-SV results for design A4 for concentrations ranging from 1 to 5 \(\mu M\). A
calibration curve for copper is shown in inset. For each concentration, the stripping peak current value was the average of 6 measurements. Table 2 displays different sensor parameters for designs A1-8. The sensitivity of UPD-SV depends on the diffusion type (hemispherical or linear) occurring at the microelectrodes during the preconcentration step. The diffusion type is itself related to the geometrical parameters of the microelectrochemical cells. As expected, the geometrical parameters of the microelectrode array had a strong influence on it as it varied from 0.38 nAµM⁻¹ for design A1 up to 13.59 nAµM⁻¹ for design A7. Good linearity between the stripping peak currents and the concentration was achieved for the designs studied. The influence of the geometry of the array (number and radius of the microdiscs and inter-electrode spacing) on the sensitivity was investigated. The sensitivity was normalised to the surface area of the microdiscs in the array for comparison purposes. The normalised sensitivity as a function of the number of microdiscs in the array is shown in Figure 3A. It can be expected that the normalised sensitivity should be constant in the case of microdiscs demonstrating independent diffusion behaviour. Nevertheless from Figure 3A, it clearly appears that the normalised sensitivity varies with the number of microdiscs in the array. Such results suggest that microdiscs do not behave independently from one another and overlap of the diffusion zones occurs. Deviation from the constant value is observed at the two arrays with the larger number of microdiscs. This can be explained by the fact that in an array, the nature of the microdiscs can be divided into two types: peripheral and central microdiscs, as illustrated in inset of Figure 3A for an array of 16 microdiscs. Central microdiscs have 6 neighbours and are more likely to suffer from overlap of the diffusion zones and hence their contribution to the total current reduces drastically. The proportion of central microdiscs in the array increases with the number of discs in the array. For design A1 (N = 4), there are no central microdiscs, whereas 56% of discs in design A3 (N = 64) and 76% of discs in design A4 (N = 256) are central microdiscs. This overlap between the diffusion zones is observed for the Cu UPD-SV experiments although CV experiments shown in Figure 1A demonstrated independent microdiscs. This was due to the difference between the timescale of the cyclic voltammetry of ferricyanide and the UPD-SV experiments for Cu²⁺ detection. Indeed, the distance between neighbouring microdiscs in an array needed to be 20r to ensure hemispherical diffusion (according to the empirical rule) was valid for short timescales such as cyclic voltammetric experiments. However, in the case of UPD-SV at the end of the preconcentration step of 90s, the diffusion layer corresponded to 357 µm thickness as follows from equation 2 [29]:

\[ \delta = \sqrt{2Dt} \]  

(2)

In this equation, \( \delta \) is diffusion layer thickness, \( D \) is the diffusion coefficient of copper ions (\( D = 7.1 \times 10^{-6} \text{ cm}^2 \text{ s}^{-1} \)) [34] and \( t \) is the preconcentration time. This is in agreement with previous studies by Menshykau et al. on the concept of diffusional independence [23]. Sensitivity normalised to the surface area increases when the microdiscs decrease as is shown in Figure 3B. The sensitivity values range from 16.9 µA µM⁻¹ cm⁻² (design A7, r = 20 µm) up to 40.8 µA µM⁻¹ cm⁻² (design A5, r = 5 µm). This behaviour of the sensitivity as a
function of the radius is expected and was also reported elsewhere [18]. Furthermore, when the inter-electrode spacing is increased from 20 times (design A3, \(d = 200 \mu m\)) the radius to 40 times (design A8, \(d = 400 \mu m\)), the sensitivity rises from 25.5 to 39.1 \(\mu A \, \mu M^{-1} \, cm^{-2}\). These results confirm that overlap of the diffusion zones occur during the deposition step of the UPD-SV experiments. Lee et al. have described diffusion at microdiscs arrays using two dimensionless parameters which are \(d / r\) and \(\delta / r\) [35]. The plot of \(\log (d / r)\) vs \(\log (\delta / r)\) can be divided in three domains where diffusion is either spherical, linear or mixed (inset of Figure 3B). These three domains are based on two equations as described by Lee et al. [35].

The limit between the hemispherical and the mixed diffusion domains is described by equation (3) and the limit between the mixed and the linear diffusion domains is described by equation (4).

\[
\frac{\delta}{r} = \left[ \frac{d}{2r} - 1 \right] \sqrt{3} \quad \text{Eq. (3)}
\]

\[
\frac{\delta}{r} = \sqrt{\frac{2}{\pi}} \left[ \frac{\sqrt{3}d^2}{2\pi r^2} - 1 \right] \quad \text{Eq. (4)}
\]

Based on the geometrical parameters of the designs tested and the preconcentration time used for the experiments reported in this article, mixed diffusion processes are obtained and correlates the results observed. In order to achieve fully hemispherical diffusion at a microdisc array, it is necessary to either shorten \(\delta\) by reducing the deposition time or by increasing the inter-electrode spacing, \(d\), or by a modification of both.

Limits of detection were calculated based on the y-intercept and slope values of the calibration curves constructed plus three times the standard deviation of the y-intercept values [36]. They ranged from 0.11 \(\mu M\) to 0.39 \(\mu M\). There was no particular trend between the limits of detection achieved and the geometrical parameters of the electrode (number of microdiscs in the array, microdisc radius, inter-microdisc distance). This may have been due to the strong presence of chloride ions in seawater, which upon adsorption on the platinum surface were capable of interfering with the copper detection [37] as the chloride anions competed with Cu atoms underpotentially deposited on the surface. The competition between chloride ions and Cu was stronger than between sulfate ions and Cu. Therefore, the high concentration of chloride in seawater hindered the UPD of low concentration of \(Cu^{2+}\). Nevertheless, these limits of detection were within the concentration range of \(Cu^{2+}(0.036 - 0.940 \mu M)\) which can be found in polluted seawater [28] and the reference material, where the concentration of the copper was \((2.96 \pm 0.02) \mu M\). The reference material was analysed by standard addition method. UPD-SV scans on the sample were performed at design A6 microelectrochemical cell. Two standard additions of 3 \(\mu M\) of \(Cu^{2+}\) were added to the sample. Experiments were done in quadruplets. The standard addition linear regression was \(y = 1.42x + 3.44 \quad (r^2 = 0.970)\) and the concentration extracted with this equation was \((2.43 \pm 0.50) \mu M\) which coincided, within the accuracy of the analysis, with the known copper concentration in the sample provided. The relatively large difference between the certified \(Cu^{2+}\) concentration and the measured one could be due to the presence of dissolved organic matter. The reference material was used as received. As no sample preparation was used, the presence of dissolved organic matter might foul the electrode surface and hence limits the
sensitivity of the µdisc surface. Previous studies have shown that Cu$^{2+}$ UPD-SV can be inhibited by the presence of dissolved organic matter such as surfactants and humic acid [38–40]. This could be avoided by the use of a permselective gel membrane [41] or by the disorganised monolayer approach [38].

The influence of parameters such as the temperature, the pH and the salinity of the artificial seawater on the sensitivity for Cu$^{2+}$ UPD-SV for different preconcentration times (PT) of 0, 45 and 90 s was also investigated (Figure 4). The environmental conditions were selected on values recorded in the Gijón port waters [28] to allow the study of behaviour of the microelectrochemical sensors in various conditions that may be encountered in the field. Sea water temperatures can vary between 283 and 303 K during the year. pH values have been measured between 6.5 and 8.5. Salinity is defined as the salt concentration in seawater. It is measured in practical salinity units (PSU). Salinity of seawater is measured by its conductivity. The average salinity of ocean water is 35.5 PSU, varying from less than 15 PSU at river mouths to more than 40 PSU in the Dead Sea [42].

Calibration curves for Cu$^{2+}$ at microdisc array of design A6 was built for temperatures ranging from 283 to 303 K (pH was kept constant at 6.5, salinity was 30 PSU), for pH values between 6.5 and 8.5 (T=298 K, salinity = 30 PSU) and for salinity values between 20 and 40 PSU (pH 6.5 and T = 298 K). Based Figure 4A shows that the sensitivity increases linearly with the T range under investigation as it was observed by Jerkiewicz et al. for the Cu$^{2+}$ UPD studies in acidic solutions at Pt(111) electrodes [43]. For pH values between 6.5 and 8.5, the maximum sensitivity was obtained for pH 7.5 and the lower sensitivity was obtained for pH 8.5 (Figure 4B), due to the increase of hydroxide ions in the artificial seawater solution. At diluted Cu$^{2+}$ concentrations (< 10$^{-5}$ M) and at pH between 6.3 and 8.5, free Cu$^{2+}$ concentration decreases and CuOH$^+$ and Cu(OH)$_2$ forms can be found [44,45], which could explain the decrease in sensitivity at pH 8 and 8.5. Salinity has significant influence only at the low salinity level (less than 25 PSU). At low salinity values, the concentration of the chloride in the artificial seawater is significantly lower and there is less chloride ions adsorbed on the surface of the electrode. Cu$^{2+}$ ions do not need to overcome the presence of chloride ions adsorbed on the platinum to be underpotentially deposited [46]. Beyond 25 PSU, there is no significant differences between the sensitivities measured. It should also be noted that the sensitivity increases with the preconcentration times as it is expected. These results show the importance of environmental parameters (T and pH of the sea water essentially) on the Cu$^{2+}$ detection response.

Conductivity measurements

EIS experiments were run at the conductivity sensors of designs I1-4, where real, ReZ, and imaginary, ImZ, impedance data was recorded over the frequency range 0.1 Hz to 1 MHz. A range of different conductivity standard solutions were used for to investigate the performance of the different sensor designs. ReZ was used for the conductivity measurements. The correlation between ReZ and the conductivity, $S_{est}$, is detailed in the Supplementary Data. Figure 5 shows the conductivity values obtained experimentally using design I4 of the interdigitated electrode at 1 MHz, $S_{est}$, and using the conductometer readings
versus the conductivity value of the standard solutions, $S_{\text{std}}$. Both of the sensors operated similarly at the conductivity standards less than 20.00 mS cm$^{-1}$ with regression equations $y=0.9937x + 0.0626$ for design I4 and $y = 0.9119x - 0.3197$ for the conductometer. Nevertheless, as opposed to the interdigitated sensor the standard conductometer readings were significantly less than the actual conductivity value in the KCl conductivity standard 50.00 mS cm$^{-1}$. Thus, the linearity of the conductometer over the full range of the conductivity standards deteriorated compared with the interdigitated sensor ($r^2=0.9788$ against $r^2=0.9998$ for the interdigitated sensor design I4).

Conclusions

Two different types of on-chip electrochemical sensors (three-electrode electrochemical cell and interdigitated electrodes) were studied with a view to using them for in-situ environmental monitoring. Cyclic voltammetry of a model redox probe at the eight different designs of microdiscs arrays have shown that microdiscs in the array behave as independent electrodes. This electrochemical behaviour is in agreement with the theory described in the literature. The different designs were then compared in terms of sensitivity and limits of detection for the detection of Cu$^{2+}$ in artificial seawater by UPD-SV. These experiments have shown that the microdiscs do not behave independently during the UPD-SV experiments and that mixed diffusion profiles are achieved. This overlapping diffusion zones could be avoided by either reducing the preconcentration time of the Cu$^{2+}$ UPD-SV, or by increasing the $d / r$ ratio. Nevertheless, it is not always possible to reduce the preconcentration time in reason of the low levels of Cu$^{2+}$ concentration that need to be detected. Furthermore, $d / r$ cannot be increased indefinitely as it will result in a large surface area for the array and an increase of a parasitic capacitance of the corresponding non-active array area. Sensitivity of the sensors were measured for a variety of environmental conditions (283 K $<$ T $<$ 303 K; 6.5 $<$ pH $<$ 8.5 and 20 PSU $<$ salinity $<$ 40 PSU). T and pH had the strongest influence on the sensor response suggesting that for accurate in-situ measurements, the corresponding environmental sensors should be introduced into the sensing system. Their reading should be used to compensate the sensor measurement against T, pH and salinity.

Four designs of interdigitated electrodes were tested for the measurement of conductivity of seawater. Best results were obtained for measurements at high frequencies ($f > 10$ kHz).

The dynamic range and limit of detections achieved for Cu$^{2+}$, dissolved oxygen and conductivity were within the range of concentration observed in real samples of port seawater.
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Figure 1: Cyclic voltammetry of 1 mM ferricyanide in artificial seawater using microelectrochemical cells of (A) designs A1-4 (voltammograms from top to bottom). Inset: $i_{lim}$ as a function of $N$; (B) designs A3, A5-7. Inset: limiting current density as a function of $r$; (C) designs A3 and A8. The scan rate was 10 mV s$^{-1}$.

Figure 2: (A) Potential waveform for the Cu$^{2+}$ UPD-SV experiments at the different microelectrochemical cell designs. (B) UPD-SV of Cu$^{2+}$ ($0 < [\text{Cu}^{2+}] < 5 \mu\text{M}$). Inset: Calibration curve of the Cu$^{2+}$ stripping current as a function of the Cu$^{2+}$ concentration in artificial seawater.

Figure 3: (A) Sensitivity normalised to the surface area as a function of microdiscs in the array (▲). The straight line represents the expected behaviour if microdiscs in the array were independent from one another. Inset: Schematic representation of the array (design A2) where (●) are the peripheral microdiscs and (○) are the central microdiscs. (B) Sensitivity normalised to the surface area as a function of microdisc radius. Inset: Plot of log $d/r$ vs. lod $\delta r$ for electrodes of designs A1-A4 and A8. The solid line is described by equation (3) and the dotted line by equation (4) [35].

Figure 4: Sensitivity achieved using design A6 as a function of (A) temperature (pH 6.5, 30 PSU), (B) pH (T = 298 K, 30 PSU) and (C) salinity (T = 298 K, pH 6.5) of the artificial seawater. Cu$^{2+}$ concentration range was 0.5 – 3.0 µM for different preconcentration times: (●) PT=0 s, (□) PT=45 s and (◼) PT=90 s).

Figure 5: Experimental conductivity measured using (○) interdigitated electrodes of design I4 at 1MHz and (□) a commercial probe and conductometer at 2.4 kHz as a function of the conductivity of KCl standard solutions. If not visible, the error bars are smaller than the symbols.

Table 1: Geometrical parameters of the different microchemical cells designed (A1-8 & I1-4).

Table 2: Analytical performances for the Cu$^{2+}$ UPD-SV at the different microelectrochemical cells designed (A1-8).
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### Table 1

**Microelectrochemical cells**

<table>
<thead>
<tr>
<th>Design</th>
<th>$r , / , \mu m$</th>
<th>$d$</th>
<th>$N$</th>
<th>$A_{CE} , / , cm^2$</th>
<th>Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>10</td>
<td>20r</td>
<td>4</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>10</td>
<td>20r</td>
<td>16</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>10</td>
<td>20r</td>
<td>64</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td>10</td>
<td>20r</td>
<td>256</td>
<td>0.300</td>
<td></td>
</tr>
<tr>
<td>A5</td>
<td>5</td>
<td>20r</td>
<td>64</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>A6</td>
<td>15</td>
<td>20r</td>
<td>64</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>A7</td>
<td>20</td>
<td>20r</td>
<td>64</td>
<td>0.180</td>
<td></td>
</tr>
<tr>
<td>A8</td>
<td>10</td>
<td>40r</td>
<td>64</td>
<td>0.180</td>
<td></td>
</tr>
</tbody>
</table>

**Interdigitated electrodes**

<table>
<thead>
<tr>
<th>Design</th>
<th>$w$ / $\mu m$</th>
<th>$L$ / $\mu m$</th>
<th>$d$ / $\mu m$</th>
<th>$N$</th>
<th>Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>20</td>
<td>3500</td>
<td>10</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>I2</td>
<td>40</td>
<td>3500</td>
<td>10</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>I3</td>
<td>20</td>
<td>1500</td>
<td>10</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>I4</td>
<td>20</td>
<td>1500</td>
<td>40</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

$r$: radius of the microdisc; $d$: interelectrode distance; $N$: Number of elements in the array; $A_{CE}$: Surface area of the counter electrode; CE: Counter electrode; WE: Working electrode; RE: Reference electrode; $w$: width; $L$: length.
Table 2

<table>
<thead>
<tr>
<th>Design</th>
<th>Dynamic Range μM</th>
<th>Sensitivity nA μM⁻¹</th>
<th>Sensitivity μA μM⁻¹ cm⁻²</th>
<th>Intercept nA</th>
<th>$R^2$</th>
<th>LOD μM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.48 – 3.97</td>
<td>0.38</td>
<td>30.2</td>
<td>0.18</td>
<td>0.990</td>
<td>0.34</td>
</tr>
<tr>
<td>A2</td>
<td>0.48 – 2.94</td>
<td>1.92</td>
<td>38.2</td>
<td>1.35</td>
<td>0.998</td>
<td>0.11</td>
</tr>
<tr>
<td>A3</td>
<td>0.93 – 3.97</td>
<td>5.12</td>
<td>25.4</td>
<td>2.30</td>
<td>0.994</td>
<td>0.24</td>
</tr>
<tr>
<td>A4</td>
<td>0.93 – 3.97</td>
<td>13.49</td>
<td>16.8</td>
<td>4.69</td>
<td>0.986</td>
<td>0.39</td>
</tr>
<tr>
<td>A5</td>
<td>0.48 – 2.94</td>
<td>2.05</td>
<td>40.8</td>
<td>2.70</td>
<td>0.988</td>
<td>0.30</td>
</tr>
<tr>
<td>A6</td>
<td>0.59 – 2.91</td>
<td>5.42</td>
<td>23.5</td>
<td>11.70</td>
<td>0.988</td>
<td>0.28</td>
</tr>
<tr>
<td>A7</td>
<td>0.48 – 2.94</td>
<td>13.59</td>
<td>16.9</td>
<td>5.90</td>
<td>0.996</td>
<td>0.13</td>
</tr>
<tr>
<td>A8</td>
<td>0.48 – 2.94</td>
<td>7.87</td>
<td>39.1</td>
<td>6.32</td>
<td>0.992</td>
<td>0.23</td>
</tr>
</tbody>
</table>