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Abstract There are many recent studies concerning
reduced-order computational methods, especially reductions
by projection on a small-sized basis. But it is difficult to con-
trol the quality of the solutions if the basis is fixed once
and for all. This is why we attempt to define efficient and
low-cost strategies for correction and updating of the basis.
These correction steps re-use previously computed quanti-
ties such as: vectors and triangulated matrices. The proposed
algorithms use alternately full and reduced-size steps, allow-
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ing a strong reduction in the number of full-size tangent
matrices. Two classes of applications are discussed. First,
we consider an algorithm for determining Hopf bifurcation
points in 2D Navier–Stokes equations, but which requires
time-consuming preliminary frequency-dependent calcula-
tions. New reduction–correction procedures are applied to
reduce these preliminary computations. The second applica-
tion concerns the response curves of viscoelastic structures.
A key point is the definition of the reduced basis. Vector
Taylor series are computed within the asymptotic numerical
method and the relevance of this set of vectors is analysed.

Keywords Reduced-order methods · Hopf bifurcation ·
Viscoelastic sandwich structures · Forced vibrations

1 Introduction

This paper addresses the numerical simulation of forced vis-
coelastic sandwich structures and Hopf bifurcation in fluid
mechanics by using reduction techniques. Solutions of both
of these problems are complex, leading to time-consuming
computations when full-size models are used. To avoid this
drawback, some reduced-order methods have been proposed.
A large number of studies dealing with reduction techniques
can be found in the literature. Among these reduced-order
models, we can distinguish those requiring a pre-processing
step, i.e. an offline computation, and those defining the
reduced basis functions on the fly. In this way, Proper Orthog-
onal Decomposition (POD [1]) is, currently one of the most
popular reduced-order techniques, requiring a pre-processing
step (to determine the snapshots) which extracts a low dimen-
sional basis. This method has been applied to compute Hopf
bifurcation points in Navier–Stokes equations [2] as well as,
bifurcations in the framework of a complex Ginzburg Lan-
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dau equation [3] or to compute steady-state post-bifurcated
solutions of the Rayleigh–Bénard problem [4]. In the latter
case, the offline stage is followed by a greedy approach [5]
instead of the POD method.

A second interesting reduced-order model is the Proper
Generalized Decomposition (PGD [6,7]). This method is an
a priori reduced-order approximation that consists of search-
ing the unknowns in the form of a separated representation.
The solution is then approximated as the sum of a moderate
number of functional products. This method works very well
in the case of linear problems but its application to nonlin-
ear problems is still being developed, for example, in cases
where several solutions can exist due to bifurcation [6,8].

For vibration analysis of sandwich viscoelastic structures,
the numerical simulation of the response to harmonic forc-
ing for many frequencies requires a very high computational
cost especially for large-scale problems. However, numer-
ous studies deal with reduction techniques for nonlinear
vibrations of viscoelastic sandwich structures. For example,
some authors [9], propose a one-mode Galerkin procedure to
analyse linear and nonlinear vibrations in viscoelastic sand-
wich structures. Lima et al. [10] propose a component mode
synthesis technique, Zghal et al. [11] use an extension of the
Guyan reduction method and Bilasse and Oguamanam [12]
use a modal analysis of damped and undamped structures
(i.e. real and complex modes).

In this paper, we discuss couplings between reduction
methods and full-size corrections. A simple coupling is pre-
sented in a recent paper by Heyman et al. [13] who proposed
a reduction technique to compute Hopf bifurcation points.
These latter are accurately determined by using a bifurca-
tion indicator [14] linked to a Newton method (see papers
[15,16] for more details). Since calculating the bifurcation
indicator is the most time-consuming part of the proposed
algorithm, the authors in Ref. [13] propose a reduced-order
model based on the asymptotic numerical method (ANM
[17]). In fact, the indicator is computed by alternately solving
full and reduced size problems. Firstly, a full-size resolution
is carried out with ANM providing a set of vectors from the
perturbation method. Secondly, these vectors define a pro-
jection matrix which is used to compute the following steps
with a reduced-order model. The accuracy of the reduced
solutions is checked at each step of the calculation of the
indicator and, with this method, full and reduced-size are
alternately performed, leading to the sought solution.

The aim of this study is to propose better reduction
techniques and apply them within a more general frame-
work, i.e. detection of Hopf bifurcation in fluid mechanics
as described in [13] and the vibration of viscoelastic sand-
wich structures. There are two key points in the proposed
reduction–correction algorithms. First, a low-cost correction
is defined by using a very cheap linear solver introduced in
[18] and initially applied to nonlinear elasticity. This solver

relies on two previously computed quantities: a set of vec-
tors and a factorized matrix defining a preconditioner. This
allows rapid performance of the full correction steps. The
second key point is the relevance of the reduced basis that
results from the full-size resolutions carried out with ANM.

In this paper, we deal with the common parts of the
two applications (viscoelastic sandwich structures and Hopf
bifurcation): equations to be solved (Sect. 2), nonlinear solver
(ANM in Sect. 3), the reduction technique (Sect. 4) and the
proposed improved reduction technique (Sect. 5). Section 6
gives a brief description of the two considered applications.
The final section presents the numerical tests, concerning
Hopf bifurcations and viscoelastic structures.

2 Equations to be solved

The present study is concerned with the computation of
numerical solutions of the following problem:

G(ΛJ ) = 0 (1)

where G stands for a linear or a nonlinear function of an
unknown ΛJ . As this problem is solved with a continu-
ation technique, the subscript J indicates the continuation
step J . In this study, two kinds of problem (1) are consid-
ered. The first concerns the computation of Hopf bifurcation
points in fluid mechanics. In this case, the operator G is the
linear stability equation resulting from the Navier–Stokes
equations. The unknown Λ then represents the bifurcation
mode, the angular frequency and the critical Reynolds num-
ber: see the following references for mode details [13–15].
The second problem considered here concerns the vibration
of viscoelastic sandwich structures [9,19–21] and, more par-
ticularly, forced vibrations [12,20]. In this latter case, the
unknown Λ represents the displacement and the angular fre-
quency. These two problems are solved by means of the ANM
[17].

3 Linearization by asymptotic numerical method

Problem (1) is solved by the ANM [17]. In this method, the
unknown Λ is then sought as an integro-power series with
respect to a perturbation parameter ‘a’:

ΛJ =
P

∑

i=0

aiΛJ
i (2)

where ΛJ
0 is assumed to be a known regular solution of Eq. 1

and P stands for the truncation order of the asymptotic expan-
sion (2). In classical ANM, the parameter ‘a’ is defined with
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an arc-length measure, see for example [17]. By introducing
this polynomial expansion into Eq. (1) and by equating like
powers of ‘a’, we obtain a set of linear recurrent problems
defined at the truncation order equal to p by:

G
ΛJ

0
t (ΛJ

p) = F(ΛJ
k ) with 0 ≤ k ≤ p − 1 (3)

where G
ΛJ

0
t (•) is the tangent operator computed at the initial

point ΛJ
0 . The right-hand side F(•) depends on the previous

computed solutions. All the unknowns are computed by a
single matrix triangulation followed by P backward-forward
substitutions. Once all the terms of polynomial expansion (2)
are computed, a simple criterion allows us to determine the
validity range [17]:

a J
max =

(

δ
‖ΛJ

1 ‖
‖ΛJ

P‖

)1/(P−1)

(4)

where δ is a small parameter (in this study equal to 10−6 or
10−7) and the symbol ‖ • ‖ stands for the Euclidian norm
of the vector ‘•’. The definition (4) is then introduced into
the expression (2) to define a new starting point, ΛJ+1

0 , and
then compute a new part of the solution branch. This defines
a continuation technique based on asymptotic expansions.

In classical applications of ANM, the following step J +1
is carried out by solving the full-size dimension problem
defined with Eq. 1. For the next step of the continuation
technique used in this study, we propose linking the ANM
with a reduced-order model.

4 Reduced-order method

As previously explained, we can define a projection operator,
Ψ , from a full-size computation:

Ψ =
[

Λ
j,⊥
0 ,Λ

j,⊥
1 . . . , Λ

j,⊥
nred

]

(5)

where the symbol ⊥ stands for the orthonormalization of the
vectors Λ

j
p. This means that the reduced basis is extracted

from the previous full ANM computation. We can choose
all these ANM-vectors (nred = P) or only a part (nred <

P). This projection operator defines the reduced vector λ
j+1
p ,

with the following expression:

Λ
j+1
p = Ψ λ

j+1
p (6)

So by introducing the above relation into Eq. (3), and by
using a Galerkin projection, we obtain the following reduced
linear problem at each order of the ANM:

g
λ

j+1
0

t (λ
j+1
p ) = f (λ

j+1
k ) with 0 ≤ k ≤ p − 1 (7)

where g
λ

j+1
0

t (λ
j+1
p ) and f (λ

j+1
k ) are the reduced tangent

matrix and the reduced right-hand side, respectively. These
two reduced operators are defined with:

g
λ

j+1
0

t =t Ψ G
ΛJ

0
t Ψ and f (λ

j+1
k ) =t Ψ F(Λ

j

k ) (8)

Once all the reduced unknowns, λ
j+1
p , are computed using

the above equations, the full-size solutions, Λ
j+1
p , are then

determined with Eq. (6). The validity range of these asymp-
totic expansions are then computed [17], yielding a new
starting point for the next continuation step. This reduced-
continuation scheme is performed as long as an accuracy
criterion is valid. In this study, we choose the following rela-
tion:

‖G(ΛJ )‖ ≤ ǫ (9)

where ‖•‖ and ǫ denote, respectively, the Euclidian norm of
the vector ‘•’ and a chosen parameter (generally, ǫ is between
10−4 and 10−2). Thus, if criterion (9) is not satisfied for step
J , the following step J +1 is carried out by solving a full-size
problem (Eq. 3), which then yields a new projection operator
Ψ for the following steps (see Reference [13]). The reduced-
basis -ANM algorithm comprises the following steps (for
each continuation step J):

1. The first series initiates the basis, Ψ = [Λ⊥
0 ,Λ⊥

1 . . . ,

Λ⊥
nred].

2. Reduced-basis computations, [λ0,…, λP ].
3. Computation of the full-size solution, Λ j , and its residual

G(ΛJ ).
4. When necessary (‖G(ΛJ )‖ > ǫ), carry out full-size com-

putation, Ψ new = [Λ⊥
0 ,Λ⊥

1 . . . , Λ⊥
nred]

5. Basis update, Ψ = Ψ new, go to 2.

This procedure is simply a conventional reduction technique,
to which a precision control and a restart step have been
added. Compared to the literature, the origin of the basis is
the main novelty of the present reduction method. For the
computation of Hopf bifurcation points, it has been shown
in Reference [13] that one full-size resolution is generally
followed by two or three reduced-size steps. This means that
the projection operator Ψ is valid for two or three reduced
steps. Hence, the aim of the present study is to increase the
number of continuation steps carried out with a reduction
technique. For this purpose, an iterative solver [18] is used to
correct the solutions obtained with the reduction technique.

5 A new reduction–correction technique

Since we cannot expect the simple reduced-order method of
Sect. 4 to remain valid during many steps, a pure reduction
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technique may be not optimal. A similar observation has been
made in nonlinear shell analysis, see [22]. In this respect, we
propose to incorporate low-cost correction steps into the pure
reduction technique. This correction can work well because
it is based on the reduced basis computed during a previous
ANM step as well as a full matrix triangulated in a previous
step. This reduction–correction technique introduced in [18]
is used here to solve iteratively the linear problems defined
by (3). In other words, the ANM paths (3) can be computed
using three different techniques. In the first technique, the
linear problems (3) are solved by a direct method with a sin-
gle triangulation for all the orders (classical ANM). In the
second technique, only the reduced problems (7) are solved.
A third technique is introduced by returning to an exact res-
olution of (3) and by combining reduced-order steps and full
computations with a relatively low-cost solver. In the follow-
ing, some strategies are presented to manage the transitions
between these three resolution techniques.

5.1 Definition

In this section, we present the method used to improve the
validity of the reduced solution. We consider the reduced
solution, λp, as already known at the order of truncation p.
This vector is the solution of the reduced problem (Eq. 7).
The solution of the full-size problem at the order p, for the
continuation step J , can be defined by:

ΛJ
p = Λred

p + ΔΛp = Ψ λp + ΔΛp (10)

where ΔΛp represents the correction (or the default) of the
reduced solution Λred

p . There are now two possible cases:
either the reduced solution is accurate and then the vector
ΔΛp is nearly equal to zero, or the reduced solution is insuf-
ficiently accurate and has to be corrected by computing the
vector ΔΛp. The latter is the solution of the linear problem
defined in Eq. 3, which can be rewritten as follows:

{

[KT ]{ΔΛp} = {F}

with {F} = F(ΛJ
k ) − [KT ]{Λred

p } and KT = G
ΛJ

0
t

(11)

Several linear solvers can be used to compute the correction
ΔΛp. For example, a classical conjugate gradient method
can be chosen associated with a pre-conditioner. In this study,
we use a linear solver recently proposed in Ref. [18] which
is more efficient than the conjugate gradient method when
using the same pre-conditioner. Moreover, this solver links
the reduced operator and the pre-conditioning matrix, which
can be easily defined in the present study. Hence, according
to the method presented in Ref. [18], we can define iteration
{iti of the linear solver with the following expressions:

⎧

⎪

⎨

⎪

⎩

[KT ]{δλp} = { f } − [C]{ΔΛi−1
p }

[K ∗]{Y } = {F} − [KT ]{Ψ δλp + ΔΛi−1
p }

{ΔΛi
p} = {ΔΛi−1

p } + {Ψ δλp} + {Y }
(12)

where [C], { f } and [K ∗] represent the coupling matrix
defined with [C] =t Ψ [KT ], the reduced right-hand side
of Eq. (11) and a pre-conditioner, respectively. In this study,
the pre-conditioning matrix, K ∗, is the factorized matrix used
in the continuation step where the projection matrix, Ψ , has
been defined. It is the triangulated matrix which computes
the solution of the full-size problem. The advantage of using
this kind of iterative solver is the fact that all the reduced
operators are already defined during the computation of the
reduced part (Eq.7). For example, the projection matrix, Ψ ,
and the reduced matrix [KT ] are the same for the linear cor-
rection (Eq. 12) and for the reduced linear system (Eq. 7).

Finally, when performing the iterations (Eq. 12), either a
residual criterion is satisfied or a maximum number of iter-
ations is reached (parameter imax). We adopt the following
expression for the residual criterion:

‖[KT ]{ΔΛp} − {F}‖
‖{F}‖

< ηlin (13)

where ηlin represents the required accuracy for the linear
problem (11). During the computation, the accuracy of the
iterate ΔΛi

p could be improved by using convergence accel-
erating techniques, such as the modified minimal polynomial
extrapolation method (MMPE [23]) or Padé approximants
[24]. These two techniques lead to the same numerical results
(see Ref. [25]) and have already been applied to accelerate
the convergence of nonlinear problems [26].

The improved reduction technique, presented here, can
then be summarized with the following steps:

1. The first series initiates the basis, Ψ = [Λ⊥
0 ,Λ⊥

1 . . . ,

Λ⊥
nred] and the preconditionner [K ∗] = [KT ].

2. Reduced-basis computations,[λ0,…, λp].
3. Full-size corrections by a linear solver combining reduced

basis and preconditioner, Λm = Ψ λm + ΔΛm with
0 ≤ m ≤ p.

4. Computation of the full-size solution, Λ j , and its residual
G(ΛJ ).

5. When necessary, (‖G(ΛJ )‖ > ǫ), carry out full-size
computation, Ψ new = [Λ⊥

0 ,Λ⊥
1 . . . , Λ⊥

nred], [K ∗]new =
[KT ]

6. Basis update and Preconditioner update, Ψ = Ψ new and
[K ∗] = [K ∗]new go to 2.

Note that it is not always necessary to compute all the terms
of the Taylor series [27] exactly. To save computation time,
it may be more efficient to calculate only the first vectors
(0 ≤ p ≤ pcorr) by (12) and the last ones (pcorr + 1 ≤ p ≤ P)
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Table 1 Definition of the reduced-order numerical methods evaluated
in this study

Reduction Linear correction Basis updated

RB [13]
√

× ×
RB+

√ √
×

RB++
√ √ √

by the pure reduction method (6) and (7). This adds a new
algorithm parameter pcorr.

5.2 Several computing strategies

The numerical techniques presented in this paper lead to the
definition of several methods to compute the unknown Λ.
These methods are summarized in Table 1. The first method
corresponds to a pure Reduced Basis (denoted by RB in
Table 1), as proposed in Ref. [13], which alternates full and
reduced-size problems. In the second method, RB+ (Reduced
Basis plus correction), the reduced vector at each order, Λred

p ,
is corrected with the linear solver presented in Sect. 5. These
reduced vectors are also corrected with the third method,
RB++ (Reduced Basis plus correction plus basis update),
but in this case a new basis is built at the end of the reduced
step using the vectors Λp defined with expression (Eq. 10).
So, in this method, the basis is updated on the fly at each
step of the continuation method by defining a new projection
matrix Ψ .

5.3 An overview of the algorithms

In the more sophisticated algorithms (RB+ and RB++), we
combine three sorts of ANM-steps. We always start with full
ANM-computations, where all the terms of the Taylor series
are computed exactly by a direct linear solver. This provides
both a reduced basis and a triangulated matrix. The next steps
involve reduction techniques. In the simplest reduction tech-
nique (RB), ANM reduced steps are concatenated as long as
the accuracy criterion is satisfied. When this condition fails,
we return to the full computation. Within RB+ and RB++, the
reduction–correction of Sect. 5.1 is applied after this second
phase: this means that the linear problems are again solved
with a low-cost iterative solver combining reduction and pre-
conditioning. This procedure is stopped when the accuracy
criterion is satisfied, in which case a new full computation
is restarted. The difference between RB+ and RB++ corre-
sponds to an update of the basis after each computation of a
series by the reduction–correction method.

6 Numerical applications

In this section, we present the equations (Eq. 1) governing
the two numerical problems studied in this paper.

6.1 Hopf bifurcation in fluid mechanics

The first application proposed in this study concerns the sta-
bility of fluid flow and, more precisely, the computation of
Hopf bifurcation points in 2D Navier–Stokes equations. This
kind of bifurcation characterizes the transition between a
steady flow and a time-periodic solution. These bifurcation
points are computed by linking a bifurcation indicator [14]
to a direct method [30]. This gives an automatic and robust
method to detect accurate critical Reynolds numbers [15,16].
Since calculus of the indicator is time consuming, a reduction
technique is proposed in Ref. [13] to save computational time.
In this study, we propose to decrease this computational time
by using the improved reduction technique. A Hopf bifurca-
tion point satisfies the following nonlinear equations:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

L(U S) + Q(U S, U S) − λF S = 0 in Ω

iωM(V ) + L(V ) + Q(v, U S) + Q(U S, V ) = 0 in Ω

V u = 0 on ∂uΩ

l(V ) = 0 in Ω

(14)

where U S , λ, ω, V represent respectively the steady solution
(velocity and pressure) of the Navier–Stokes equations, the
Reynolds number, the angular frequency and the bifurcation
mode. The first equation of the above system (14) stands
for the steady Navier–Stokes equations and the second rep-
resents the linear stability equation. The third equation is a
boundary condition on the velocity part of the bifurcation
mode, V . The last equation (i.e. l(V ) = 0) is an addi-
tional expression which is introduced to have a suitably posed
problem, for more detail, see references [15,28,30,31]. The
symbols L(•), Q(•, •) and M(•) stand for linear, quadratic
and mass operators ([14–16]). Some authors [28,30,31] have
proposed using a Newton method for solving the system (14).
In the present study, as in References [15,16], we compute
the Hopf bifurcation points by linking a bifurcation indica-
tor, as introduced in [14] for fluid mechanics, with a Newton
method. This indicator, denoted by φ in the following, has
the property to be null at the Hopf bifurcation point [32]. This
indicator is a scalar quantity that is introduced in the second
equation of system (14):

⎧

⎪

⎨

⎪

⎩

iωM(V ) + L(V ) + Q(V, U S
F ) + Q(U S

F , V ) − φ f = 0

V u = 0 on ∂uΩ

l(V ) = 0 in Ω

(15)

where f is a random load vector. A Hopf bifurcation can
be determined with the method proposed in [15,16] as fol-
lows. Firstly, for a fixed value of the Reynolds number, for
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which U S
F is fixed and known in Eq. (15), we can compute

the variation of the indicator, φ, as a function of the angular
frequency using ANM. Once this computation is carried out,
all the minimum values of the indicator are introduced as ini-
tial guesses into the system (14) to be solved with a Newton
method. This allows the automatic calculation of accurate
critical Reynolds numbers. As shown in Ref. [16], the com-
putation of the variation of the indicator as a function of the
frequency is the most time-consuming part of the proposed
algorithm. So, in Ref. [13], the computation of the indicator
is carried out with the reduced technique presented in Sect. 4.
This method is denoted by RB in Table 1.

In summary, in the case of the computation of Hopf bifur-
cation points, the problem expressed in (1) is represented
by the Eq. (15) and the unknown Λ stands for the indicator,
φ, and the bifurcation mode V . The perturbation parameter
defined in Eq. (2) is then identified as the angular frequency
ω:

a = ω (16)

6.2 Vibration of viscoelastic sandwich structures

The second application concerns the analysis of the forced
harmonic vibration of viscoelastic sandwich structures. The
discrete equation of this kind of structure excited by a har-
monic force of amplitude F, as obtained with the finite
element method, can be written in the following form:

[K0 + E(ω)Kv − ω2M]U = F (17)

where ω is the angular frequency, U is the complex displace-
ment, M is the mass matrix, K0 and Kv represent two real
constant stiffness matrices. This decomposition of the rigid-
ity of the structure into two stiffness matrices is generally
adopted when the material constituting the viscoelastic sand-
wich structure is assumed to be homogeneous and isotropic
[12,20]. The symbol E(ω) denotes the complex Young’s
modulus of the viscoelastic core which mechanical char-
acteristics are depending nonlinearly on the frequency ω.
Two models are considered in this study: a constant Young’s
modulus and a Young’s modulus varying as a function of cir-
cular frequency according to the generalized Maxwell model
[21]. When studying viscoelastic structures, the objective is
to compute the response curves over a large range of fre-
quencies. A simple way to compute the variation of the
displacement U as a function of the frequency is to gen-
erate and decompose the complex dynamic matrix of Eq.
(17) for a large number values of frequency [33]. This leads
to very high computational cost. In [20], the authors pro-
pose to solve the Eq. (17) by an ANM. With this method, the
computational cost can be considerably reduced [20]. The
improved-reduced algorithm presented here is used to com-

Table 2 Definition of user parameters for the proposed numerical meth-
ods

Classical ANM
parameters

P Order of the series. This is also the
maximum dimension of the basis.

δ ANM end step criterion

Parameters to
govern the
transition
between the
solvers

ǫ Residual control (to quit the pure
reduced method)

ηlin Control of the convergence of the
linear solver

imax Maximal number of iterations for
the linear solver

nred Dimension of the projection
operator

pcorr Number of vectors Λred
p corrected

among P vectors.

pute the response curve of viscoelastic sandwich structures.
Hence, the unknown Λ in Eq. (1) can be obtained in Eq. (17)
where U is the displacement, ω is the angular frequency, E

is the Young modulus, with this latter being assumed to be
frequency dependent. The perturbation parameter, a, defined
in Eq. (2) is then defined by using an arc length measure [17]:

a =< U − U0, U1 > +(ω − ω0, ω1) (18)

where < •, • > stands for the Euclidian scalar product.

7 Numerical results

In this section, we present the numerical tests evaluated in
this study as well as the results obtained with the different
strategies. Since the proposed reduced techniques involve a
large number of user parameters, their descriptions are given
in Table 2. For both applications, the equations to be solved
(Eq. 1) are nearly the same. Nevertheless, the expected results
are not exactly the same. In the case of Hopf bifurcation, the
search for an indicator curve yields only a preliminary result
before the iterative search of bifurcation points. In the case
of viscoelastic structures, the response curve is the quantity
of interest and a better accuracy is required.

7.1 Numerical tests for Hopf instabilities

In this study, we take the example of flow in a square cavity to
evaluate the proposed reduction techniques to compute Hopf
bifurcation. The geometry of this example is shown in figure
(1). Two examples of boundary conditions are considered
(Fig. 1). The first example denoted here as 1S, corresponds
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Fig. 1 Geometry and boundary
conditions for a lid driven cavity

Boundary condition for 1S :
U(x, y) = (1, 0, 0) on Γ1

U(x, y) = (0, 0, 0) on Γ2, Γ3 and
Γ4

Boundary condition for 4S :
U(x, y) = (1, 0, 0) on Γ1

U(x, y) = (0,+1, 0) on Γ2

U(x, y) = (−1, 0, 0) on Γ3

U(x, y) = (0,−1, 0) on Γ4

Γ

Γ

Γ

Γ

4

1

2

3

Ω

(0,0) (1,0)

(1,1)(0,1)

Table 3 Critical values for the
first Hopf bifurcation for the two
considered examples

Present results Cavity 1 Side (1S) Cavity 4 Sides (4S)

Rec ωc Stc Rec ωc Stc

Mesh 1 (13,122 d.o.f.) 7890 2185 0.44 736 14.45 0.03

Mesh 2 (157,922 d.o.f.) 8030 2271 0.45 741 14.81 0.03

Abouhamza and Pierre [38] 8004 −
Auteri et al. [39] 8018 0.44

Boppana and Gajjar [40] 8026 0.45

Brezillon et al. [15] 7890 2185 0.44

Cazemier et al. [2] 7972 0.45

Fortin et al. [41] 8000 0.45

Polishenko and Aidun [42] 7763 0.45

Wahba [43] 735 (±4) 0.09

Zhuo et al. [44] 721 (±6)

to a classical lid-driven cavity where a horizontal velocity is
imposed on the upper side, while velocities are equal to zero
on the three other sides. In the second example, denoted here
by 4S, a velocity is imposed on the four sides of the cavity as
defined in the figure (1). In both cases, the Reynolds number
is computed with the following expression:

Re =
λu D

ν
(19)

where D is the width of the cavity (equal to 1.0), u denotes
the imposed velocity on the upper side of the cavity and ν is
the kinematic viscosity of the considered fluid. The Strouhal
number is also introduced, being determined by the following
expression:

St =
D.ω

2πλu
(20)

For both examples, spatial discretization is performed using
the finite element method [34]. A quadrilateral element is

chosen with nine and three nodes for the velocity and the
pressure, respectively. Details about this spatial discretization
can be found in Ref. [35]. Two meshes are considered for the
1S example, one coarse (13,122 d.o.f.) and one fine (157,922
d.o.f.). For the 1S example, the first Hopf bifurcation appears
with a critical Reynolds number close to 8000 and a Strouhal
number near 0.45, according to results reported in the liter-
ature (see Table 3). In the case of 4S, there are fewer data
available in the literature concerning critical numbers than for
the 1S case. This is mainly due to the fact that a first steady
bifurcation appears before the Hopf bifurcation, as reported
in [36,37]. The critical Reynolds number for this steady bifur-
cation is close to 130. Therefore, to compute the indicator on
the stable nonlinear solution branch, we choose an initial
Reynolds number higher than 130. This post-bifurcation sta-
ble steady solution is obtained using the numerical method
recently proposed in Ref. [45]. For this example, we find
a critical Reynolds number close to 740 for the first Hopf
bifurcation, which agrees well with the results reported in
the literature (see Table 3).
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7.2 Results obtained using the proposed reduction

techniques

The Hybrid method proposed in Ref. [15] is able to find Hopf
bifurcation points even if the initial Reynolds number used
to compute the bifurcation indicator is far from the singular
points. For this reason, in the case of 1S flow, we propose to
compute an indicator curve for a Reynolds number equal to
6220. We consider the coarsest mesh (Mesh 1 with 13,122
d.o.f, Table 3). In this case, the Hopf bifurcation appears
when the Reynolds number is equal to 7890, which is rela-
tively far from the Reynolds number for which the indicator
curve is carried out. Figure 2 shows this indicator plotted
against the angular frequency, ω. To compute this indicator,
some parameters are fixed. Hence, the truncation order of the
asymptotic expansion (P) and the accuracy parameter (δ) are
fixed at values of 30 and 10−6, respectively. The same values
are used for all the indicator computations presented in this
study, and represent optimum values according to the results
given in Ref. [13]. The parameter ǫ for RB is chosen equal to
10−2. In Fig. 2, we plot the solutions obtained with (RB [13])
or without (reference curve) the reduction technique. We can
see the part of the curve (shown in green) obtained with the
reduction method and also with full-size steps (shown in red).
In this way, the reduction technique alternates the full-sized
and reduced steps of the continuation method. The curves are
obtained using 56 and 67 continuation steps for the full-size
resolution (Reference) and RB, respectively (see Table 4). In
the case of RB, 46 steps are carried out with the reduction
techniques described here, leading to 21 full-size matrix tri-
angulations (corresponding to the discrete tangent operator,

G
ΛJ

0
t (•) in Eq. 3) instead of 56 with the Reference solution.

With smaller value of the parameter ǫ, 10−3 for example, the

 1

 1.05

 1.1

 1.15

 1.2

 1.25

 1.3

 1.35

 1.4

 1.45

 1.5

 0  50  100  150  200  250  300  350  400  450  500

In
d
ic

a
to

r

Pulsation

Reference
RB++

RB+
RB

Fig. 3 Comparison of the solutions obtained with RB, RB+ and RB++
at Re = 6220, nred = 20, δ = 10−6, p = 30 and ǫ = 10−2. The figure
presents the part of the response obtained with a single matrix trian-
gulation for the three considered reduction techniques (RB, RB+ and
RB++). The Reference curve requires 8 matrix triangulations. Cavity
1S

number of continuation steps with RB is equal to 66 with
26 full-size matrix triangulations and consequently 40 steps
with the reduction technique.

Based on this evolution of the bifurcation indicator, we can
then automatically determine initial values for the Newton
method. These latter represent the minimum values of the
indicator, providing us with 14 initial estimates using the
curve presented in Fig. 2. These 14 values are introduced into
the Newton method, yielding two bifurcation points: Rec =
7890 and Rec = 11, 417. These critical values are obtained
with 7 and 9 iterations of the Newton method, respectively.
The same number of bifurcation points are obtained in both
methods considered here if the parameter ǫ is lower or equal
to 10−2. The same conclusion was given in Ref. [13] (see
Table 5, p. 81).

We now consider the reduced techniques defined in Table
4. In Fig. 3, we plot the value of the indicator as a function
of the angular frequency for RB, RB+ and RB++, in the case
of the cavity 1S and for a Reynolds number of 6220. For this
example, the user parameters are imax = 5, ηlin = 10−2

and pcorr = 20. The pre-conditioning matrix ([K ∗] in Eq.
12) is the full-size tangent matrix triangulated at the ini-
tial point ω0 = 0. For the reduced techniques treated here,
we plot the part of the response curve obtained with only
one matrix triangulation. The full-size model curve given on
Fig. 3 is obtained with 8 matrix triangulations. These curves
show that by using the linear solver (Eq. 12) to correct the
reduced vectors, Λred

p (Eq. 10), we can considerably increase
the validity range of the reduced solutions. Moreover, updat-
ing the projection matrix (Ψ ) at the end of each reduced
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Table 4 Performance of
different numerical methods to
obtain the indicator curve
(Fig. 2), Re = 6220, p = 30,
nred = 20, ηlin = 10−2, P = 30,
pcorr = 20, imax = 5, ǫ = 10−2

Method Nb of continuation
steps

Nb of matrix
triangulations [KT ]

Nb of iterations of the
linear solver (Eq. 12)

Nb of reduced
matrices [KT ]

Reference [14] 56 56 – –

RB [13] 67 21 – –

RB+ 51 15 2018 46

RB++ 55 8 2604 47

Cavity 1S

continuation step leads to a significant increase of the validity
of the reduced solution (RB++). Hence, for angular frequen-
cies equal to ωRB

max ≈ 50, ωRB+
max ≈ 160 and ωRB++

max ≈ 360,
the accuracy of the reduced solutions is greater than the accu-
racy sought (ǫ = 10−2). We should bear in mind that, without
reduction (the Reference curve in Fig. 3), at least 7 matrix tri-
angulations are needed to obtain an angular frequency greater
than 360. Finally, the entire indicator curve can be computed
with the proposed reduced techniques. This curve is obtained
with 8 matrix triangulations (RB++, see Table 4) instead of
21 with RB and 56 with the full-size model. With this curve,
the critical Reynolds numbers obtained are the same as previ-
ously (Rec = 7890 and Rec = 11417) with the same number
of iterations of the Newton method.

7.3 Study of user parameters for the reduced techniques

The first parameter studied here is the maximum number
of iterations, imax, which allows us to correct the reduced
solution, Λred

p , using the linear solver defined by the expres-
sions given in (12). For each order of truncation, p, of the
perturbation method, we need to correct the reduced vector
Λred

p . In the case of RB++, Fig. 4 gives the total number of
iterations of the linear solver and the total number of matrix
triangulations versus the parameter imax. The value of this
parameter varies between 0 and 20. The required accuracy
for the linear solver, ηlin, is fixed at 10−2. These results con-
cern the entire nonlinear curve for RB++ as shown in Fig. 2.
The number of iterations reported in Fig. 4 corresponds to
the total number of iterations required for all the continuation
steps. For example, if the computation of the indicator curve
requires 20 reduced continuation steps with pcorr = 20, the
maximum number of iterations of the linear solver is then
equal to 20*pcorr*Niter, where Niter represents the number
of iterations of the linear solver (Eq. 12) required to correct
each vector Λred

p .
The results presented in Fig. 4 show that, with imax equal

to 5, we obtain the minimum number of iterations of the lin-
ear solver for the method in question. The number of matrix
triangulations is strongly reduced when the imax parameter
increases from 0 to 5. For higher values of imax, there is
no significant reduction in the number of matrix triangula-
tions (i.e. decreasing by just one or two). In conclusion, by
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Fig. 4 Number of matrix triangulations and iterations of the linear
solver plotted against the imax parameter to obtain the indicator curve
of Fig. 2. nred = 20, ηlin = 10−2, pcorr = 20 and P = 30. RB++. Cavity
1S

choosing an imax parameter close to 5, we appear to obtain
an optimal value because this leads to a good compromise
between the total number of iterations and matrix triangula-
tions.

In the following, we describe the influence of the linear
tolerance (accuracy of the linear solver), ηlin, and the num-
ber of vectors to be corrected, pcorr, on the total number of
iterations and matrix triangulations. In Fig. 5, the number of
matrix triangulations and the total number of iterations of
the linear solver are plotted as a function of accuracy ηlin.
The accuracy (ǫ in (Eq. 9)), of the reduced technique used
to compute the bifurcation indicator is fixed at 10−2. The
results presented in Fig. 5 show that the accuracy of the linear
solver has no influence on the number of matrix triangula-
tions. The latter remains equal to 7 whatever the value of
ηlin (with 10−4 ≤ ηlin ≤ 10−1), whereas it is no surprising
that the value of parameter ηlin has a strong influence on the
total number of iterations of the linear solver. The smallest
number of iterations is obtained with the maximum value of
ηlin (i.e. 10−1). For this value of ηlin, the Hopf bifurcation
points found are not exactly the same as those obtained using
the Reference curve. For this reason, it appears preferable to
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Fig. 5 Number of matrix triangulations and iterations of the linear
solver plotted against required accuracy ηlin used to obtain the indicator
curve given in Fig. 2. nred = 20, pcorr = 20, imax = 5 and P = 30. RB++.
Cavity 1S

choose a value of ηlin equal to 10−2. Using this value, we
find the same bifurcation points after a reasonable number of
iterations. The last parameter to be evaluated is the number
of corrected vectors, pcorr. In Fig. 6, the number of corrected
vectors varies from pcorr = 5 to pcorr = 30 (equal to P). The
number of matrix triangulations and the number of iterations
of the linear solver used to obtain the indicator curve given in
Fig. 2 are then plotted against the parameter pcorr. The results
plotted in Fig. 6 show that setting pcorr = 20 yields the low-
est number of matrix triangulations and the lowest number of
iterations of the linear solver. For this reason, we set the para-
meter, pcorr, in the following as equal to 20. Finally, using
all the previous numerical results, we can choose optimal
values for the different user parameters to compute the non-
linear indicator curve (see Fig. 2). The results are presented
in Table 4. In this table, we report the number of continua-
tion steps, the number of matrix triangulations, the number
of iterations of the linear solver and the number of reduced
operators to be built. The results presented in this table show
that the use of a linear solver to correct the reduced solutions
Λred

p leads to a stabilization of the reduced techniques based
on the perturbation method. Indeed, in the case of RB, the
number of steps of the continuation technique increases; the
indicator curve is obtained with 67 steps, whereas 56 steps are
needed with the Reference method. The two other proposed
reduced techniques require 51 and 55 continuation steps for
RB+ and RB++, respectively.

Another important feature is the number of matrix triangu-

lations, corresponding to the discrete operator G
ΛJ

0
t (•) in the

full-size problem Eq. 3, which are required to obtain the indi-
cator curve in Fig. 2. With the proposed reduced techniques,
this number is considerably decreased compared to the num-
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curve given in Fig. 2. nred = 20, ηlin = 10−2, imax = 5 and P = 30.
RB++. Cavity 1S

ber required with RB. Hence, 21 matrix triangulations are
required with RB as against 56 without reduction (results
denoted by Reference in Table 4). With RB+, 15 matrix tri-
angulations are required. Thus updating of the reduced basis
is advantageous because it decreases (in this example) the
number of triangulations of full-size operators by a factor
of two (8 matrix triangulations with RB++). Finally, Table 4
also reports the total number of iterations of the linear solver
needed to correct the reduced solutions Λred

p . Nearly 2000
iterations are required for RB+ and around 2600 for RB++.
In conclusion, RB++ seems to be the most efficient reduced
technique because it associates the smallest number of matrix
triangulations with a relatively small number of iterations of
the linear solver (Eq. 12). In the following section, we study
the gain of the computational times obtained with the pro-
posed reduced techniques.

7.4 Computational time study for the Hopf indicator

In this section, we propose a comparison of computational
times for the three presented reduced techniques. In Table
6, we give the computational times needed for each oper-
ation of the proposed numerical methods. Only the main
computational times are reported in this table. Two mesh
sizes are considered for the example of the lid-driven cav-
ity: 13,122 and 157,922 d.o.f. The first study concerns the
previous numerical example (cavity 1S with 13,122 d.o.f.)
and the reference curve is shown in Fig. 2 (Re=6220). From
results given in Table 4, the total computational time required
for each method to obtain the indicator curve shown in Fig.
2 can be estimated. These computational times are deduced
from data presented in Table 6. Hence, 5000s are needed with
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Fig. 7 Variation of the bifurcation indicator as a function of the pulsa-
tion, 1S cavity with 157,922 d.o.f, Re = 5931

ANM (Reference solution), 1800s with RB, 4200s with RB+
and 4300s with RB++. For this example with the coarsest
mesh (13,122 d.o.f.), the most efficient reduction technique
is RB. Indeed, RB+ and RB++ require additional operations
(reduced matrices, iterations of the linear solver,...) which
are numerous and finally equivalent to several matrix tri-
angulations for this coarse mesh. For the finest mesh, the
computational times needed for the matrix triangulation con-
siderably increase and the conclusions can be different.

For this purpose, we consider two lid-driven cavity prob-
lems (1S and 4S) with a number of unknowns equal to
157,922. The critical Reynolds numbers for the first Hopf
bifurcation are given in Table 3. For the 1S cavity, the indi-
cator is computed for a Reynolds number equal to 5931. The
variation of this indicator versus the pulsation is shown in
Fig. 7. These curves are obtained with ANM (Reference)
and RB (Fig. 7). In this example, the indicator is computed
for a pulsation varying from 0 to 4100. The number of full-
size matrix triangulations for each method is given in Table 5.
In this table, we also give, the number of computed reduced
matrices and the number of iterations of the linear solver
(with RB+ and RB++) for each reduction technique. These
operations are the most time-consuming (according to the
results presented in Table 6). For RB+ and RB++, several val-
ues of parameter imax are considered (imax varying between
2 and 10). In Fig. 8, the indicator curve for the 4S cavity is
plotted for a Reynolds number equal to 753. In this example,
the range of interest for the pulsation varies from 0 to 1400.
Fig. 9 presents an enlarged view of the previous figure for
a pulsation varying between 10 and 20. On this figure, we
can see the minimum value of the indicator which is intro-
duced into the Newton method to obtain an accurate critical
Reynolds number for the first Hopf bifurcation (Rec = 736
in Table 3). The number of matrix triangulation and other

data are also given in Table 5. The data in Table 5 show
that RB++ stabilizes the results obtained with the reduced
techniques. In fact, the number of steps of the continuation
technique is nearly the same with RB++ and ANM (full-
size resolution) whereas it rises with RB or RB+. As in the
previous applications, RB++ requires the lowest number of
matrix triangulations, with a decrease of about 80 % com-
pared to the reference. However, in the case of RB, we note
a decrease of 50 %. From the results presented in this table,
we can estimate the computational times for calculating the
indicator curve for each method (see Table 7). These compu-
tational times are determined by using the results presented in
Tables 4, 6.

The computational times, in Table 7, represent the times
required to obtain the indicator curves (Fig. 7 for 1S cavity,
Re = 5931) and (Fig. 8 for 4S cavity, Re = 753). This table
shows that, even with the computation of a new basis at each
continuation step, RB++ provides the shortest computational
times for the three reduced techniques. The time gained with
this method, compared to a full model computation, is more
than 60 %. As reported in Ref. [13], the gain with RB is about
40 %. With RB+, this gain is slightly lower than 60 %. By
comparing RB+ with RB++, we can see that RB++ requires
approximately 20 % less computational time. Therefore, for
this kind of application, RB++ seems to be the best strategy.

In Table 5, we also indicate the evolution of the perfor-
mances of the reduced techniques, RB+ and RB++, when
parameter imax evolves between 2 and 10. Results in this
table show that, for both considered examples, a great number
of iterations of the linear solver does not lead to a signif-
icant decrease of the number of matrix triangulations. On
the contrary, the total number of iterations to get the whole
indicator curve can considerably raise up when parameter
imax increases. In Table 7, the computational times needed
with RB+ and RB++ for several values of parameter imax
are given. These results show that choosing a value of the
parameter imax lower or equal to 5, leads to the smallest
computational times. This is in agreement with the conclu-
sions stated in Sect. 7.3.

7.5 Numerical tests for viscoelastic structures

All the numerical tests concerning viscoelastic structures are
performed using the sandwich element developed in [19,21].
This finite element is obtained by assembling three finite ele-
ments throughout the thickness of the structure, i.e.: two shell
elements for the elastic layers [46], and a volume element for
the viscoelastic core. Considering the classical assumptions
used for modeling sandwich structures [47,48], the finite ele-
ment so obtained is an eight-node shell element with 8 ◦ of
freedom per node, i.e.: the longitudinal displacements of the
faces,the deflection and the three rotations of the face lay-
ers. The first numerical test studied here is a cantilever beam
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Table 5 Performance of the
different numerical methods to
obtain the indicator curves
(Figs. 7 and 8), P = 30,
nred = 20, ηlin = 10−2, P = 30,
pcorr = 20, ǫ = 10−2

Method Nb of continuation
steps

Nb of matrix
triangulations
[KT ]

Nb of reduced
matrices [KT ]

Nb of iterations of
the linear solver
(Eq. 12)

Cavity 1S

ANM [14] 48 48 – –

RB [13] 61 26 35 –

RB+ imax=2 53 19 34 714

imax=3 53 19 34 989

imax=5 51 20 31 1362

imax=8 53 18 35 2192

imax=10 53 17 36 2752

RB++ imax=2 48 12 36 1396

imax=3 47 13 34 1519

imax=5 47 10 37 1724

imax=8 50 12 38 2615

imax=10 49 10 39 2747

Cavity 4S

ANM [14] 24 24 – –

RB [13] 34 15 19 –

RB+ imax=2 27 9 18 378

imax=3 29 9 20 602

imax=5 30 9 21 956

imax=8 28 9 19 1168

imax=10 29 9 20 1543

RB++ imax=2 25 7 18 378

imax=3 27 7 20 588

imax=5 26 7 19 816

imax=8 26 7 19 1168

imax=10 25 6 19 1393

Cavity 1S and Cavity 4S with 157,922 d.o.f.

Table 6 Computational times
(in seconds) for the different
operations of the proposed
algorithm

Number of d.o.f. One full-size matrix
triangulation

One linear system
(Eq. 3)

One reduction
matrix

One linear
correction

One basis
updated

13,122 58.2 1 9.4 1.2 0.0

157,922 2408 3.9 55 6.3 1.0

Considered example is the lid-driven cavity

(see Fig. 10). The beam is discretized with 160 elements and
569 nodes (4552 ◦ of freedom). A transverse load, with an
amplitude of 100N is applied at coordinates (x = 57.79 mm,
y = 6.35 mm). Two numerical tests are carried out on this
beam. In the first case, we consider that the Young’s mod-
ulus of the core is defined by a constant complex number:
E = E0(1 + iηc), where ηc is the loss factor and i2 = −1.
The material properties of this first example, denoted here
as Beam 1, are given in Table 8. The second beam exam-
ple, denoted here as Beam 2, considers a Young’s modulus
depending on frequency. A generalized Maxwell model is
chosen with a Maxwell number of 129 and the temperature

assumed for this computation is 20◦C [21]. The material char-
acteristics are also shown in Table 8.

A second kind of sandwich structure is evaluated in this
study. A sandwich plate example is considered whose geo-
metric description is given in Fig. 11. This example has been
evaluated in Ref. [12]. The same finite element is used for
this example. The number of degrees of freedom (d.o.f) for
this example is equal to 6664 (833 nodes and 256 shell ele-
ments). The core layer is a polymer material with a constant
Young’s modulus (E = E0(1+iηc)) [12]. The material char-
acteristics for the elastic faces and the core layer are given in
Table 9. For this example, two numerical computations are
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carried with different applied boundary conditions: SSSS or
CFCF. In the latter case, the clamped sides are y = 0 mm
and y = 304.8 mm. Symbols ‘S’, ‘C’ and ‘F’ stand for sim-
ply supported, clamped and free respectively. For the SSSS,
the core loss factor, ηc is taken as equal to 0.7, whereas this
parameter is equal to 0.5 for CFCF. For both studied plates,
an harmonic load is applied at x = L

4 and y = l
4 with an

amplitude equal to 2000N.

7.6 Numerical results for viscoelastic structures

In the numerical tests carried out for examples of viscoelas-
tic structures, almost all the values of the user parameters are
fixed. Hence, the truncation order P is equal to 20 (with pcorr

= 20 for RB+ and RB++), while the “small” parameter, δ,
which is used to compute the validity range of the asymp-

Table 7 Computational times required to obtain the indicator curves
(Fig. 7 for 1S cavity, Re = 5931) and (Fig. 8 for 4S cavity, Re = 753),
P = 30, nred = 20, ηlin = 10−2, P = 30, pcorr = 20, ǫ = 10−2

Method Computational times (s)

Cavity 1S Cavity 4S

ANM [14] 12,1200 60,600

RB [13] 68,989 34,207

RB+ (imax=2) 54,804 26,259

RB+ (imax=3) 53,635 27,835

RB+ (imax=5) 61,217 30,120

RB+ (imax=8) 61,620 31,291

RB+ (imax=10) 62,600 33,708

RB++ (imax=2) 43,054 21,817

RB++ (imax=3) 46,135 23,304

RB++ (imax=5) 40,162 24,685

RB++ (imax=8) 48,079 26,903

RB++ (imax=10) 46,525 25,826

Mesh with 157,922 d.o.f.

Fig. 10 Geometric description of sandwich beam with dimensions
L = 177.8 mm and l = 12.7 mm. The load F is positioned at x = 57.79 mm
and y = 6.35 mm with an amplitude of 100N

Table 8 Material properties of the sandwich beams (Fig. 10)

Material properties Elastic layers Viscoelastic layer

Beam 1

Young’s modulus Ee = 6.9 1010 N/m2 E0 = 1794 103 N/m2

Poisson’s ratio νe = 0.3 νv = 0.3

Density ρe = 2766 kg/m3 ρv = 968.1 kg/m3

Thickness he = 1.524 mm hv = 0.127 mm

Beam 2

Young’s modulus Ee = 2.1 1011 N/m2 E0 = 27.216 106 N/m2

Poisson’s ratio νe = 0.3 νv = 0.44

Density ρe = 7800 kg/m3 ρv = 1200 kg/m3

Thickness he = 1.524 mm hv = 0.127 mm

totic expansions is equal to 10−7. The projection matrix, Ψ ,
used for the reduced techniques is defined by a number of
vectors, nred, taken as equal to 20. For the linear solver, the
maximum number of iterations, imax, is equal to 2 or 3 and
the value ηlin = 10−2 is chosen for the required accuracy. All
these values are chosen according to the analysis carried out
for the computation of the bifurcation indicator as described
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Fig. 11 Geometric description of sandwich plate with L = 348 mm
and l = 304.8 mm. An excitation force is applied at x = L

4 and y = l
4

with an amplitude of 2000N

Table 9 Material properties of the sandwich plate (Fig. 11), according
to example presented in Ref. [12]

Material properties Elastic layers Viscoelastic layer

Young’s modulus Ee = 6.89 1010 N/m2 E0 = 2670.08 103 N/m2

Poisson’s ratio νe = 0.3 νv = 0.49

Density ρe = 2740 kg/m3 ρv = 999 kg/m3

Thickness he = 0.762 mm hv = 0.254 mm

in the previous sections. The only variable parameter is the
nonlinear tolerance (i.e. parameter ǫ defined in Eq. 9). The
first computation is performed for Beam 1. In Fig. 12, the
transverse displacement at the loaded point is plotted against
the frequency. These response curves are obtained using a
full-size resolution with ANM (denoted by ‘ANM - Refer-
ence’ in Fig. 12) and with RB and RB+ (defined in Table 1).
These curves are plotted for a frequency range from 0 to
1000 Hz. The first three bending modes are obtained. For
these computations, the parameter ǫ is ‘large’ and equal to
101. Due to this high value of ǫ, only one matrix triangula-
tion is required to obtain the response curves with RB and
RB+ (also with RB++ but not shown in this figure), whereas
the reference curve with ANM is established using 57 matrix
triangulations (see results in Table 10). This matrix triangu-
lation is carried out at the first step of the computation for a
frequency equal to zero. In Fig. 13, the logarithm of the norm
of the residual vector (‖G(ΛJ )‖, Eq. 1) is plotted against fre-
quency for the three reduced techniques and for the ANM.

This plot shows that the accuracy obtained with RB is
only valid over a small frequency range (lower than 100 Hz)
around the first bending mode. On the contrary, RB+ and
RB++ yield accurate results over a large range of frequency.
The three first bending modes are then computed with an
accuracy never greater than 10−2 for these two reduced meth-
ods. Moreover, the norm of the residual vector obtained with
RB++ never exceeds 10−4. We should bear in mind that only
one matrix triangulation is performed to obtain this quality
of solution. In Fig. 14, the logarithm of the residual vector is
plotted versus frequency using an accuracy parameter ǫ equal
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Fig. 12 Variation of transverse displacement (mm) at the excitation
point as a function of frequency (Hz). Beam 1, assuming constant
Young’s modulus with ηc = 0.3. Parameter ǫ is equal to 101 in Eq. (9)
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Fig. 13 Variation of logarithm of the residual vector as a function of
frequency (Hz) obtained with four methods. Beam 1, assuming con-
stant Young’s modulus with ηc = 0.3. Only one matrix triangulation is
carried out for the reduced techniques, RB, RB+ and RB++. Parameter
ǫ is equal to 101 in Eq. (9)

to 10−3 for the three reduced techniques. Results obtained
with RB++ are exactly the same as those plotted in Fig. 13,
because the quality of the solution obtained with this method
is never greater than 10−3. In Table 10, we give the num-
ber of matrix triangulations required for each computational
techniques for this value of ǫ. Hence, ANM (the reference
curve in Fig. 14) requires 57 matrix triangulations (57 steps
of the continuation technique) to obtain the response curve
of Fig. 13, whereas RB, RB+ and RB++ require 22, 2 and 1,
respectively. Thus without correction of the reduced solution
Λred

p , RB decreases the number of full size matrix triangu-
lations by a factor of two. The same efficiency is reported
in the case of computation of the Hopf bifurcation indicator
(see [13]). The use of the iterative method, RB+ or RB++,
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Fig. 14 Variation of logarithm of the residual vector as a function of
frequency (Hz) obtained with three methods. Beam 1, assuming con-
stant Young’s modulus with ηc = 0.3. A new matrix triangulation, with
RB and RB+, is performed when Eq. (9) is not satisfied with ǫ = 10−3.
Only one matrix triangulation is required with RB++

considerably decreases the required number of matrix trian-
gulations (2 or 1). Nevertheless, the computation of a new
projection matrix, Ψ , at the end of each continuation step
(RB++) would not appear to be so attractive in this example.
Indeed, RB+ requires only one additional matrix triangula-
tion compared to RB++. However, according to the results
presented in Table 10, more than 50 basis updates are per-
formed with RB++ to compute the response curve given in
Fig. 12. Finally, this can lead to an increase of the computa-
tional time when using RB++ (compared to RB+).

We can now consider the case of Young’s modulus depend-
ing on frequency (Beam 2). The response curves and the
logarithm of the norm of the residual vector versus frequency
are plotted in Figs. 15 and 17, respectively. In this example,
the frequency range of interest is between 0 and 1500 Hz.
Three bending modes are then computed with this value of
frequency.

In this example, when parameter ǫ is large and equal to
101, the response curve obtained with the reduced techniques
are not exactly the same as those obtained with ANM (Ref-
erence curve in Fig. 17) around the third mode. Only the
displacement obtained with RB++ seems to be in good agree-
ment with the displacement obtained with ANM for higher
frequencies. This is also illustrated by the variation of the log-
arithm of the residual as a function of the frequency (see Fig.
17). The results presented in this figure show that the accuracy
obtained with RB++ is once again better than that obtained
with the two other reduced techniques. It is noteworthy that
these response curves, for the three reduced techniques, are
obtained with a single matrix triangulation carried out with
a frequency equal to zero. As for Beam 1, we can control
the quality of the computations by requiring a better accu-
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Fig. 15 Variation of transverse displacement (mm) at the excitation
point as a function of frequency (Hz). Beam 2, with Young’s modulus
depending on frequency. Only one matrix triangulation is carried out
for the reduced techniques, RB, RB+ and RB++. Parameter ǫ is equal
to 101 in Eq. (9)
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Fig. 16 Variation of transverse displacement (mm) at the excitation
point as a function of frequency (Hz). Beam 2, with Young’s modulus
depending on frequency. Parameter ǫ is equal to 10−3 in Eq. (9)

racy, for example by choosing ǫ = 10−3 (the corresponding
response curve is shown in Fig. 16). In Fig. 18, we plot the
logarithm of the residual versus frequency using this value
of parameter ǫ. Table 10 also gives the number of matrix
triangulations required to plot these curves for all the com-
putational techniques evaluated here.

For this numerical test, the three reduced methods are
efficient compared with the reference method (ANM). The
number of matrix triangulations required to compute the
response curve in Fig. 15 is only equal to 7 with RB, whereas
43 triangulations are needed with the reference method. RB+
and RB++ require nearly the same number of matrix trian-
gulations respectively 5 and 3 (Table 10).
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Fig. 17 Variation of logarithm of the residual vector as a function fre-
quency, obtained with four methods. Beam 2, with Young’s modulus
depending on frequency. Only one matrix triangulation is carried out
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Fig. 18 Variation of the logarithm of the residual vector as a function
of frequency (Hz), obtained with four methods. Beam 2, with Young’s
modulus depending on frequency. A new matrix triangulation, with
RB, RB+ and RB++, is performed when Eq. (9) is not satisfied with
ǫ = 10−3

7.7 Study of computational time for the viscoelastic

beams

This part is devoited to the study of computational times
required for each reduction technique to compute the
response curves. The two previous viscoelastic beams are
considered. For this study, a new mesh composed of 25,000
d.o.f. is proposed. The performance of all the reduced tech-
niques to get the response curves for both examples are given
in Table 10. The results are indicated in parenthesis in this
table. As for the computation of the Hopf indicator (Sect. 7.4),
the computational times for the different steps of the numer-

ical methods are given in Table 11. These computational
times linked with the results presented in Table 10 permit
to estimate the total computational times needed to obtain
the response curves (Beam 1 Fig. 12 and Beam 2 Fig. 15).
These computational times are given in Table (12) for sev-
eral values of the nonlinear tolerance (parameter ǫ). Results
presented in this table show that with a moderate value of
this parameter, ǫ = 10−3, the gain in computational times
obtained with RB+ or RB++ is more than 90 % compared
with a full-size computation (denoted by Reference in Table
12). This conclusion is valid for the two considered beams.
Compared to the reduced technique RB, the gain obtained
by using RB+ or RB++ is about 80 %. For these examples
and for this value of the nonlinear accuracy parameter, the
reduced technique leading to the lowest computational times
is RB++. The same conclusions can be drawn when the value
of the pamameter ǫ is chosen equal to 10−5. If the value of
the parameter ǫ is eqaul to the value adopted for the full-size
computation (it means ǫ = 10−7 for Beam 1 and ǫ = 10−8

for Beam 2), the total computational times with RB+ or RB++
increase but remain lower than the times required with a full-
size resolution. By considering the example Beam 1, the gain
in computational time is about 80 % with RB+ and 75 % with
RB++. For Beam 2, the gain, with RB+ and RB++, is lower
(close to 50 %) and is the same that the one obtained with RB.
Let’s recall that this problem (Beam 2) is more difficult due
to the fact that the Young’s modulus depends on frequency.

By only considering RB+ and RB++, the gain in computa-
tional times is more important with RB++ than with RB+ for
3 computations. The number of computations presented in
Table 12 is equal to 6, corresponding to 3 values of the para-
meter ǫ for Beam 1 and Beam 2. This result shows that the
computation of a new projection matrix Ψ at the end of each
continuation step is not always so attractive. Nevertheless,
only 2 calculus carried out with RB+ lead to lowest com-
putational times than the one obtained with RB++. In these
cases, the gain obtained with RB+ (compared to RB++) is
about 20 %.

7.8 Viscoelastic sandwich plates

We now consider sandwich plates whose geometric and
material characteristics are given in Fig. 11 and Table 9,
respectively. In this example, two boundary conditions are
chosen: SSSS and CFCF. The response curves obtained with
RB+ are plotted in Fig 19 (SSSS) and Fig. 20 (CFCF). On
these figures, we also give the solution obtained in Ref. [12]
showing the good agreement of RB+. For this latter tech-
nique, the parameter governing the upgrading of the reduced
basis, ǫ, is chosen as equal to 10−2 or 10−3. For these exam-
ples, the authors in Ref. [12] also use a reduced technique
linked with the ANM. The present work and Ref. [12] dif-
fer in the choice of vectors defining the projection matrix
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Table 10 Performance of
different methods to obtain the
response curves, nred=20,
ηlin = 10−2,imax = 3

Method N1 N2 N3 N4 N5

Beam 1, response curve in Fig. 12.

Reference (ANM) 57 (49) 57 (49) – – –

RB [50] ǫ = 10−3 62 (49) 22 (20) 22 (20) 40 (29) -

ǫ = 10−5 59 (49) 31 (26) 31 (26) 28 (23) –

ǫ = 10−7 59 (49) 31 (26) 31 (26) 28 (23) –

RB+ ǫ = 10−3 54 (48) 2 (3) 3 (3) 51 (45) 1126 (959)

ǫ = 10−5 54 (49) 4 (4) 4 (4) 50 (45) 1062 (943)

ǫ = 10−7 54 (48) 8 (8) 8 (8) 46 (40) 990 (841)

RB++ ǫ = 10−3 57 (55) 1 (2) 55 (53) 55 (53) 1167 (1130)

ǫ = 10−5 54 (54) 3 (3) 51 (51) 51 (51) 1083 (1088)

ǫ = 10−7 62 (50) 9 (10) 53 (40) 53 (40) 1134 (843)

Beam 2, response curve in Fig. 15.

Reference (ANM) 43 (42) 43 (42) – – –

RB [50] ǫ = 10−3 43 (44) 7 (10) 7 (9) 36 (34) –

ǫ = 10−5 43 (43) 15 (16) 15 (16) 28 (27) –

ǫ = 10−8 43 (43) 22 (22) 22 (21) 21 (21) –

RB+ ǫ = 10−3 45 (42) 5 (4) 5 (4) 40 (38) 1270 (1092)

ǫ = 10−5 47 (40) 10 (8) 10 (8) 37 (32) 838 (856)

ǫ = 10−8 43 (43) 22 (21) 22 (21) 21 (22) 441 (505)

RB++ ǫ = 10−3 47 (48) 3 (2) 44 (46) 44 (46) 1280 (1273)

ǫ = 10−5 48 (45) 12 (9) 36 (36) 36 (36) 822 (1010)

ǫ = 10−8 43 (43) 22 (22) 21 (21) 21 (21) 441 (531)

Symbols N1, N2, N3, N4 and N5 stand for the number of steps of the continuation technique, the number of
matrix triangulations [KT ], the number of basis updates, the number of reduced matrices [KT ] and the
number of iterations of the linear solver (Eq. 12) respectively. In parenthesis, results are obtained with a
finer mesh (25 000 d.o.f.)

Table 11 Computational times
(in seconds) for the different
operations of the proposed
algorithm

One full-size matrix
triangulation

One linear system
(Eq. 3)

One reduction
matrix

One linear
correction

One basis
updated

14000 2.6 40 12 0.01

Considered examples are Beam 1 and Beam 2 with a finer mesh (25,000 d.o.f.)

Ψ . In Ref. [12], these vectors are obtained by solving the
eigenvalue problem either of the undamped or of the vis-
coelastic (complex eigenvalue problem) structure for the
free-vibration problem defined in Eq. 17 with F equal to
zero. In Ref. [12], the number of vectors (parameter nred
in this study) of the projection matrix varies from 5 to 150.
These reduced solutions are compared to those obtained with
a full-size computation carried out with the ANM, as in
this study. The results in Ref. [12] show that the number
of vectors of the projection matrix must be greater than 50
to give solutions in good agreement with the reference ones.
In this reference [12], the authors only present displacement
curves versus frequency. Thus it is rather difficult to compare
the accuracy of the solutions obtained using the proposed
reduction techniques with those of Ref. [12]. Nevertheless,

the number of vectors of the projection matrix is smaller
in our study (nred = 20), whereas more than 50 vectors
are required with a real basis or a complex basis [12]. In
Table 13, we report the number of full-size matrix triangula-
tions required for the three reduced techniques and a full-size
resolution for both plates. The results are obtained with para-
meter ǫ equal to 10−3 (in parenthesis for ǫ = 10−2). This
table shows that the proposed reduced techniques lead to a
decrease in the number of matrix triangulations, compared
to the ANM computations, amounting to nearly 50 % with
RB, and 90 % with RB+ and RB++. Results with RB are
similar to those obtained in the case of the bifurcation indi-
cator (see Table 4 or results in Ref. [13]). Table 13, also
shows that, for both studied plates, RB+ and RB++ require
the same number of matrix triangulations. According to those
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Table 12 Total computational times (in seconds) to obtain the curves
of Fig. 12 (Beam 1) and Fig. 15 (Beam 2) with a finer mesh (25,000
d.o.f.) according to the results presented in Tables 10 and 11

Method Beam 1 Beam 2

Reference (ANM) 690,000 590,000

RB [50]

ǫ = 10−3 282,000 85,800

ǫ = 10−5 366,000 212,000

ǫ = 10−7 366,000 –

ǫ = 10−8 – 310,000

RB+

ǫ = 10−3 55,500 70,800

ǫ = 10−5 69,300 124,000

ǫ = 10−7 124,000 –

ǫ = 10−8 – 316,000

RB++

ǫ = 10−3 43,800 45,200

ǫ = 10−5 57,300 140,000

ǫ = 10−7 152,200 –

ǫ = 10−8 – 316,300
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Fig. 19 Variation of transverse displacement (mm) at the excitation
point as a function of frequency (Hz). SSSS sandwich Plate [12], con-
stant Young’s modulus with ηc = 0.7. Parameter ǫ is equal to 10−2

results, it seems that the best reduced technique for this kind
of application is RB+. Indeed, this latter leads to consider-
able decrease in the number of matrix triangulation without
updating the projection operator Ψ at the end of each contin-
uation step. However, with RB++, a new projection operator
is computed at each step without significantly decreasing
the number of full-size matrix triangulations (compared to
RB+).
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Fig. 20 Variation of transverse displacement (mm) at the excitation
point as a function of frequency (Hz). CFCF sandwich Plate [12], con-
stant Young’s modulus with ηc = 0.5. Parameter ǫ is equal to 10−2

Table 13 Comparison of the number of matrix triangulations for the
viscoelastic sandwich plates

Method Number of
continuation steps

Number of matrix
triangulations

SSSS Plate, response curve in Fig. 19

ANM 70 70

RB 71 (72) 20 (15)

RB+ 77 (74) 4 (3)

RB++ 75 (74) 4 (3)

CFCF, response curve in Fig. 20

ANM 53 53

RB 53 (53) 27 (24)

RB+ 53 (53) 5 (3)

RB++ 53 (51) 5 (3)

Parameter ǫ is equal to 10−3 in Eq. (9) (in brackets results with ǫ =
10−2)

8 Conclusion

This paper discusses the introduction of correction phases in
Galerkin reduced-order projection methods. In the literature,
the projection basis is generally built from time-consuming
preliminary computations followed by Proper Orthogonal-
ized Decomposition to reduce the size of the basis. On the
other hand, the accuracy of a simplified method may be
limited by using a “frozen” basis. The challenge here is to
define a low-cost correction procedure, which is made easier
by using the ANM where previously computed vectors and
matrices provide relevant projection operators and precondi-
tioners. More precisely, these corrections can be performed
with a low-cost iterative linear solver as recently proposed by
[18]. This reduction–correction technique is applied to two
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classes of frequency-dependent problems over a wide range
of frequencies, i.e.: detection of Hopf bifurcation points in
fluid mechanics and the vibration of viscoelastic sandwich
structures (beams and shells). In this study, we provide many
numerical examples and discuss the advantages of correc-
tion phases and basis updates. The speed-up obtained with
the correction phases greatly depends on the requested accu-
racy, parameter ǫ. For the computation of Hopf bifurcation,
the value of the parameter is chosen equal to 10−2 (according
to the conclusion given in Ref. [13]). For this value, the same
bifurcation points are obtained with the full-size computa-
tion and the reduced techniques presented in this paper. For
this kind of problem, the computational time reduction, com-
pared to a full-size computation, is about 50 % with RB+ and
60 % with RB++. Compared with the initial reduced method,
RB presented in Ref. [13], the computation time reduction is
close to 15 and 35 % for RB+ and RB++ respectively. When
considering the vibration of viscoelastic sandwich structures,
the accuracy of the response curve is quite important. Hence,
the gain in computational time obtained with the proposed
reduced techniques clearly depends on the parameter ǫ. For
moderate values of ǫ (10−3), the response curve, with RB+
and RB++, is obtained with a significant decrease of the com-
putational time compared to a full-size computation (about
90 %). When the accuracy, required with RB+ or RB++, is
the same that the ones obtained with a full-size computa-
tion, the gain is about 50 %. In this case, the three reduced
techniques (RB, RB+ and RB++) need the same computa-
tional times which are two times lower than those obtained
with a full-size computation. The advantage of using basis
updates is not so evident because they increase the num-
ber of reduced problems. However, according to our tests,
the most efficient algorithm combines basis reduction using
ANM with correction phases and basis updates. It is evident
that an arbitrary interval of frequency cannot be accounted for
in a single step, and few full updates including matrix updates
are generally needed. Even so, the number of full matrix
updates remains small compared with pure continuation
method. The proposed procedures lead to improved con-
tinuation methods for the dynamic response of viscoelastic
structures and the detection of Hopf bifurcations. It is likely
that these procedures could be extended to path-following
techniques for nonlinear problems as initially developed in
[18,49].
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