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The lateral Stark shift of an exciton confined in a single ZnO quantum thin disk of radius R was

calculated using a variational approach within the two bands effective mass approximation. It is

shown that the exciton has a non negligible induced dipole moment when an external electric

field is applied mainly for electron-hole separation below to the 3D excitonic Bohr radius. The

behavior of the exciton lateral Stark shift proves the existence of an important correlation

between the polarizability and the induced dipole moment. VC 2013 American Institute of Physics.

[http://dx.doi.org/10.1063/1.4792047]

I. INTRODUCTION

Nowadays, the zero dimensional semiconductors

quantum dots (QDs) structures take an important place in

fundamental and applied research.1–4 According to their

fabrication process, these quantum dots present different

shapes (pyramid,5–7 sphere,8,9 lens,10–12 disk,13 and arbitrary

shape.14 In quantum dot systems, the additional quantum

confinement dramatically changes the optical and electronic

properties, compared to those in bulk structures. The con-

finement effects also influence the excitonic spectrum, which

opens other interesting technological possibilities and appli-

cations for future quantum information technology and quan-

tum computing.

Zinc oxide (ZnO) is an interesting and versatile material

due to its physical properties.15 With a direct band gap

(3.4 eV at 300 K) and a large exciton binding energy

(60 meV) providing a strong excitonic emission at room tem-

perature, it is considered as an important material for a wide

range of optical applications in various fields: UV detectors,

UV light emitters, lasers, window materials for solar cells

and piezo devices, optoelectronic devices.15–19 The PL spec-

trum of ZnO quantum dots shows two types of emission: a

broad green emission band related to deep levels situated in

the visible range and the second one located at 3.48 eV in the

UV region. Due to their large binding energy, the excitons

play an important role in the optical properties of ZnO at

room temperature, as demonstrated in the feasibility of

polariton lasers20 and non-linear susceptibility of ZnO nano-

particles: Guo et al.21 have experimentally found that the

third order non-linear susceptibility of ZnO nanoparticles is

about 500 times larger than that of bulk ZnO.

Generally speaking, because of the important promising

properties of ZnO we can retrieve many theoretical and ex-

perimental works (for more details see Ref. 15). Gil and

Kavokin22 have shown that the exciton-photon coupling in

ZnO QDs is particularly strong and that the exciton radiative

recombination rate drastically varies with the dot size. Fono-

berov and Balandin23,24 calculated the radiative lifetime of

excitons in ZnO nano-crystals, predicted the size dependence

of the exciton radiative lifetime and attempted to explain the

origin of the UV luminescence from ZnO QDs, as confirmed

later by the experimental and theoretical work by Dalali

et al.25 More recently, Dujardin et al.26 discussed the dissoci-

ation process of an ionized donor bound exciton (Dþ;X) in a

ZnO spherical quantum dot (SQD) and estimated the values

and the behavior of the Stark shift of the exciton and the

(Dþ;X) complex.

In the framework of the investigation and exploitation

of the properties of this material, we introduce the effect of

an external electric field. It is known that under the electric

field, the optical transition energy in confined systems is

modified leading to a quantum-confined Stark shift

(QCSS).27 Stark shifts effects have been observed in single

QDs by photo-luminescence,28 electro-reflectance,29 and

electroluminescence30 among other techniques. When the

electron and hole are confined in a quantum dot, the applica-

tion of an external electric field reduces the 1s binding

energy of the exciton involving a red-shift in the photo-

luminescence spectrum. This effect is also accompanied by a

reduction in the oscillator strength intensity due to the sepa-

ration of the electron-hole wave function and thus the reduc-

tion of the coulombic interaction. The QCSS is characterized

by two competing effects: (i) in the strong confinement re-

gime (size below the excitonic Bohr radius) the confinement

dominates over electric field, yielding to large emissiona)Electronic address: el-mustapha.feddi@univ-lorraine.fr.
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energies and short excitonic lifetime; (ii) in the weak con-

finement regime (size larger than the excitonic Bohr radius),

the Stark effect takes over and we assist to a decrease of the

emission energy when the size raises, whereas the exciton

lifetime turns up because the oscillator strength reduces.

In relation with this subject, and in order to contribute in

the comprehension of the effect of a lateral electric field on

excitons in a single ZnO thin disk, we report in this paper a

full variational analysis of the QCSS versus confinement in

the lateral direction, assuming that the wavefunction is lim-

ited to the plane coordinates. We note that the thin disks

shaped ZnO synthesized experimentally31 are characterized

by a very large diameter D compared to the height dimension

h where h¼ 300 nm and D ¼ 3 lm. We will return to this

description in the theoretical part. In Sec. II, we outline the

theoretical background of our model. Indeed, our basic

theory relies on the effective mass approximation which has

been widely used by many authors to describe electronic

motion near band gap extrema in the presence of perturba-

tions such as electric fields in low dimensional semiconduc-

tors.32 In the last section, we present our numerical results

and we give our conclusion.

II. THEORETICAL FORMALISM

In the framework of the effective mass approximation

and considering that the quantum disk and the host material

have close dielectric constants (e) so that the dielectric mis-

match can be neglected, the Hamiltonian of an exciton under

the effect of an external electric field ~F reads

HX ¼ He þ Hh �
e2

ej~re � ~rh j
þW: (1)

Hiði ¼ e; hÞ is the unperturbed Hamiltonian of a single

particle (electron or hole) in a quantum disk given by

Hi ¼ �
�h2

2m�i
r2

i þ ViðqiÞ þ Vi
wðziÞ: (2)

Because the ZnO has a large band gap, we assume that

the electron and hole are completely confined in the disk

space. In addition, we suppose that the host material has a

large band gap, thus the confinement potentials can be well

described by a hard wall potential

ViðqiÞ ¼
�

0 qi � R
1 qi > R

(3)

and

Vi
wðziÞ ¼

�
0 jzij � h=2

1 jzij > h=2:
(4)

The third term in Eq. (1) is the coulombic interaction Vc

where e is the dielectric constant of the semiconductor which

takes into account the possible polarization effects. The last

term W ¼ q~F:ð~qe � ~qhÞ is the electrostatic energy due to an

applied lateral electric field. In order to study the lateral

motion, we consider that for a thin quantum disk (h� R)

submitted to a lateral electric field the exciton behaves like a

dipole. The electron and hole orbitals are oriented in oppo-

site sides with respect to the field direction and the system

admits strong polarization and polarizability of the charge

carriers along the applied field direction. Consequently, the

electrostatic interactions can be considered important only in

the field direction. Thus, the coulombic potential can be

approximated by �e2=ðeqehÞ where the in-plane electron-

hole distance qeh is defined by ~qeh ¼ ~qe � ~qh . These two

approximations permit us to separate the Hamiltonian into

two parts: in the z direction which is the well-known problem

for a particle in an infinite square well � @2

@z2 þ VwðzÞ
� �

and

in the plane for the lateral motion. Using the effective exci-

tonic units: aX ¼ e�h2=e2l for length and RX ¼ �h2=2laX for

energy, where l ¼ m�em�h=ðm�e þ m�hÞ is the reduced effective

mass of the exciton and e2 ¼ q2=ð4pe0Þ, the lateral Hamilto-

nian expressed in polar coordinates takes the form:

HX ¼
1

rþ 1
He þ

r
rþ 1

Hh �
2

qeh

þ f ðqe cos he � qh cos hhÞ;

(5)

where r ¼ m�e=m�h is the electron-hole mass ratio, f ¼ F=FI

is the reduced electric field, FI ¼ RX=ðqaXÞ corresponds to

the 3D ionization field of the exciton and the electric field is

supposed oriented in the Ox direction.

For a single particle (i¼ e, h) in the disk and in the ab-

sence of electric field, the Hamiltonian operator expressed in

polar coordinates and in the effective units of the particle

considered reads

Hiðqi; hiÞ ¼ �
@2

@q2
i

þ 1

qi

@

@qi

þ 1

q2
i

@2

@h2
i

 !
þ ViðqiÞ: (6)

The ground state wave function solution of this Hamilto-

nian operator is WiðqiÞ ¼ J0
qi

R a0

� �
, where a0 is the first zero

of the cylindrical Bessel function J0 and the associated

energy is given by ða0=RÞ2 in the effective units of the parti-

cle considered.

In the presence of the coulombic term and the lateral

electric field, the problem becomes more complicated and

does not admit any analytical solution, so we attempt to

determine the excitonic energies levels within a variational

method by choosing a trial wave function WX

WXðqe;qh; he;hhÞ ¼ J0

qe

R
a0

� �
J0

qh

R
a0

� �
expð�gqehÞ

� exp½�bf ðqe cos he � qh cos hhÞ�; (7)

where g and b are two variational parameters and

qeh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2

e þ q2
h � 2qeqhcosðhe � hhÞ

q
. The expð�gqehÞ term

describes the coulombic correlations effects between the

electron and hole. The last exponential term containing the

variational parameter b is chosen by analogy with the trial

wave function used in the quantum well case where this

choice was tested by several authors leading to good

064314-2 Dujardin et al. J. Appl. Phys. 113, 064314 (2013)



results.33–36 So, the exciton ground energy is determined var-

iationally by minimizing the following expression:

EX ¼ min
g;b

hWXjHXjWXi
hWXjWXi

� 	
: (8)

First, the HX operator is applied on WX and the result

depends on the four variables qe; qh; he; hh. However, this

coordinates system is not suitable to evaluate the coulombic

term hWXjVcjWXi which presents a singularity. So, we use a

new coordinates system defined on Fig. 1 which avoids this

problem and allows to locate unambiguously the two

particles. The numerical integrations are performed on

qeh;/; qh; hh in this order with 0 � qeh � qM and qM

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2� q2

h sin2 /
q

� qh cosð/Þ; 0� /� 2p; 0� qh � R and

0� hh � 2p.

III. RESULTS AND DISCUSSION

In this work, we apply our model to a ZnO quantum

disk of radius R and thickness h� R. Before to discuss our

results, we recall that for ZnO materials there are many con-

troversies in literature about the real value of the heavy hole

mass m�hh ranging from 0:59m0 to 2:27m0. Indeed, the experi-

mental reports on the effective hole mass are relatively very

few, most probably limited by the measurement techniques

employed and the quality of the materials used. Recent theo-

retical calculations37 have shown that m�hh is more than 2. On

the other hand, several authors consider that for the heavy

hole mass two values are available: m�hh ¼ 0:59m0 from cal-

culation of the free exciton binding energy and m�hh

¼ 0:78m0 from calculation of the excitonic transition in

ZnO/ZnMgO heterostructures.38,39 More recently, we have

shown26 that the theoretical calculation of the exciton energy

in a ZnO SQD fits quite well with the experimental data

using m�hh ¼ 0:78m0. On the other hand, we outline that the

choice of the value of the dielectric constant will consider-

ably modify the coulombic potential and consequently the

exciton binding energy. Indeed, the problem in the determi-

nation of effective masses from the optical spectra is the

value of the dielectric constant used in computation. In a

recent study, Yang et al.19 show that the experimental values

of the dielectric constant fit linearly with the dot radius in a

single ZnO nanowire and range from 6.2 to 6.8. In the pres-

ent study and in order to retrieve the bulk ZnO binding

energy (�60 meVÞ, we adopt the same physical parameters

than Morhain et al.:40 m�e ¼ 0:24m0; m�hh ¼ 0:78m0, and the

dielectric constant e ¼ 6:4. Thus, the values of excitonic Bohr

radius, excitonic Rydberg energy, and electric field ionization

are aX¼ 1.85 nm, RX¼ 60.96 meV, and FI¼ 330 kV/cm.

In order to study the correlation of the electron and hole

in a lateral electric field, we present in Fig. 2 the evolution

of the excitonic binding energy as a function of radius for

some values of electric field strength F¼ 0, 200, 400, and

600 kV/cm. We use the classic definition for the excitonic bind-

ing energy given by the difference between the non-correlated

and correlated electron-hole pair (Eb ¼ Ee þ Eh � EX) where

the energy of the uncorrelated pair Ee þ Eh is obtained by

omitting the coulombic term � 2
qeh

in Eq. (5) and setting g ¼ 0

in Eq. (7). We can see that the electric field shifts down the

excitonic binding energies. Indeed, with a lateral applied

electric field, there exists a competition between three con-

flicting effects: the confinement effect ð�1=R2Þ, the attractive

coulombic effect ð��1=RÞ, and the negative dipolar effect

which depends on the electric field strength. The confinement

effect tends to reduce the spatial extension of the excitonic

wave function while the electric field tends to move the elec-

tron and hole densities in opposite directions which implies a

decrease of the overlap of the electron and the hole wave

FIG. 1. Diagram of system coordinates.

FIG. 2. Exciton binding energy vs the disk radius for several values of elec-

tric field strength: F¼ 0, 200, 400, and 600 kV/cm. The inset shows the ratio
hVci
hWi as a function of the disk radius for F¼ 100, 200, and 300 kV/cm.
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functions. For R less than aX, the strong confinement is pre-

dominant and the exciton wave function is more localized so

the charge distribution is less sensitive to the electric field.

Thus, the curves corresponding to different values of F coin-

cide and the energy decreases with increasing R. In the case

of R > aX, the influence of the electric field is more pro-

nounced due to the fact that excitonic orbital is more

extended: by increasing the dot size, the confinement effect

becomes negligible and only the coulombic attraction com-

petes with the dipolar electric energy so we assist to a splitting

of all curves.

As we can see in the inset of Fig. 2, we plot the variation

of the ratio
hVci
hWi as a function of dot size for three electric field

strengths (F¼ 100, 200, 300 kV/cm). We remark that in all

cases the effect of the coulombic potential is usually predom-

inant and tends to zero for large R which proves that the

exciton exists and does not collapse for these values of elec-

tric field strength. In addition, the ratio
hVci
hWi decreases with

increasing disk radius for a given F because the coulombic

potential decreases when R increases and the large space in

the disk makes easier the electron-hole separation by the

electric field. But in the strong confinement regime, the

attractive nature of the coulombic potential is very important

due to the confinement effect. We note that at zero field

(F¼ 0) the nanodisk band gap EQD
g ¼ Ebulk

g þ Ee þ Eh � Eb

has a non significative variation for large disk size thus the

blue shift is expected to occur for the strong confinement.

The same conclusion was established by Tan et al.41 using

PL emission in thin films of ZnO. They have shown that EQD
g

variation is negligible for R ranging between 2.4 and 6 nm
and the PL emission does not present a blue shift due to the

weak confinement.

In the aim to understand the effect of the electric field, we

analyze the Stark shift as a function of the disk radius and the

electric field strength. By setting f¼ 0 in Eqs. (5) and (7), we

obtain the excitonic energy without electric field and we

define the Stark shift by DE ¼ EðFÞ � Eð0Þ, where E(F) and

E(0) are the exciton energies with and without electric field,

respectively. In Fig. 3, we plot the exciton Stark shift versus

the disk size for electric field strength from 100 kV/cm to

600 kV/cm. This figure shows that the Stark shift decreases as

the radius increases for a given electric field and the decrease

is more pronounced for higher field strengths. For large sizes,

the Stark shift is more important but tends to a saturation

which means that the exciton remains stable and does not col-

lapse even for large applied electric field equal to 2FI.

In Fig. 4, we plot the Stark shift as a function of the

electric field for different disk radii from 1 nm to 4 nm. We

remark that for a strong confinement (R¼ 1 nm), the Stark

shift is not significative with increasing electric field. For

R > aX, the Stark shift becomes obvious and more important

with increasing electric field because the lateral applied elec-

tric field leads to an easier separation of electron and hole

FIG. 3. Variations of the exciton lateral Stark shift as a function of the disk

radius for different values of the electric field strength.

FIG. 4. The exciton Stark shift vs the electric field strength for different con-

finement regimes R¼ 1, 2, 3, and 4 nm.

TABLE I. Induced dipole moment p and polarizability a.

R(nm) 1 2 3 4

pðleV cm kV�1Þ 5.6� 10�2 21.42 151.60 330.37

aðleV cm2 kV�2Þ 1.19 7.24 13.17 16.76
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orbitals, which reduces the overlap of their wave functions.

The negative curvature of the Stark shift depends strongly on

the disk size. For weak confinement, the energy shift tends to

be linear with increasing electric field.

In order to clarify this point of view, let us consider the

analogy with the theory of perturbation in the hydrogen

atom: the Stark shift can be written as DE ¼ EðFÞ
�Eð0Þ ’ pF� aF2, where p and a are, respectively, the

induced dipole moment and the polarizability in the direction

of the applied electric field. In the quantum confined system,

the spatial separation of the charge carriers under the lateral

electric effect diminishes the e-h interaction and leads to a

blue shift which compensates the red shift caused by the

electric field. The existence of the polarization p and the sign

of a were the subject of some discussions in the literature

(for more details we refer the reader to Refs. 42 and 43). The

result of the fit of all curves given in Fig. 4 using the pertur-

bative form of the Stark shift mentioned above is given in

Table I for the three types of confinement.

Our results show that the polarizability a is always posi-

tive corresponding to a red shift and increases with increas-

ing disk size. The fit reveals that in all cases, the Stark shift

possesses nonzero linear and quadratic contributions, indi-

cating that the component of the induced dipole in the lateral

direction is significant especially for R � aX which is experi-

mentally proved in the InGaN quantum disk.44,45 In strongly

confined QDs, the electric field induces a large polarizability.

The positive sign of p indicates that this term compensates

the red shift. Figs. 5(a) and 5(b) show the resulting predic-

tions for the variations of p and a as functions of the disk

size. Some information can be extracted from these figures.

Concerning the induced dipole moment, it is very sensitive

to the dot radius and in the case of ZnO it takes an important

value for large size dots (330 leV cm kV�1 for R¼ 4 nm).

Our calculations show that p admits a positive value for all

dot sizes which implies that the first order Stark shift has a

positive contribution in the excitonic energy resulting in PL

by a blue shift. On the other hand, the polarizability pre-

serves always positive values indicating that the quadratic

Stark shift is negative leading to a red shift. We want to

underline that these results prove the existence of a correla-

tion between the polarizability and the dipole moment which

influences the ZnO quantum disk optical properties.

IV. CONCLUSION

In conclusion, we have used the lateral electric field to

explore its effect on excitons confined in a ZnO thin quantum

disk. Our approach shows the existence of two contributions

when applying an electric field: linear (induced dipole) and

quadratic (QCSS) terms. Both terms are strongly correlated

and are very sensitive to the quantum disk size. These calcu-

lations can be easily translated to recently proposed semicon-

ductors chemically synthesized in the form of nanoflakes

(CdS, CdSe, CdTe, PbS, GaSe).46–48 This behavior can be

used as a tool to adjust and tailor the nanodisk for new optoe-

lectronic applications, such as emitters, electro-optical mod-

ulators, and photodetectors. Such effects open the possibility

to realize logic gates controlled by an external electric field

for the development of quantum computing as well as optical

memories and switches.49
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