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Bicomponent droplets evaporation: Temperature measurements and modelling
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**Abstract**

Development of improved energy conversion systems, having higher efficiencies and lower emissions, is central to reducing the production of green-house gases and to meeting air quality standards for other emissions. In non-premixed combustion systems, vaporization of the droplets and mixing of the vapour with the surrounding oxidizer control the overall rate of energy release. Droplet vaporization is affected by the nature of the liquid petroleum that contains species having extremely different volatilities. A fine understanding of multi-component droplet vaporization is therefore an important issue to optimize the combustion systems. This paper presents the application of a recently developed technique to measure the temperature of bi-component droplets. Based on the three-color laser-induced fluorescence (LIF) technique, droplet temperatures can be measured regardless of the composition. The method requires adding a small amount of a fluorescent organic dye to the fuel which is composed of ethyl-alcohol and acetone. The accuracy of the measurement is about ±1.3°C. In this study, the emphasis is placed on the evaporation of the binary mixture in a hot air plume, the temperature of which (around 650°C) largely exceeds the boiling point of the liquid components. An extensive study of the influence of the initial composition and droplet diameter is carried out. Finally, the experimental results are compared to an evaporation model based on the discrete components approach.

1. Introduction

Numerical simulations to describe the spray evaporation after injection into the combustion chamber are still today widely based on the assumption of a single component fuel. However, for most practical fuels, like diesel, gasoline or kerosene, this simplification seems difficult to trust since the vaporization of multi-component droplets exhibits additional complex features. First, each component having its own volatility evaporates at different rates which results in concentration gradients in the droplets. Second, the vaporisation rate is inherently time varying, due to the continuous change of the composition and temperature of the droplet during its vaporization. Finally, the depletion of the components is generally controlled by the mass diffusion in the liquid which proceeds at very slow rate to such an extent that it can have sometimes a corresponding time scale larger than the droplet lifetime.

Models accounting for the multicomponent nature of the fuel are usually based on the discrete component approach [1,2]. They remain applicable when a small number of components are involved. A quasi-steady evolution of the gas phase is generally assumed to address the problem. Deviations from an ideal mixture can be considered by introducing the gas fugacity and the chemical activity in the liquid phase [3,4]. The description is completed by an appropriate modelling of the heat and mass transfers within the droplets. Predictions can be achieved by the diffusion limit model (DL). In this approach, transfers in the droplet are radial [1,5]. This type of model was used by Landis and Mills [2] who investigated the vaporization of bicomponent fuel droplets in a stagnant atmosphere. A more refined model, which accounts for the internal circulations within the droplets due to the gas friction at the droplet surface, was developed by Prakash and Sirignano [6,7]. The streamlines are approximated by the Hill vortex solution. This model was adapted to simulate the evaporation of multi-component droplets [8]. Abramzon and Sirignano [9] suggested including the effects of internal circulation through an effective diffusivity making the resolution as simple as with the DL model.

Nevertheless, both DL and Hill vortex models are unpractical when dealing with fuels that contain hundreds of chemical species due to an exponentially growing computing time. Possible alternatives include the continuous thermodynamics [10] and the distillation curve models [11] which both assumed that the temperature and the concentration of the chemical species are spatially uniform but time varying in the droplet. This assumption may be reliable when the droplet lifetime is much longer than the time required to transport the temperature and the concentration from the droplet surface to its core. However, it is particularly questionable when the droplet evaporation proceeds at temperatures well above the boiling point of the fuel.
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Presently, few experimental data are available on the thermal evolution of multi-component droplets that evaporates in hot gas environments. Computational models are commonly validated by measured droplet sizes and velocities, while temperature is generally missing due to the lack of measurement techniques available to handle the case of multicomponent droplets. However the characterization of the droplet temperature would be all the more interesting that the droplet heat up period can generally not be neglected due to the lack of measurement techniques available to handle the case of multicomponent droplets. Additionally, a reference measurement is required to infer the temperature of the droplets from the intensity ratios.

2. Experimental facilities

2.1. Droplets generation and experimental conditions

Many studies concerning droplet evaporation and combustion were dealing with linear monodisperse droplet streams [15]. They consist on a line of droplets injected repeatedly at a well-controlled frequency, size and velocity. The effect of each of these parameters on the vaporization rate can be characterized separately which makes this configuration particularly attractive. For instance, experiments can be useful to validate CFD codes on idealized cases where all the flow parameters are well defined.

A monodisperse droplet stream is generated by Rayleigh-type disintegration of a liquid jet using a piezoceramic [16]. The fuel temperature is regulated in the injector body and is measured near the outlet by a thermocouple. Downstream distance from the injection point is converted into time with the help of the evolution of the droplet velocity that is determined by Laser Doppler Anemometry (LDA). Droplets are injected either into a quiescent atmosphere at ambient temperature or into a hot co-flowing air stream, released from two electrical heaters, arranged symmetrically relative to the droplet streaming axis (Fig. 1).  

The air is ejected at about 2 m/s as measured by LDA and the profile of the air velocity along the plume axis is plotted in Fig. 1. The temperature of the air flow, measured by a thermocouple, varies from 550 °C to about 100 °C at 6 cm from the injection point.

2.2. Measurement system

A comprehensive survey of the two-colours laser-induced fluorescence applied to the temperature measurement of single component droplets can be found in [13,14]. It has been extended by a third detection band as described by Maqua et al. [12] to address the case of binary droplets. The technique requires the seeding of the fuel by a low concentration of a temperature sensitive fluorescent dye (rhodamine B in the present case). The fluorescence of rhodamine B is induced by the green line of the argon ion laser (λ = 514.5 nm) and its intensity is then detected on three separate spectral bands. An important feature for the measurement of the droplet temperature is that the ratios of the fluorescence intensities of these bands are independent on the dimensions of the detection volume, the local laser intensity and the tracer concentration and only depends on the temperature and the composition of the droplet. Additionally, a reference measurement is required to infer the temperature of the droplets from the intensity ratios. This reference is performed at ambient temperature (i.e. with the hot air generator turned off), on the liquid cylindrical jet before its disintegration into droplets. In these conditions, the temperature can be safely assumed to correspond to the temperature measured in the injector by means of the thermocouple and the
ethanol volume fraction of the liquid is the same as in the injector. Two laser beams are focused into the LDA measuring volume, which is also the probe volume of the fluorescence measurements. The fluorescence signal is detected at right angle by an achromatic doublet connected to an optical fiber. The laser light ($\lambda = 514.5$ nm) coming from the droplets is eliminated by a notch filter in order to detect only the fluorescence emission. The fluorescence signal is then divided in the three spectral bands by a set of beamsplitters and interference filters (Fig. 2). The detection is performed by means of three photomultipliers. Finally, the signal processing is performed by a multi-channel acquisition board with a sampling rate of 5 MHz. The accuracy of the temperature measurement is about $1.3^\circ C$. However the characterization of the ethanol volume fraction is less accurate and estimated at about 4%.

At this stage, it should be added that the evolution of the droplet sizes is not measured, but the initial diameter is determined by a measurement of the fuel flowrate $Q$ at the injector exit. The droplet size $D_0$ is then inferred from:

$$D_0 = \left(\frac{6Q}{\pi f}\right)^{1/3}$$

where $f$ denotes the piezoceramic frequency.

3. Physical modeling and simulations

3.1. Modelling of the heat and mass transfers

The modelling of the droplet evaporation considers the case of a droplet that maintains a perfectly spherical shape despite the aerodynamics stress and possible Marengoni effect. The heat transfer inside the liquid droplets results from pure heat conduction and advection by the internal motions due to the friction between the liquid droplet surface and the external air flow. The evolution of the liquid composition can be described by the discrete components approach presented by Sirignano [17], which consists in following each chemical species individually. Taking into account the axisymmetry of the problem, the mass fraction of the $i$th species $Y_{ij}$
and the temperature $T$ within the droplet are derived from the following equation:

$$\frac{\partial \zeta}{\partial t} + \frac{r}{R} \frac{\partial}{\partial r} \left( r \frac{\partial \zeta}{\partial r} \right) = \frac{1}{R} \left( v \cdot \nabla \zeta \right) = \frac{D_i}{R^2} \Delta_r \zeta$$

(2)

$\zeta$ denotes either the temperature $T$ or the mass fraction $Y_i$. The equation is written in the spherical coordinates where $r$ corresponds to the radial distance to the centre of the droplet. $r'$ is the normalised radius coordinate $r' = r/R$. The evolution of the droplet radius $R$ has to be derived separately by integrating the droplet evaporation rate $m = \sum \dot{m}_i$ over the time. $v$ is the velocity field within the droplet.

A rather accurate modelling approach lies in the assumption that the internal streamlines of the liquid circulating within the droplet follows a spherical Hill vortex pattern. The stream function is deduced from the Hill vortex solution [18]:

$$\psi(r', \theta, \phi) = -\frac{U_o R^2}{2} r'^2 (1 - r'^2) \sin^2 \theta$$

(3)

where $(r', \theta, \phi)$ are the spherical coordinates of a point within the droplet. This flow pattern is expected to be valid for a wide range of Reynolds number as explained by Sirignano [17]. Only the maximum surface velocity $U_o$ should change significantly depending on the conditions (relative viscosities, Stefan flow, ...). From the shear stresses balance at the droplet surface, the maximum surface velocity $U_o$ can be estimated as suggested in [9]:

$$U_o = \frac{1}{6 \pi} \frac{\mu_s}{\mu_l} (V - V_\infty) \Re_{CF}$$

(4)

In this expression, $\Re_{CF} = \frac{12 \eta_{\infty}}{\rho (1 + B_M)}$ is the friction coefficient, $\Re$ is the droplet Reynolds number based on the droplet diameter and $B_M$ is the Spalding mass transfer number defined as $B_M = \sum \gamma_i - \sum \gamma_i S$.

The term $(1 + B_M)$ is introduced here to consider the reduction of the friction coefficient induced by the Stefan flow. In the gas phase, heat and mass transfers are considered as quasi-steady and the thermophysical properties are assumed to be spatially uniform but time varying. These simplifications can lead to correct results provided that the physical properties are calculated at a reference state. Hubbard et al. [19] recommended the use of the “1/3 rule”:

$$T_{ref} = T_o + (T_\infty - T_o) / 3$$

(5)

The fuel vapour fraction $Y_{i5}$ is determined assuming a liquid–vapour equilibrium:

$$x_{i5} P_B = x_{i15} P_{sat}(T_s)$$

(6)

where $x_i$ and $y_i$ are, respectively, the molar fraction and the activity coefficient in the liquid phase related to the $i$th component of the mixture. Since experiments will be carried out at atmospheric pressure, the gas phase can be safely considered as an ideal mixture. In the liquid, the activity coefficients $y_i$ can be calculated from the total excess Gibbs energy $G^E$:

$$RT \ln(y_i) = \left( \frac{\partial (n_i G^E)}{\partial n_i} \right)_{T, P, n_{i1}}$$

(7)

where $n_i$ is the mole density (moles per unit volume) in the liquid mixture and $n_{i1}$ denotes the mole density of the component $i$. An
empirical correlation was proposed by Campbell et al. [20] for the estimation of $G_k^i$ in the case of binary mixtures:

$$\frac{n_i G_k^i}{RT} = x_{i,j} \alpha_x + \beta_{x,j} - \delta_{x,i,j} x_{j,i} \neq j$$

(8)

where $\alpha$, $\beta$, $\delta$ vary with the temperature of the mixture. They are determined experimentally in the case of the acetone–ethanol mixture [20].

Eq. (2) is completed by a set of initial conditions: $T(r,t=0) = T_{inj}$ and $Y(r,t=0) = Y_{i,inj}$ and boundary conditions. To take into account the effect of the convective transport caused by the droplet motion relative to the gas, heat and mass transfers are evaluated in the frame of the so-called ‘film theory’, which implies uniform but time-varying surface conditions in term of temperature and composition ($T_s$ and $Y_{i,s}$). This theory assumes that the resistance to the transfers can be modelled by introducing a fictitious gas film around the droplet. In the case of evaporating moving droplets, Abramzon and Sirignano [9] have described extensively how the presence of the Stefan flow modifies the thickness of this film. They derived widely accepted expressions of Nusselt and Sherwood numbers. At the droplet surface, the heat flux entering into the droplet is denoted $Q_L$ and $\bar{m}_i$ is the vapour mass flow of the specie $i$.

$$2\pi R^2 \int_{0}^{\pi} \left( \frac{\partial Y_{i,s}}{\partial r} \right)_{r=R} \sin(\theta) d\theta = Q_L(t)$$

(9)

$$\bar{m}_i = \bar{m}_i Y_{i,s} - 2\pi R^2 \rho Y_{i,s} D_{ij} \int_{0}^{\pi} \left( \frac{\partial Y_{i,s}}{\partial r} \right)_{r=R} \sin(\theta) d\theta$$

(10)

As an alternative to the Hill vortex model, a simpler approach is the effective diffusivity model introduced by Abramzon and Sirignano [9] in the case of the sole heat transfer. Eq. (2) is solved in the absence of the convective term but the diffusion coefficient $D_i$ is increased by a factor $\chi$ that depends either on the thermal or the mass Peclet number $Pe$:

$$\chi = 1.86 + 0.86 \tanh \left( 2.245 \log_{10} \left( \frac{Pe}{30} \right) \right) \quad \text{and} \quad Pe = \frac{2RL}{D_i}$$

(11)

The instantaneous heat flux $Q_L$ is derived from the overall energy balance of the evaporation after neglecting the radiation exchanges, which is justified here by the moderate ambient temperature:

$$Q_L = \Phi_c - \Phi_{vap}$$

(12)

where $\Phi_c$ is the convective heat flux transferred from the gas and $\Phi_{vap}$ is the heat flux due to vaporization. The convective heat flux and the vapour mass flowrate derived from Nusselt and Sherwood numbers are defined by:

$$\Phi_c = \pi \rho \text{eff} DD_B \text{m}_i \text{Sh}_i$$

(14)

Eq. (14) is valid for any component $i$ contained in the droplet. In the film theory [9], Nusselt and Sherwood numbers of an isolated droplet are given by:

$$Nu_{iso} = \frac{\ln(1 + B_i)}{B_i} \left( 2 + 0.6 \frac{Re^{1/3} Pr^{1/3}}{F(Re)} \right)$$

(15)

$$Sh_{iso} = \frac{\ln(1 + B_{Mi})}{B_{Mi}} \left( 2 + 0.6 \frac{Re^{1/2} Sc^{1/3}}{F(Re)} \right)$$

(16)

In the latter equations, $F(Re) = (1 + B_0)^{0.7} \ln(1 + B_0)$; $B_i$ is the thermal Spalding number and $B_{Mi}$ the mass Spalding number

$$B_i = \frac{\left( \sum m_i C_{pi,i} \right) (T_\infty - T_s)}{\sum m_i L_{vi}} + Q_L$$

(17)

$$B_{Mi} = \frac{Y_{i,s} - Y_{i,s}}{m_i/m - Y_{i,s}}$$

(18)

Dealing with linearly interacting droplets, Castanet et al. [21] proposed to decrease the Nusselt and Sherwood numbers by a

Fig. 5. Evolution of the droplet temperature as a function of the ethanol volume fraction at $t = 6.5$ ms (evaporation near the ambient temperature). Comparison to the numerical simulation results for ideal and non ideal mixture hypothesis ($D_0 = 140 \mu m$, $T_0 = 45 ^\circ C$, $T_c = 20 ^\circ C$, origin of time at the injector exit).

Fig. 6. Temporal evolution of the droplet temperature for different ethanol volume fraction (evaporation near the ambient temperature). Comparison to the numerical simulation results for ideal and non ideal mixture hypothesis ($D_0 = 140 \mu m$, $T_0 = 45 ^\circ C$, $T_c = 20 ^\circ C$, origin of time at the injector exit).
factor $\eta$. They demonstrated that applying an identical value of $\eta$ to Nusselt and Sherwood numbers was sufficient to predict the evolution of the droplet size and temperature of combusting monodisperse streams made of ethanol droplets.

$$\eta(C) = \frac{Nu}{Nu_{iso}} = \frac{Sh}{Sh_{iso}}$$  \hspace{2cm} (19)

where $C$ is the distance parameter, i.e. the distance between the droplets divided by their diameter.

Atthassit et al. [22] studied the effects of the droplet-to-droplet interaction on the evaporation rate in the case of ethanol droplets evolving into the thermal boundary of vertical heated plate. They proposed a slightly different expression for $\eta$ compared to [21]:

$$\eta(C) = 1 - 0.57 \left(1 - \frac{1 - 0.57 e^{-0.13(C-6)}}{1 + 0.57 e^{-0.13(C-6)}}\right)$$  \hspace{2cm} (20)

According to the authors, this expression should be valid in the domain $2.5 \leq C \leq 16$ and therefore will be used in the present study.

3.2. Numerical resolution

The step-by-step resolution procedure has been extensively described by Abramzon and Sirignano [9] in the case of mono-component droplets and the same approach is presently applied. This section gives only a brief overview of the algorithm.

(1) Knowing $T_S$ and $Y_{l,s}$ from the initial conditions or the previous time step, the composition of the vapour phase at the droplet surface is determined from Eq. (6) and the ‘1/3 rule’ (Eq. (5)) is then used to calculate the properties of the gas phase. Dimensionless numbers such as $Re$, $Pr$, $Sc$ are also estimated. In the case of the Reynolds number, the droplet velocity is required. Although the droplet deceleration due to the drag force could have been modelled, the droplet velocity is fixed at its experimental value in the simulation. Doing this, any risk of error in the estimation of the drag coefficient is avoided and the attention is focused exclusively on the heating and evaporation processes.

(2) Since the vapour mass flowrate $m_i$ is included in the mass transfer Spalding number $B_M$ (Eq. (18)), an iterative procedure should be used to find out the value of $m_i$ from the Eqs. (14) and (16). As a starting point, $Sh_i$ is fixed to its value in the previous time step of the resolution. This simplification enables to obtain a first estimate of $m_i$ after solving Eq. (14). From $m_i$, an updated value of $Sh_i$ can be calculated according to Eq. (16). The iterative process is carried on until the convergence error on the value of $m_i$ is less than $10^{-6}$.

(3) Using the definition of $B_i$, Eq. (12) can be written in the following form:

$$\pi_{ref} = \sum_{i} m_i c_{pi}$$  \hspace{2cm} (21)

The latter equation is solved iteratively in order to find out the value of $B_i$ with a convergence error of $10^{-6}$ and $Q_i$ is then derived from $B_i$ using Eq. (17).

(4) The temperature and concentration fields within the droplet are calculated with respect to the boundaries conditions (Eqs. (10) and (11)) while maintaining both $T_S$ and $Y_{l,s}$ uniform. To solve Eq. (2), the droplet is divided into 100 regular segments along the $r$-coordinate. A time step $dt$ significantly smaller than the general time step $\Delta t$ is selected so that $dt = \frac{1}{100} \min \left(\frac{\Delta r}{c_S}, \frac{\Delta r}{c_L}\right)$ which ensures a good accuracy for the resolution. In the case of the Hill vortex model, $\xi$ is split on

![Fig. 7. Temporal evolution of the droplet temperature for different ethanol volume fraction (evaporation near the ambient temperature). Comparison to the numerical simulation results for ideal and non ideal mixture hypothesis ($D_0 = 140 \mu m$, $T_0 = 45 ^\circ C$, $T_a = 20 ^\circ C$, origin of time at the injector exit).](image1)

![Fig. 8. Temporal evolution of the droplet temperature for two droplet diameters and $Z_0 = 0$ in the hot air plume. Comparison to the numerical simulation results (origin of time at the droplet entrance in the hot air plume).](image2)
the Legendre polynomials base, which enables to remove the dependence on the coordinate \( \theta \) [23]. Twenty modes are considered but 10 modes appears sufficient to get reliable results. An explicit second order Adams–Bashforth scheme is adopted for the time integration of Eq. (2). The spatial derivatives are approximated by finites differences with central differences for the second derivatives in the diffusion term of Eq. (2). In the case of the effective diffusion model, a Crank–Nicholson scheme is used exactly as described in [9].

Finally, the values of \( T_s \) and \( Y_{l,3} \) are determined at \( t + \Delta t \), and the calculation return to stage 1. The thermo physical properties, the entering heat flux \( Q_L \), the vapour mass flowrate \( m \) are updated with a time step \( \Delta t \) of 0.01 ms.

4. Results

4.1. Preliminary tests of the model

Preliminary tests have been carried out in order to assess the reliability of the heat and mass transfer models, i.e. Hill vortex or effective diffusion. The following initial conditions were used: \( D_0 = 130 \, \mu m \), \( T_0 = 25.8 \, ^\circ C \), \( Z_0 = 0.5 \) and \( C_0 = 7.3 \). The droplets were injected into the hot air flow described in Section 2.1. The time evolution of the droplet velocity is known from the LDA measurements. Droplets that are injected upwards undergo a deceleration. In Fig. 3, numerical simulations clearly show that the effective diffusion and Hill vortex models give similar results. This was expected since the effective diffusion model was developed in the purpose to mimic the Hill vortex model. Maps of the temperature and ethanol volume fraction calculated at \( t = 6.5 \, ms \) are presented in Fig. 4. These maps emphasize that the heat diffusion is much more efficient than the species diffusion. While acetone, the more volatile component, is quickly depleted at the droplet surface, it still remains at its initial fraction in large parts of the droplet core. The distribution of the volume fraction of ethanol follows the streamlines of the Hill vortices, which indicates that its transport is dominated by convection rather than by diffusion. The same behaviour is clearly not observed for the temperature field, since the mass Peclet number is about 50 times higher than the thermal Peclet number (\( 2 \times 10^4 \) against \( 4 \times 10^2 \)).

The assumption of a non-ideal liquid mixture was also considered in the tests. A noticeable effect can be observed in Fig. 3: the droplet temperature is reduced by almost 3.5 \(^\circ C\) when the non-ideal mixture model is considered. The non-ideality of the mixture promotes the vaporization of the liquid since the activity coefficients are greater than 1 whatever the ethanol fraction (\( \gamma = 1.2 \) for ethanol when \( Z = 0.5 \)). Consequently, a more important amount of energy is removed to vaporize the liquid which could have been used to heat the droplet otherwise.

4.2. Droplet evaporating at ambient temperature

In this experiment, overheated droplets (\( D_0 = 140 \, \mu m \), \( T_0 = 45 \, ^\circ C \)) are injected into a quiescent atmosphere at ambient temperature. Initial compositions ranging from pure acetone to pure ethanol were tested. The initial conditions are summarized in Appendix in Table 1 and the evolutions of the droplet velocity
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**Fig. 9.** Temporal evolution of the droplet temperature for two droplet diameters and \( Z_0 = 0.25 \) in the hot air plume. Comparison to the numerical simulation results (origin of time at the droplet entrance in the hot air plume).
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**Fig. 10.** Temporal evolution of the droplet temperature for two droplet diameters and \( Z_0 = 0.5 \) in the hot air plume. Comparison to the numerical simulation results (origin of time at the droplet entrance in the hot air plume).
are given in the same table. The initial conditions are not exactly the same due to difficulties in obtaining a stable droplet stream for any investigated compositions. Computations are not started at the injector exit since the spherical droplets have not been formed yet. Moreover, the modelling of the heat and mass transfer is not relevant in the liquid disintegration phase.

For this reason, the initial condition in the simulation is generally taken 1 ms after the droplet injection.

In Fig. 5, temperature measurements at \( t = 6.5 \text{ ms} \) are displayed for the investigated initial compositions, i.e. \( Z_0 = 0, 0.25, 0.5, 0.75 \) and 1. The cooling of the droplet is the highest for the smallest volume fraction of ethanol. The droplet temperature evolves from 16 °C for pure acetone to about 26 °C for pure ethanol. An increase of the concentration of the less volatile component, i.e. ethanol, leads actually to a reduction of the vaporization rate and consequently to an increase of the droplet temperature since less energy is consumed by vaporisation. Numerical simulations also reproduce this trend. However, it seems difficult to assert that considering the non-ideality of the acetone–ethanol mixture makes it possible to achieve lower discrepancies between the measurements and the simulations. Referring to the results of the non-ideal model, temperature is found to be lower at \( Z_0 = 0.25 \) than at \( Z_0 = 0 \), which is not the case of the experimental data, but in the same time it should be added that the differences could be explained by experimental errors as well.

To give a more complete comparison between the simulations and the measurements, temporal evolutions of the droplet temperature are displayed in Fig. 6 (\( Z_0 = 0, 0.5, 1 \)) and in Fig. 7 (\( Z_0 = 0.25 \) and 0.75). A generally good agreement between the calculated values and the experimental data can be noticed if one considered that the uncertainties of the measurements is about 1.3 °C. Once again, it is rather difficult to make a clear statement about the interest in accounting for the non-ideality. Effects resulting from a non-ideal mixing fall within the 1.3 °C margin of the experimental uncertainties and therefore only balanced conclusions can be drawn. Consequently, only the ideal mixing will be considered in the further developments.

4.3. Droplets evaporating in a hot air plume

Droplets are injected in the hot air plume described in Section 2.1. For the sake of consistency, the same initial compositions were tested on droplets having very different initial sizes (\( D_0 = 130 \text{ and } 230 \mu m \)). The initial conditions and the evolutions of the droplet temperature remains the same for any tested composition at the first measurement point chosen as the origin of time in the simulations. This point corresponds also to the droplet entrance into the hot air plume (Fig. 1).

Temporal evolutions of the droplet temperature are presented in Figs. 8–12 for the five initial compositions \( Z_0 = 0, 0.25, 0.5, 0.75 \) and 1. For all the investigated initial compositions, except pure acetone, the droplets are heated up in the first stage of the
evaporation, then the trend is inverting and the droplets temperature starts decreasing. Actually, when the air temperature decreases down to a certain limit, evaporation phenomena become dominant, i.e. evaporation uses more energy than the convective exchanges from the gaseous environment can provide leading to the cooling the droplet. This phenomenon takes place earlier for pure acetone droplets, since acetone is much more volatile than ethanol (the acetone saturated pressure is indeed about 3.7 times higher than the one of ethanol in the investigated range of temperature). As a consequence, the composition has a noticeable influence on the temperature maximum of the droplet heating as depicted in Fig. 13.

In the same figure, it can be seen that the simulations predict rather well the value of the temperature maximum for the lowest ethanol fractions. Nevertheless, the discrepancy is more noticeable in the case of the smallest droplets and for an ethanol volume fraction $Z_0 = 0.75$ or 1. Figs. 11 and 12 illustrate how the temperature is overestimated by the simulation in these conditions.

As a summary, the agreement between the experiments and simulations is the better for the largest droplet size ($D_0 = 230 \mu m$). In Figs. 8–12, simulated curves and experimental data related to $D_0 = 230 \mu m$ are indeed almost superimposed except at the end of the investigated time range when the measurements are not so reliable due to the loss of coherence of the droplet stream which tends to be destabilized after a certain time.

### 4.4. Discussion of the results

Attempt has been made to find out the origin of the differences between the experiments and the simulations. Since the turbulence is likely to accelerate heat and mass transfers at the droplet surface, it was interesting to determine whether the turbulence could have an effect on the results of the previously described experiments. The distance $y_t$, where transition to turbulence occurs in the plume, can be evaluated by considering a critical Raleigh number of $10^{10}$ [24].

$$y_t = \sqrt{\frac{\dot{z} \lambda_c}{(g/\beta)q}}$$

In this expression, $\lambda$, $\beta$, $\alpha$, $\nu$ and $\lambda_c$ are, respectively, the air thermal conductivity, volumetric thermal expansion coefficient, heat diffusivity, kinematic viscosity and Rayleigh critical number. Taking into account that the power convected by the hot air plume is about $q = 15 W$, numerical application of Eq. (22) locates approximately the transition to turbulence at 9 cm from the hot air inlet. This distance corresponds to the end of the exploration zone even for the biggest droplets. Consequently, the air flow surrounding the droplets is laminar and turbulence is not expected to play a significant role.

Results presented in Sections 4.2 and 4.3 reveal that the differences between the experiments and the simulations are the more important when both the fraction of the less volatile component and the air temperature are high. The attention was therefore focused mainly on the convective flux and more precisely on the Nusselt number. Considerations around the evaporation flux appears less relevant, since a rapid comparison between the vaporization and the convective heat fluxes shows that the vaporization heat flux is about 3–4 times smaller than the convective heat flux in the hot air plume (see Fig. 14). To study the consequence of an erroneous Nusselt number, a perturbation of 10% was applied to this number in the numerical simulation while keeping the Sherwood number unchanged. As observed in Fig. 15, the effect of the perturbation on the droplet temperature is the most important for the smallest droplets ($D_0 = 130 \mu m$) placed in the hot air flow. For the largest droplets ($D_0 = 230 \mu m$), the variation of the temperature is softened due the higher thermal inertia of these droplets. Effects of the perturbation can be also calculated for different ethanol volume fractions. The results of these computations are presented in Fig. 16 for $t = 6$ ms. They confirm

![Fig. 13. Maximum droplet temperature as a function of the ethanol volume fraction for two droplet diameters. Comparison to the numerical simulation results (origin of time at the droplet entrance in the hot air plume).](image)

![Fig. 14. Calculated temporal evolution of the ratio between the convective and evaporation heat fluxes for three configurations ($Z_0 = 0.5$).](image)
and the proposed expression of $\eta$ (Eq. (17)) may be appropriate for a limited range of external conditions as well. Thermal variations of the physical properties of the gas surrounding the droplet may also have an effect on the interaction process. For example, diffusivities in the gas phase are central; they control the thickness of the boundary layers (thermal and mass) around the droplet. Depending on its efficiency, the diffusion is likely to affect the initial conditions of the scalar transport by the air flow and ultimately the distribution of this scalar (temperature or vapour concentration) around the droplets downstream. For example, diffusion coefficients are changing significantly with the ambient temperature. Presently the thermal and mass diffusivities are divided by 3 when the temperature evolves from 20 to 500°C in the hot air plume (for ethanol $D_{\text{eth}} = 7.10^{-3}$ m²/s at 20°C and 2.5.10⁻² m²/s at 500°C, while $a_{\text{eth}}$ varies from $9.5 \times 10^{-5}$ to $3.1 \times 10^{-2}$ m²/s over the same temperature range).

5. Conclusions

The temperature of bi-component droplets have been measured under different aerothermal conditions. The case of overheated droplets evaporating at ambient temperature was first considered. The measurements were performed on droplets injected into an air plume at mid-range temperature (from 600 to 100 °C). The accuracy of the measurement is estimated at about 1.3 °C. The experimental data were compared to a model based on the discrete components approach. Empirical correlations were used to account for the droplet to droplet interactions. Nusselt and Sherwood numbers are then reduced by an identical correction factor that depends on the reduced spacing parameter. Good agreements between the experimental data and the simulations are observed when droplets are evaporating near the ambient temperature or in the case of large droplets ($D \approx 230 \mu m$) in the hot air plume. However, an improper evaluation of the heat fluxes is suspected in the other cases. In particular, the use of a correction factor, having the same value for the Sherwood and Nusselt numbers, appears questionable, since the droplet interactions are likely to be modified by the respective thickness of the mass and thermal boundaries layers as well as many physical properties of the gas phase. Future work will therefore focus on studying the heating and the evaporation of droplets in prescribed conditions that cover a wide range of physical properties.
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Appendix

See Appendix Tables 1–3

### Table 1

<table>
<thead>
<tr>
<th>$Z$ (%)</th>
<th>Droplet diameter (µm)</th>
<th>Distance parameter ($Z_0$)</th>
<th>Droplet velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>143</td>
<td>7.7</td>
<td>-0.316 $t + 12.81$</td>
</tr>
<tr>
<td>25</td>
<td>134</td>
<td>8.7</td>
<td>-0.37 $t + 12.75$</td>
</tr>
<tr>
<td>50</td>
<td>143</td>
<td>7.4</td>
<td>-0.448 $t + 12.71$</td>
</tr>
<tr>
<td>75</td>
<td>137</td>
<td>7.5</td>
<td>-0.306 $t + 12.28$</td>
</tr>
<tr>
<td>100</td>
<td>141</td>
<td>7.1</td>
<td>-0.344 $t + 12.30$</td>
</tr>
</tbody>
</table>

Evolution of the droplet velocity as a function of the time elapsed in milliseconds from the injector exit.
Table 2
Conditions of the droplet injection in the hot air plume

<table>
<thead>
<tr>
<th>Z (%)</th>
<th>Droplet diameter (µm)</th>
<th>Distance parameter (C)</th>
<th>Droplet velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>126</td>
<td>7.6</td>
<td>-0.261 t * 9.85</td>
</tr>
<tr>
<td>25</td>
<td>133</td>
<td>8.2</td>
<td>-0.285 t * 9.59</td>
</tr>
<tr>
<td>50</td>
<td>130</td>
<td>7.3</td>
<td>-0.327 t * 9.912</td>
</tr>
<tr>
<td>75</td>
<td>132</td>
<td>8</td>
<td>-0.353 t * 10.2</td>
</tr>
<tr>
<td>100</td>
<td>130</td>
<td>6.7</td>
<td>-0.248 t * 8.57</td>
</tr>
</tbody>
</table>

Evolution of the droplet velocity as a function of the time elapsed in milliseconds (origin of time is the injection point in the hot air plume).

Table 3
Conditions of the droplet injection in the hot air plume

<table>
<thead>
<tr>
<th>Z (%)</th>
<th>Droplet diameter (µm)</th>
<th>Distance parameter (C)</th>
<th>Droplet velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>232</td>
<td>3.5</td>
<td>-0.056 t * 8.58</td>
</tr>
<tr>
<td>25</td>
<td>227</td>
<td>3.5</td>
<td>-0.042 t * 8.8</td>
</tr>
<tr>
<td>50</td>
<td>227</td>
<td>3.8</td>
<td>-0.043 t * 8.9</td>
</tr>
<tr>
<td>75</td>
<td>236</td>
<td>3.7</td>
<td>-0.075 t * 8.84</td>
</tr>
<tr>
<td>100</td>
<td>237</td>
<td>4</td>
<td>-0.096 t * 9.07</td>
</tr>
</tbody>
</table>

Evolution of the droplet velocity as a function of the time elapsed in milliseconds (origin of time is the injection point in the hot air plume).
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