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Abstract

The improvement of the basic understanding of heat transfer in sprays is a key point in many engineering applications. In this paper, the temperature field within combusting ethanol droplets in linear stream is investigated by the two-color laser induced fluorescence technique. Additionally, a heat transfer model within the droplet is developed, taking into account both heat conduction and heat advection by the droplet internal fluid circulation, according to the Hill vortex pattern. Heat and mass exchanges between the liquid and the gas phases are described within the framework of the quasi-steady approach and the film theory. Comparisons between measurements and computational results allow determining the intensity of the Hill vortex related to the maximum velocity at the droplet surface. An expression of the friction coefficient for combusting and interacting droplets is derived from the case of an isolated droplet and a good agreement with the experimental data is observed.
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1. Introduction

The spray and the droplets are central problems in the internal combustion engines. In engines, like turbojets, or direct injection Diesel engines for automobiles, the fuel is introduced into the combustion chamber by high pressure atomizers as a liquid spray. As a fuel droplet enters in a high temperature environment, like in a combustion chamber, the droplet is heated, evaporates and finally the fuel vapor burns to release heat. The quality of the predictive tools in that field is highly related to the level of physical knowledge of the different elementary phenomena. Most of the complex phenomena can be captured on basic experiments based on droplets arrays which have been widely used in either experimental or theoretical studies. A few numerical studies (e.g. [1]) have highlighted that the heat transfer within a droplet was the results of combined conduction and advection due to the formation of internal vortexes, caused by the friction phenomena between the liquid droplet surface and the external air flow. The internal velocity field given by the Hill vortex model is usually used to describe such a situation within a moving droplet and a correlation of the friction coefficient was proposed in [2], in the case of a moving evaporating isolated droplet. The robustness of this correlation has never been tested for interacting droplets in combustion, which is a first step in the modeling of the complex heat and mass transfer occurring in real spray flames. The scope of the
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The present paper is to use experimental results about the temperature field within combusting droplets to derive the vortex intensity, when drop to drop interactions are present. The analysis of the within droplets temperature field was carried out using two-colors laser induced fluorescence ([3,4]). The principles of the within droplet heat transfer modeling will be detailed in the present paper, in order to compute the droplet internal temperature field. The vortex intensity will be adjusted to fit optimally the experimental data. Finally, the evolution of the mean droplet temperature will be computed and compared to experimental test cases.

2. Experimental set-up

2.1. Generation of combusting monodisperse droplets stream

A linear monodisperse droplet stream is generated by Rayleigh disintegration of a liquid jet ([3,5]), with the use of a mechanical vibration obtained by a piezoceramic. For some given frequencies, the liquid jet breaks up into equally spaced and monosized droplets (Fig. 1). The fuel can be pre-heated in the injector body by means of an external temperature regulated water circulation. The temperature of the fuel is measured at the injection point with the use of thermocouple. An electrically heated coil allows initiating the combustion just after the break-up zone of the liquid jet and creates a laminar continuous column shaped flame. This kind of flame shape is observed for all the droplet spacing tested in the present study.

2.2. Droplet temperature mapping using two-color laser induced fluorescence

The details of the technique can be found in a previous paper [5]. The fuel, ethanol here, is previously seeded with a low concentration (1.2 mg/l) of rhodamine B, which is an organic dye usually used as a fluorescent temperature sensor. Furthermore, the fluorescence of rhodamine B can be easily induced by the green line (\(\lambda = 514.5\,\text{nm}\)) of the argon ion laser. It requires the detection of the fluorescence signal on two spectral bands for which the temperature sensitivity is highly different. This ratio of the fluorescence signals measured on the two spectral bands appears only temperature dependent and the dependency in added fluorescent tracer concentration, probe volume dimensions, laser intensity and optical layout is totally removed.

If the probe volume is larger than the droplet to provide a global excitation of all the droplet volume and if the signal is averaged on all the droplet transit in the probe volume, a volume averaged droplet temperature can be obtained [5]. The possibility of combusting droplets temperature mapping was reported in two previous papers ([3,4]) and only the main principles are summed up in the present development. As a droplet crosses the laser excitation area in the stream direction, if the probe volume is small compared to the droplet, different zones of the droplet are successively
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illuminated by the laser and emit fluorescence, which can be processed by the two-colors LIF technique. By shifting the probe volume in a perpendicular axis of the stream direction, it is possible to scan different lines in the droplet. Taking into account the lensing effect of the air-droplet interface, the probe volume dimensions are roughly (20 × 20 × 57 μm). The main difficulty is to localize the zone of measurement within the droplet, affected by the refraction of the laser beam at the air-droplet interface. A criterion based on the excitation intensity is used, since the contribution of a designated area to the total collected fluorescence signal is proportional to the local laser excitation intensity [4]. The local excitation intensity is determined by a simplified geometrical optics model ([3,6], validated by a rigorous approach using generalized Lorentz-Nie theory [4]. The accuracy of the technique is within ±1 °C and the relative error is mainly due to the probe volume positioning inaccuracy, estimated around 10 μm [3].

3. Modeling of the heat transfer within the droplet

The temperature \( T \) within a droplet, taking into account the effect of the internal liquid circulation and surface regression due to evaporation is governed by the equation:

\[
\frac{\partial T}{\partial t} - \frac{r^*}{R} \frac{d}{dR} \left( \frac{\partial T}{\partial r^*} \right) + \frac{1}{R} \vec{V} \cdot \nabla T = a \frac{\partial}{\partial R} \Delta T
\]  

(1)

In Eq. (1), \( r^* = r/R \), where \( R \) is the time varying droplet radius. It will be assumed that the internal streamlines of the liquid circulating within the droplet follows a spherical Hill vortex pattern, according to stream function \( \psi \) [7]:

\[
\psi(r^*, \theta, \phi) = -\frac{U_r R^2}{2} r^2 (1 - r^2) \sin^2 \theta
\]  

(2)

where \( (r^*, \theta, \phi) \) are the spherical coordinates of a point within the droplet. According to Sirignano [8], this flow pattern should remain still valid in the case of interacting droplets; however, the drag coefficient, the Nusselt and Sherwood numbers are likely to be modified.

As a consequence of Eq. (2), the maximum surface velocity at the droplet surface \( U_S \) may be estimated as \( U_S = \frac{1}{2\pi} (V_\infty - V) (\frac{r^*}{R}) \text{Re}C_F \) [2]. The friction coefficient \( C_F \) suggested in [2], in the case of an isolated evaporating droplet, is:

\[
C_F = \frac{12.69}{\text{Re}^{2/3}(1 + B_m)}
\]  

(3)

This expression, found for isolated evaporating droplets, should be reconsidered for interacting and combusting droplets. Since droplets evolve in the wake of previous droplets, the shear stress at the surface is reduced and similarly to the drag coefficient, a strong decrease of the friction coefficient is expected. The liquid phase properties are estimated at the droplet average temperature. The physical properties of the gas phase are evaluated at the reference state \( (T_{\text{ref}} \text{ and } Y_{K,\text{ref}}) \) according to the “1/3 rule” [9], \( T_{\text{ref}} = T_s + (T_{\text{amb}} - T_s)/3 \) and \( Y_{K,\text{ref}} = Y_{K,\text{amb}} + (Y_{K,\text{amb}} - Y_{K,S})/3 \). The fuel vapor fraction \( Y_{K,S} \) is determined, assuming the liquid–vapor equilibrium, by the Clausius–Clapeyron law [10].

Equation (1) is solved under initial condition \( T(r, t = 0) = T_{\text{inj}} \) supplemented by the conditions at the droplet surface \( 2\pi R^2 \lambda I \int_{r_o}^{r} \left[ \frac{\partial}{\partial r} \left( \frac{\partial T}{\partial r} \right) \right] \sin \theta \) \( d\theta = Q_L(t) \), where \( Q_L \) is the heat flux penetrating into the droplet by conduction and convection from the gas phase.

The instantaneous heat flux \( Q_L \) is evaluated by means of the overall energy budget equation, neglecting the radiative exchanges [11]

\[
Q_L = \Phi_C - \Phi_{\text{vap}}
\]  

(4)

where \( \Phi_C = \frac{N_{uiso} n D}{4} (T_{\text{amb}} - T_s) \) is the convective heat flux exchanged with the gaseous environment and \( \Phi_{\text{vap}} = L_C n D y P_g D_y B y M y S h \) is the heat flux due to vaporization. The Nusselt number \( N_u \) and Sherwood number \( S h \) follow the film theory [2]. In such a configuration, the influence of the droplet-to-droplet interactions should be taken into account, since the reduced distance parameter \( C \) is on the order of a few units. It is known that the decrease of the droplet spacing leads to a decrease of the Nusselt and Sherwood numbers [12]. Therefore, due to similarities between the heat and mass transfer, it was shown that the effects of the interaction are similar on both Nusselt and Sherwood numbers, and may be described by applying the same reduction factor \( \eta(C) \), depending only on the reduced droplet spacing \( C ([10,13]) \)

\[
\eta(C) = \frac{Sh}{Sh_{\text{iso}}} = \frac{Nu}{Nu_{\text{iso}}}
\]  

(5)

where \( Nu_{\text{iso}} \) and \( Sh_{\text{iso}} \) defined in [2], represent the Nusselt and Sherwood numbers for an isolated, moving evaporating droplet. The correlation suggested in [10] for \( 2.5 \leq C \leq 16 \), obtained in the case of combusting monodisperse droplets in linear stream, was used.

The resolution of Eq. (1) is performed by splitting the temperature on the Legendre polynomials base [14]. The equations are solved as proposed by Abramzon and Sirignano [2], taking into account regulation mechanisms, linking the penetrating heat flux \( Q_L \), the surface temperature \( T_s \), the fuel vapor fraction at the droplet surface \( Y_{K,S} \), and the vaporization rate \( \dot{m} \). An increase in the heat flux penetrating into the droplet involves an increase of the droplet surface temperature which causes a rise of the surface fuel vapor fraction and thus finally an increase of the evaporation rate, which tends to limit the initial increase of heat flux.
4. Experimental results and comparison with modeling

4.1. Within droplet temperature distribution

Two cases of monodisperse droplet streams, characterized by different droplet diameters, velocities and droplet spacing at the injection point were investigated. The different injection parameters of the three test cases are summarized in Table 1.

The droplet velocity was measured by LDV, in order to evaluate the time elapsed from the injection point and the values of the measured velocity were used in the calculation.

The temporal evolution of the within droplet temperature field, corresponding to the first test case ($D = 216 \, \mu m$) is presented in Fig. 2, at three time steps. It appears clearly that the heat transfer is not purely radial, the temperature distribution resulting partially from advection caused by the internal circulation. It can be noticed that the heat is transported from the lateral sides of the droplet to its wake side, and then to the center, which agrees qualitatively with the Hill vortex description. The comparison to the liquid phase heat transfer model is now possible if the ambient temperature $T_{amb}$ is known. In a previous studies conducted in similar experimental conditions [10], the ambient temperature was ranging between 800°C and 1100°C and was determined using the measured liquid phase temperature at the equilibrium. In the present, the ambient temperature was not investigated and remains still unknown in the range [800°C ; 1100°C]. Different simulations have shown that the spatial arrangement of the isothermal lines was not significantly influenced by the ambient temperature contrary to the vortex intensity. However, it is clear that the ambient temperature modifies mainly the surface temperature. Then, it appears possible to perform in first the adjustment of the vortex intensity and subsequently a more refined adjustment of the ambient temperature, the influence of the adjusted temperature on the isothermal lines arrangement, in the investigated range, remaining very low. Consequently, the vortex intensity was adjusted in first and the ambient temperature in second.

In order to improve the validity of the comparison with the experimental results, the averaging effect of the optical set-up on the calculation results is taken into account as done in [4]. Consequently, as for the experimental data, the area close to the surface is not visible and a low dissymmetry between the left and right parts of the temperature maps, caused by the effect of the optical set-up, can be noticed.

Since the maximum surface velocity requires certainly being adapted for combusting and interacting droplets, it is proposed to modify the friction coefficient defined in Eq. (3) and to replace its expression by the more general form:

$$ C_F = \frac{K}{Re^{2/3} (1 + B_M)} $$

where $K$ is a parameter adjustable in the light of the experimental data.

In order to test the sensitivity of the parameter $K$, the within droplet temperature field was calculated for various values of the maximum surface velocity $U_S$ and for the same value of the ambient temperature, fixed at 850°C. The influence of the parameter $K$ alone can be observed in Fig. 3.

<table>
<thead>
<tr>
<th>$D_0$ (μm)</th>
<th>216</th>
<th>130.6</th>
<th>104.8</th>
<th>223</th>
<th>90.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_f$ (μm)</td>
<td>213.8</td>
<td>127.4</td>
<td>96.4</td>
<td>211</td>
<td>75</td>
</tr>
<tr>
<td>$T_{inj}$ (°C)</td>
<td>35.4</td>
<td>40.5</td>
<td>36</td>
<td>40</td>
<td>34.3</td>
</tr>
<tr>
<td>$V_0$ (m/s)</td>
<td>9.4</td>
<td>8.1</td>
<td>8.2</td>
<td>9</td>
<td>5.8</td>
</tr>
<tr>
<td>$C$</td>
<td>3.5</td>
<td>5</td>
<td>4.2</td>
<td>4.4</td>
<td>7.7</td>
</tr>
<tr>
<td>$K^*$</td>
<td>1.5</td>
<td>2</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>$T_{amb}$ (°C)</td>
<td>850</td>
<td>900</td>
<td>900</td>
<td>850</td>
<td>900</td>
</tr>
</tbody>
</table>

*Adjusted parameters; index “0”, first measurement point; $D_f$, final diameter in the period of investigation.

Fig. 2. Temperature maps at different successive time of the combustion (color code is in °C, horizontal and vertical scales are in microns, $D = 216 \, \mu m$, $C = 3.5$).
where only the last experimental instant is represented \((t = 9.2 \text{ ms})\). As seen in Fig. 3, the value \(K = 12.69\) is clearly not adapted and the heat diffusion speed appears too important for \(K = 2\) or 2.5, since a hot stream located in the droplet center can be observed on the simulations and not for the experimental temperature maps. For a lower value of \(K\), for example \(K = 1\), the heat advection becomes restricted and the isothermal lines tend to match with pure radial conduction. Finally, for the intermediate value \(K = 1.5\), the arrangement of the isothermal lines and the distribution of the hot and cold zones within the droplet seem consistent with the experiment. In the light of the comparison between the experimental results and numerical simulations, the expected accuracy on the determination of \(K\) is better than 0.5. The influence of the ambient temperature was also studied separately. The selection of \(T_{\text{amb}} = 850 \, ^\circ\text{C} (\pm 50 \, ^\circ\text{C})\) seems to fit well with the experiments. Experimental temperature fields and numerical simulations of different time steps of the droplet heating phase have been compared for the selected value of \(K = 1.5\) (Fig. 4), for \(D = 216 \, \mu\text{m}\): a good agreement between the temporal evolution of the temperature maps and the numerical calculations is observed. To get further validations of this analysis, the same study was carried out on a smaller droplet diameter \((D = 131 \, \mu\text{m}, \text{see Table 1})\). The value of the parameter \(K\), as well as the ambient temperature have been adjusted independently, as proposed in the preceding analysis, to obtain the optimal agreement with the measured within droplets temperature fields (Fig. 5). The results, for the two test cases are gathered in Table 1. The value of \(K\) seems to range between 1.5 and 2, which is compatible with the uncertainty on the determination of this parameter. For the value \(K = 1.7\), the quadratic discrepancy averaged on the overall temperature map reaches a minimum value of about 1.9 \(^\circ\text{C}\).

4.2. Mean droplets temperature evolution

The predictions of the previously detailed model combined with the adjusted value of the parameter \(K\) have been tested in the light of mean droplets temperature measurements for different conditions of combusting monodisperse droplet streams (Table 1). The ambient temperature \(T_{\text{amb}}\) used in these simulations is determined with the help of the measured equilibrium temperature, using the method proposed by Castanet et al. [10]. The four test cases presented in Fig. 6, for injection droplet diameter ranging from 90.7 to 223 \(\mu\text{m}\) and different distance parameters, confirm that the value \(K = 1.7\) is correctly adapted to describe the droplet heating.

5. Concluding remarks

The heat transfer within combusting monodisperse droplets streaming linearly has been investi-
gated with a simplified model in parallel with an experimental analysis.

On the one hand, the model is based on heat advection within the droplets by the Hill vortex system. It has been demonstrated that the vortex intensity, related to the friction coefficient at the droplet interface, has a strong influence on the within droplets temperature pattern. On the other hand, the model is based on heat advection within the droplets by the Hill vortex system. It has been demonstrated that the vortex intensity, related to the friction coefficient at the droplet interface, has a strong influence on the within droplets temperature pattern.
A comparison between the calculated temperature fields within the droplets using the simplified heat transfer model and the experimental temperature maps allows determining the friction coefficient with a reasonable accuracy. This coefficient may be derived from the expression suggested by Abramzon and Sirignano [2], i.e. $C_F = \frac{K}{Re^{1/3}(1+8D)}$, but the value of $K = 12.69$ proposed by these authors must be significantly decreased for interacting and combusting droplets ($K = 1.7$). The comparison of the measured temporal evolution of the mean droplet temperature and calculations using the adjusted value of the friction coefficient appears reliable to assess the adjustment of the parameter $K$. Because frictions are mainly related to the flow pattern around the droplet stream, this result can be used in many situations where a main flowfield direction is present. The friction coefficient is likely to vary with the inter-droplet spacing; however, no variation can be clearly pointed out from the experimental data which correspond to a relatively narrow range of inter-droplet spacing.
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