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The earlier reported simplified model for multi-component droplet heating and evaporation is gener-
alised to take into account the coupling between droplets and the ambient gas. The effects of interaction
between droplets are also considered. The size of the gas volume, where the interaction between
droplets and gas needs to be taken into account, is estimated based on the characteristic thermal and
mass diffusion scales. The model is applied to the analysis of the experimentally observed heating and
evaporation of monodispersed n-decane/3-pentanone mixture droplets at atmospheric pressure. It is
pointed out that the effect of coupling leads to noticeably better agreement between the predictions of
the model and the experimentally observed average droplet temperatures. In most cases, the observed
droplet temperatures lie between the average and central temperatures, predicted by the coupled
solution. For the cases reported in this study, the observed time evolution of droplet radii cannot be used
for the validation of the model. It is pointed out that the number of terms in the series in the expressions
for droplet temperature and species mass fraction can be reduced to just three, with possible errors less
than about 0.5%. In this case, the model can be recommended for the implementation into computational
fluid dynamics (CFD) codes and used for various engineering applications, including those in internal
combustion engines.
1. Introduction

The problem of modelling multi-component droplet heating
and evaporation is a long-standing one, and has been widely dis-
cussed in the literature (e.g. [1e8]). A new simplified model for
bi-component droplet heating and evaporation was suggested in
[9]. This model is based on the analytical solutions for heat
conduction and species diffusion equations inside droplets, which
are incorporated into a numerical code. The results of calculations
were validated against experimental data obtained at the Univer-
sity of Nancy (France).

Although the model, suggested in [9], was recommended for
incorporation into computational fluid dynamics (CFD) codes, there
are still a number of issueswhich need to be addressed. The original
model of [9], took into account the effect of ambient gas on droplets
x: þ44 1273 642 309.
in).
but ignored the effects of droplets on gas. Furthermore, the issue of
optimisation of the code was not addressed in [9]. The choice of the
number of terms in the analytical solutionwas based exclusively on
the numerical values of the ignored terms, without taking into
account the computational cost. These two issues will be addressed
in this paper. Also, the model suggested in [9] will be generalised to
arbitrary number of species and validated against experimental
data different from those used in [9]. The new analytical solution
for species was given in [9], without showing the details of the
derivation. Since these details are not trivial, they are reproduced in
this paper.

As in [9], we will assume that the surface of the droplet remains
spherical (see [10e12] for modelling the time evolution of the
droplet surface using the Volume of Fluid methodology), and its
radius remains constant during the time step (this assumption was
relaxed in the most recent papers [13,14]).

Basic equations and approximations are briefly summarised in
Section 2. Our approach to the coupled solution and the numerical
algorithm are described in Sections 3 and 4. Section 5 is focused on
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Nomenclature

AM.T coefficients in Correlations (24) and (25)
BM Spalding mass transfer number
BT Spalding heat transfer number
c specific heat capacity
CM.T coefficients in Correlations (24) and (25)
d distance between droplets
D diffusion coefficient
f frequency of droplet production
F function introduced in Eqs (5)e(6)
GM.T coefficients in Correlations (24) and (25)
h convection heat transfer coefficient
h0 � a

Dl
Rd � 1

k thermal conductivity
L latent heat of evaporation
Le Lewis number
m mass
M molar mass
N number of moles or species
NR the number of points along the radius inside droplets
Nu Nusselt number
p pressure
Pe Peclet number
Pr Prandtl number
qin parameter defined by Eq. (74)
Qn parameter defined by Eq. (69)
R distance from the droplet centre
Ru universal gas constant
Rd droplet radius
Re Reynolds number
Sc Schmidt number
Sh Sherwood number
t time
T temperature
u variable introduced in Eq. (47)
Vg interaction volume
vn eigen function
vr radial velocity

X molar fraction
y variable introduced in Eq. (43)
Y mass fraction

Greek symbols
a parameter defined by Eq. (17)
d film thickness
g activity coefficient
e evaporation rate
3va LennardeJones energy
Q function introduced in Eq. (50)
k thermal diffusivity
l, ln eigenvalues
m dynamic viscosity
n kinematic viscosity
r density
s LennardeJones length
4 parameter defined by Eq. (12)
c parameter defined by Eq. (14)
cY parameter defined by Eq. (20)
UD function introduced in Eq. (41)

Subscripts
air air
d droplet
e evaporation
eff effective
g gas
i species
iso isolated
l liquid
M mass boundary layer
p constant pressure
r radial
s surface
T thermal boundary layer
v vapour
0 initial
N ambient conditions
the experimental setup and input parameters. The results of
calculation are compared with experimental data in Section 6. In
Section 7, the accuracy of the model predictions versus the CPU
efficiency of the code are investigated. The main results of the
paper are summarised in Section 8.
2. Basic equations and approximations

Most basic equations and approximations used in our analysis
are essentially the same as used in [9]. They are briefly summarised
below. New equations, not used in [9], are described in more detail.

Droplets are assumed to be perfect spheres, and the process of
their heating is described by the following equation [15,16]

vT
vt

¼ k

 
v2T
vR2

þ 2
R
vT
vR

!
; (1)

where k ¼ kl=ðclrlÞ is the liquid thermal diffusivity. Eq. (1) is to
be solved for t > 0 and 0 � R �Rd, where Rd is the droplet radius,
with the following boundary condition (ignoring the effect of
evaporation):
h
�
Tg � Ts

� ¼ kl
vT
vR

����R¼Rd�0
; (2)

and the initial condition Tðt ¼ 0Þ ¼ Td0ðRÞ, where Ts ¼ TsðtÞ is the
droplet’s surface temperature, Tg ¼ TgðtÞ is the ambient gas
temperature, subscripte0 indicates that the derivative is taken
inside the droplet. The analytical solution to this equation is given
and discussed in [9]. This solution is applied at individual time-
steps. To take into account the effect of droplet evaporation, gas
temperature should be replaced by the so-called effective
temperature defined as Teff ¼ Tg þ rlL _Rde=h, where the value of _Rde
is taken from the previous time step and estimated based on the
following equation:

_Rde ¼ _md

4pR2drl
¼ �2pRdDvrtotalBMSh

4pR2drl
; (3)

whereDv is the binary diffusion coefficient of vapour in air, BM is the
Spalding mass transfer number defined as:

BM ¼ rvs � rvN
rgs

¼ Yvs � YvN
1� Yvs

; (4)



Yv ¼ P
i Yvi is the vapour mass fraction, Sh is the Sherwood

number. This number and the Nusselt number for an isolated
droplet (Shiso and Nuiso) were estimated based on the model sug-
gested in [17] (this model was extended to a moving multi-
component droplet in [18]):

Shiso ¼ 2
lnð1þ BMÞ

BM

 
1þ

ð1þ RedScdÞ1=3max
h
1;Re0:077d

i
� 1

2FðBMÞ

!
;

(5)

Nuiso ¼ 2
lnð1þ BT Þ

BT

 
1þ

ð1þ RedPrdÞ1=3max
h
1;Re0:077d

i
� 1

2FðBT Þ

!
;

(6)
where

Scd ¼ nair
Dv

is the Schmidt number,

BT ¼ cpv
�
Tg � Ts

�
Leff

is the Spalding heat transfer number,

F
�
BM;T

� ¼ �
1þ BM;T

�0:7ln�1þ BM;T
�

BM;T
;

Leff ¼ Lþ QL
_md

¼
X
i

eiLi þ
QLP
i

_mi
;

QL is the power spent on droplet heating, cpv is the specific heat
capacity of fuel vapour, ei ¼ eiðtÞ are the evaporation rates of
species i, _mi ¼ ei _md ð _md ¼ P

i _miÞ. BT and BM are linked by the
following equation [17]:

BT ¼ ð1þ BMÞ4�1; (7)

where

4 ¼
 

cpv
cp;air

!  
Sh*

Nu*

!
1
Le

; (8)

Le ¼ kg=ðcp;airrtotalDvÞ ¼ Sc=Pr is the Lewis number,

Sh* ¼ 2

 
1þ

ð1þ RedScdÞ1=3max
h
1;Re0:077d

i
� 1

2FðBMÞ

!
; (9)

Nu* ¼ 2

 
1þ

ð1þ RedPrdÞ1=3max
h
1;Re0:077d

i
� 1

2FðBT Þ

!
: (10)

When deriving (9) and (10) we assumed that the corrections to Sh*

and Nu* due to finite distance between droplets are the same.
Remembering that FðBM;T Þ is a slowly varying function in the range
from 1 to 1.285 [17] and assuming that Le is close to 1, we can
expect that

 
Sh*

Nu*

!
z1: (11)

Note that for small Re, condition (11) is always satisfied. For large
Re, ðSh*=Nu*ÞzLe1=3. In this case, even if Le ¼ 1.5, the error
introduced by Approximation (11) would be less than 15%. This
error is comparable or even less than the errors due to different
dependencies of Sh* and Nu* on spacing between droplets (cf. Eqs.
(24) and (25)). Remembering (11), Eq. (8) is simplified to:

4 ¼
 

cpv
cp;air

!
1
Le

: (12)

The latter expression for 4 is used in our analysis. This approach
allowed us to avoid the iteration procedure to take into account the
dependence of 4 on BM,T.

The thermal expansion or contraction of droplets was taken into
account as in [9]. The effect of recirculation inside droplet was
taken into account based on the effective thermal conductivity
(ETC) model [17] in which the liquid thermal conductivity kl is
replaced by the effective thermal conductivity

keff ¼ ckl; (13)

where the coefficient c is defined as

c ¼ 1:86þ 0:86tanh
h
2:225log10

�
PedðlÞ=30

�i
; (14)

PedðlÞ ¼ RedðlÞPrl is the droplet Peclet number, in which the liquid
transport properties and the relative velocities between droplets
and gas were used.

All transport coefficients for the mixtures and individual
substances were estimated as discussed in Appendix 1. Note that
our analysis is focused on the evaporation only; the analysis of
condensation is beyond the scope of this paper.

Equations for mass fractions of liquid species YlihYliðt;RÞ inside
droplets were used in the following form:

vYli
vt

¼ Dl

 
v2Yli
vR2

þ 2
R
vYli
vR

!
; (15)

where i> 1, Dl is the liquidmass diffusivity. Eq. (15) was solvedwith
the following boundary condition [1]:

aðei � YlisÞ ¼ �Dl
vYli
vR

����R¼Rd�0
; (16)

and the initial condition Yliðt ¼ 0Þ ¼ Yli0ðRÞ, where Ylis ¼ YlisðtÞ
are liquid components’ mass fractions at the droplet’s surface,

a ¼ j _mdj
4prlR2d

¼ �� _Rde��: (17)

Assuming that species concentrations in the ambient gas are equal
to zero ðYvN ¼ 0Þ, the values of ei can be found from the following
relation [9]:

ei ¼
YvisP
i Yvis

; (18)

where the subscript v indicates the vapour phase. We assume that ei
are still defined by Eq. (18) even in the case when YvNs0, which is
expected in the case of a coupled solution. The analytical solution of
Eq. (15) is given in Appendix 2. This solution is generalised to the
case of moving droplets with the help of the effective diffusivity
model [1,9] in which Dl in Eq. (15) is replaced with the so-called
effective diffusivity Deff [37]:

Deff ¼ cYDl; (19)

where

cY ¼ 1:86þ 0:86tanh
h
2:225log10

�
RedðlÞScl=30

�i
: (20)



To calculate the species mass evaporation rate _mdi and the values of
the evaporation rate of species ei based on Eq. (18) we need to
calculate first the values of Yvis. The latter depend on the partial
pressure of species i in the vapour state in the immediate vicinity of
the droplet surface [19]:

pvi ¼ Xlisgip
*
vi; (21)

where Xlis is the molar fraction of the i th species in the liquid near
the droplet surface, p*vi is the partial vapour pressure of the i th
species in the case when Xlis ¼ 1, gi is the activity coefficient. In the
limit when gi ¼ 1 (ideal mixture), Eq. (21) describes the Raoult law.
This approximationwill be used in our analysis. As shown in [9] for
the acetone/ethanol mixtures, this can lead to errors in predicted
temperatures not more than about 2 K, which is comparable with
experimental uncertainties.

The corrections to Nuiso and Shiso due to the finite distance
between droplets were calculated in [9] based on the empirical
correlation which was the function of the distance parameter (the
ratio of the distance between droplets and their diameters) (see
Eq. (28) in [9]). However, as shown in [20], this correlation does not
always work, mainly due to the fact that it does not account for fuel
volatility which influences the interaction between droplets. In
[21], the ratios Sh=Shiso and Nu=Nuiso were estimated based on
experimental measurements for mono-component droplets. This
approach is believed to be not convenient in practical applications.

As shown in [20], the above ratios are controlled not only by the
distance parameter but also by the nature of the fuel. Following
[20], we introduce the dimensionless time t* defined as:

t* ¼ df
vr
; (22)

where f is the frequency of droplet production (in Hz) (setup for
each particular experiment and directly linked with the distance
parameter), d is the film thickness, as introduced in [17], which is
different for mass and thermal boundary layers (dM and dT), vr is the
radial velocity of the vapour released at the droplet surface esti-
mated as

vr ¼ _md

4prvR2d
; (23)

rv is the density of vapour. Thus parameter t* takes into account the
contributions of both the distance parameter (via f) and the vola-
tility of fuel (via vr).

The values for dM and dT for mono-component droplets were
estimated based on the model suggested in [17] (see also [1]). The
definitions of these thicknesses and vr were generalised to the case
of multi-component droplets, via introduction of the average
density and mass averaged values of transport coefficients (cf. [9]).
Having introduced the concept of t*, Deprédurand et al. [20] sug-
gested the following correlations for Nu=Nuiso for acetone, ethanol,
3-pentanone, n-decane, n-dodecane and n-heptane, and Sh=Shiso
for ethanol, 3-pentanone and n-heptane (Sh=Shiso for acetone was
approximated by the same correlation as for Nu=Nuiso):

Nu
Nuiso

¼ 1� AT�
GTt* þ 1

�CT
þ AT ; (24)
Table 1
The numerical values of parameters in Eqns. (24) and (25).

Parameter AT GT CT

Value 0.155335 1.416767 0.535026
Sh
Shiso

¼ 1� AM�
GMt* þ 1

�CM
þ AM; (25)

where the coefficients used in these equations are given in Table 1.
Equations (24) and (25) describe the effects of spacing between
droplets on the values of Nu and Sh.

Although Correlations (24) and (25) were derived for a limited
number of substances, we assume that they can be used for a wider
range of substances and their mixtures. They will be applied for the
analysis of droplets of the mixture of n-decane and 3-pentanone.

3. The coupled solution

The model, described in the previous section, could be gener-
alised to take into account the effects of droplets on gas and then
incorporated into any computational fluid dynamics (CFD) code
(e.g. KIVA [22]). This analysis, however, is beyond the scope of this
paper. Instead, a simplified model, capturing the essential features
of coupling between droplets and ambient gas will be described
with a view to a specific application to the analysis of the experi-
ments described in [5,20,23]. In these experiments, ambient gas
pressure remained the same and equal to the atmospheric pressure.
This model will be eventually applied to the analysis of the
experiments similar to those described in the abovementioned
papers.

Let us assume that the droplet exchanges heat and mass with
a certain volume Vg, surrounding the droplet. Following [24], we
call it the region of influence. The shape of this region can be either
spherical, in the case of isolated droplets, or cylindrical, in the case
of droplet streams, considered in [5,20,21,23]. In both cases, the
cross-section of this region in arbitrary direction for the spherical
region and the cross-section perpendicular to the axis of the
cylinder can be schematically presented as shown in Fig. 1. For the
spherical and cylindrical regions, their volumes can be estimated
based on the following equations

Vg ¼ 4
3
p
�
R3g � R3d

�
(26)

and

Vg ¼ pR2gd� 4
3
pR3d (27)

respectively, where d is the distance between droplets. Since the
cylindrical region is more physical for the cases considered in our
paper, the focus of our analysis will be mainly on this particular
region. The ratio r ¼ Vg=Vd, where Vd ¼ 4=3pR3d , was fixed during
calculations but the values of Rg were recalculated at each time step
depending on the volume of the droplet. Since the changes of Vd

were small for the cases to be considered, the values of Rg remained
close to their initial values. The choice of the initial values of Rg will
be discussed in the next section.

3.1. Size of the region of influence

In CFD codes the results of calculations should not depend on
the cell sizes for sufficiently small cells, since the ordinary differ-
ential equations in individual cells are solved alongside partial
AM GM CM

0.155335 6.503406 � 10�7 54302.36



Fig. 1. Schematic diagram for the spherical region of influence or the plane perpen-
dicular to the cylinder axis for the cylindrical region of influence.
differential equations describing mass, momentum and energy
conservation between cells. Although this is true in the case of the
Eulerian approach, the results usually start depending on the grid
size for sufficiently small cells in the case of the Lagrangian/Euler-
ian approach widely used for spray simulation. This problem was
extensively discussed in [24], where the concept of the region of
influence was first introduced. The main idea of this concept is to
allow droplets to exchange mass, momentum and energy not only
with gas in a cell, in which a droplet is located, but with gas in
a wider à priori determined region (region of influence). Essentially
the same idea is used in our approach. The size of this region is
considered as a free parameter, within a certain range, which can be
adjusted to get the best fit with experimental data. In the case of
very large Vg, the coupled solution reduces to the one-way solution.
For small Vg, we can obtain an unphysical solution, since in this case
the interaction of gas in Vg and the ambient gas, ignored in our
analysis, can play the dominant role.

We appreciate that this approach does not allow us to perform
a quantitative predictive analysis of mass, momentum and energy
exchange between individual droplets and gas, but it does enable
us to perform a simple qualitative analysis of the effect of this
exchange on time evolution of droplet temperature and radius. As
shown later, it allows us to explain some discrepancies between
experimental measurements and the predictions of the one-way
model. Note that this model will be applied to the analysis of
experiments similar to those described in [5,20,21], where the
droplets’ velocities were determined from the experiments and not
calculated. Hence the momentum transfer between the region of
influence and the droplets is not considered in our model. In this
case, we can approximate Rg as

Rg ¼ Rd þ
ffiffiffiffiffiffiffiffiffiffi
kDtD

p
; (28)

where tD is the characteristic duration of the process,

kD ¼ max

 
kg

cpgrg
;Dv

!
; (29)

where the first term in the latter equation describes the heat
diffusivity in volume Vg, while the second term describes diffusion
coefficient of the fuel vapour in the gas inside the region of influ-
ence. Equations (28) and (29) allow us to assume that this region of
influence is large enough to enable us to ignore heat exchange
between it and the ambient gas, and escape of fuel vapour from this
volume to the ambient gas.

Let us first focus on the mass transfer process.

3.2. Mass balance

The total number of moles of gas inside volume Vg can be
obtained from the ideal gas law

Ntotal ¼
patmVg

RuT
; (30)

where Ru is the universal gas constant. Initially, there is no vapour
in Vg and Ntotal ¼ Nair at T ¼ T0. Once the evaporation process has
started then a certain number of moles of vapour Nv ¼ PN

i¼1Nvi,
where N is the total number of species, penetrates into volume Vg.
Simultaneously the temperature changes from the initial temper-
ature T0 to T1. The number of moles of air in this case reduces (or
increases if T1 is sufficiently lower than T0) to:

Nair ¼ patmVg

RuT1
�
XN
i¼1

Nvi: (31)

This allows us to calculate the mass fraction of vapour inside the
cell as

YvðcellÞ ¼
PN

i¼1 MviNviPN
i¼1 MviNvi þMairNair

; (32)

whereMair is the molar mass of air,Mvi are molar masses of vapour
species. We assume that YvN ¼ YvðcellÞ. In the one-way solution
described in [9] it was assumed that YvN ¼ 0. When deriving Eqs.
(31) and (32) we used our assumption that the region of influence is
large enough to prohibit the fuel vapour from escaping from
volume Vg. For sufficiently small timesteps, we can assume that
T1 ¼ T0 in Eq. (31) and updated at the next time step.

The calculation continues until YvðcellÞ ¼ Yvs. Once this happens,
the droplet stops evaporating (BM ¼ 0). Apart from YvðcellÞ, Eqs. (31)
and (32) are used for calculation of physical properties of the
mixture of vapour and air.

3.3. Heat balance

Assuming that gas temperature inside volume Vg is homoge-
neous, the time evolution of this temperature can be described by
the equation:

d
�
mgcpgTg

�
dt

¼ �2pkgNudRd
�
Tg � Ts

�
; (33)

where mg is the total mass of gas (mixture of air and vapour) in
volume Vg, Nud is the Nusselt number for evaporating droplets
(taking into account the heating/cooling of the vapour).

Eq. (33) was solved at each time step. The value of mg in this
equation is the mass of the mixture of air and fuel vapour as
calculated at the previous time step. The values of kg and cpg were
calculated for the mixture of air and fuel vapour. The physical
meaning of Eq. (33) is obvious: this is the mathematical expression
of the statement that the energy lost by the gas is spent on droplet
heating and evaporation.

Note that in our approach to the coupled solution we implicitly
took into account the transient nature of the process of droplet
heating and evaporation. At the same time, the expressions for Nu



and Sh, discussed in Section 2, were derived under the assumption
that the process is quasi-steady (heat and mass flow rate through
each sphere surrounding the droplet remains the same). Transient
effects on Nu have been considered in a number of papers,
including [25e27]. As shown in [25], the quasi-steady approxima-
tion is valid at times much greater than tchR2dcprg=ðpkgÞ. For
droplets with radii about 60 mm and typical parameters for the
experiment considered in our paper, tc z 0.25 ms. The time scales of
the processes under consideration are much greater than 0.25 ms.
We anticipate that the quasi-steady approximation for Sh is valid
after a certain ~tc which is of the same order of magnitude as the
abovementioned tc. The approach which we use is consistent with
widely used practice in Computational Fluid Dynamics (CDF) codes
[1,24]. For sufficiently large computational cells, only a small frac-
tion of mass and heat exchanged between gas and droplets is lost in
the ambient gas.

4. Numerical algorithm

The numerical scheme outlined below is specifically focused on
the application of the model for interpretation of the experimental
results reported in [5,20,23]. In the experiments reported in these
papers ambient pressure was constant. The time evolution of
droplet velocities was directly measured and these were used as
input parameters of the model at each time step. In contrast to [9],
the effects of droplets on the gas phase were taken into account
(coupled solution).

These are the main steps of the numerical algorithm:

1. Assume the initial distribution of temperature and mass frac-
tions of species inside the droplet or use the distributions
obtained at the previous time step (in our case the initial
distributions of bothwere assumed homogeneous). Recalculate
the mass fractions of species into molar fractions of species.

2. Calculate the values of liquid thermal conductivity and effec-
tive thermal conductivity of the droplet. Use the values of the
droplet velocities from the experimental data.

3. Calculate species partial pressures and molar fractions in the
gas phase from the Raoult law.

4. Calculate maximum of the thermal and mass diffusivities;
calculate Rg according Eq. (28) with tD ¼ 12 ms (typical transit
time of droplets).

5. Calculate the interaction volume based on Eq. (26) for the
spherical volume and Eq. (27) for the cylindrical volume where
d ¼ C � 2 � Rd, C is the distance parameter.

6. Calculate the concentration of vapour of all species in the
region of influence and the value of the Spalding mass transfer
number.

7. Calculate the values of heat capacity, diffusivity of the mixture
of vapour species in the air and species evaporation rates (ei).

8. Calculate the values of Nusselt and Sherwood numbers for
isolated droplets.

9. Calculate the values of Nusselt and Sherwood numbers for
droplets, taking into account the interaction between them
(Eqs. (24) and (25)).

10. Calculate the total change of mass of the evaporating droplet
during the time step Dt, taking into account the interaction
between droplets and the change in liquid density.

11. Calculate the rate of change of droplet radius.
12. Calculate the distribution of temperature inside the droplet.
13. Calculate the distribution of species inside the droplet.
14. Recalculate the droplet’s radius at the end of the time step Dt.

In our analysis the droplets never fully evaporated, but the
program was designed to deal with the case when the
complete evaporation takes place, if necessary. If this radius is
negative then the time step is reduced and the calculations are
repeated. If the ratio of this radius to the initial radius is less
than an a priori chosen small number es ¼ 10�6, then the
remaining part of the droplet is assumed to be evaporated with
all liquid species transferred into the gas phase with the cor-
responding decrease in gas temperature. If this ratio is greater
than 10�6 then go to the next step.

15. Recalculate the distributions of temperature and species for the
new radius (e.g. TðRÞ ¼ TðRRd2=Rd1Þ ¼ Tð~RÞ, where Rd1;2 are
droplet radii at the beginning and the end of the time step, ~R is
the new R used at the second time step, T are the values of
temperature at the end of the time step).

16. Return to Step 1 and repeat the calculations for the next time
step.
5. Experimental setup and input parameters

The experimental setup used for validation of the model is the
same as described in [20,21]. Monodispersed and periodically
spaced droplets were generated by the break-up of a liquid jet via
Rayleigh-type instability at the injector outlet. A piezoelectric
ceramic inserted into the injector body triggered the disintegration
of the liquid jet by vibrations at certain frequencies. The fuel
temperature was regulated in the injector body and a thermo-
couple (located near the outlet of the injector) was used to verify
that the set temperature was maintained the same during the
experiment. The droplets were injected into a hot air enclosure
equipped with several optical windows for measurements. Air
within the enclosure was preheated up to 400 �C. The walls of the
enclosure were made of thermally isolating materials, and an
electric wire was inserted into the interior of the walls. The electric
current was adjusted so that the Joule heating could compensate
thermal losses. A constant air flowwas maintained to avoid the risk
of progressive saturation of vapour in the enclosure. An almost
uniform air velocity in the cross-section of the enclosure was
achieved by introducing a layer of metal foam at the air inlet. Air
velocity of about 0.3 m/s turned out to be sufficient to deplete
vapour from the enclosure. The relatively large radius of the
enclosure (0.05 m) and small diffusion length did not allow vapour
to diffuse to the walls before it was removed through the holes
drilled at the top of the enclosure.

Downstream distance from the injector was converted into time
with the help of the space evolution of the droplet velocitymeasured
using the Laser Doppler Anemometry (LDA) technique. Droplet
temperatures were measured using the laser induced fluorescence
technique described in [28,20]. The emissions from two different
spectral bands with different temperature sensitivities were utilized.
The ratio of the intensities of these two bands allowed us to eliminate
the effects of parameters that are unknown or difficult to control,
such as the variations in laser intensity, tracer concentration or
measurement volume during the acquisitions. At the same time this
ratio depends on the temperature,making possible itsmeasurement.
Although fluorescent tracers like Rhodamine B or Kitton red are well
known for the temperature sensitivity of their fluorescent signal and
their high quantum yield, the fluorescence spectrum of these mole-
cules can vary significantly with the composition of the liquid
mixture in which they are dissolved. To account for this effect,
a special method has been developed and described in [29]. This
method is based on the inclusion of a third spectral band. However, in
the case of the n-decane/3-pentanone mixture, considered in this
paper, we found a new fluorescent tracer, Pyrromethene 597-C8, for
which the fluorescent ratio is almost independent on the volume
fraction of 3-pentanone up to about 15% with only a negligible effect
to the sensitivity of the fluorescent ratio on the temperature [30].



Table 3
The experimentally observed time evolutions of droplet average temperatures
velocities and diameters for the 95% decane e 5% 3-pentanone mixture droplets
(Case 1), 90% decanee 10% 3-pentanonemixture droplets (Case 2) and 85% decanee
15% 3-pentanone mixture droplets (Case 3). The contribution of gas velocity is
ignored in the estimates of Sherwood and Nusselt numbers as in [9]. Time was
measured from the moment of injection.

Case Time (ms) Average
Temperature (�C)

Velocity (m/s) Diameter (mm)

1 4.784 28.66 7.77 122.7
1 6.105 30.45 7.33 122.7
1 7.476 32 7.22 122.5
1 8.897 33.9 6.96 122.7
1 10.368 36.8 6.75 123.1
1 11.889 40.1 6.44 123.3
2 3.86 25.6 9.34 126.1
2 4.9 26.67 9.04 125.7
2 5.97 28.17 8.6 125.6
2 7.07 29.9 8.25 125.5
2 8.2 31.88 8.04 125.4
2 9.36 34.74 7.86 125.5
3 3.86 26.3 9.2 127.7
3 4.9 27.99 8.92 127.6
3 5.97 29.2 8.67 127.5
3 7.07 30.83 8.38 127.2
3 8.2 32.26 8.04 127.1
3 9.36 34.7 7.91 126.6
3 9.36 36.2 7.69 126.3
Measurements, using this tracer were therefore performedwith only
two bands. The probe volume (intersection between the laser beams
and the detection field of view) was about 150 � 150 � 1200 mm3. It
was larger than the droplet in order to provide a global excitation of
the whole droplet volume. The signal was averaged over the total
time of droplet transit in the probe volume.

In the presence of thermal gradients inside droplets, the
temperature obtained, based on this signal, could differ from the
volume-averaged droplet temperature. This is related to the fact
that the laser intensity is not distributed uniformly inside the
droplet, mainly due to light refraction at the droplet surface and the
Gaussian profile of intensity in the laser beams. Also, the receiving
optics collect the fluorescent signal from the droplet interior with
a spatial distortion. These effects could be taken into account with
the help of an efficient ray tracing code, based on the geometric
optics approximation [31]. This analysis, however, is beyond the
scope of this paper. We would just mention that the 2cLIF
measurements allow us to estimate the volume-averaged droplet
temperature with systematically more weighting in the zones near
the centre of the droplet rather than at its edge. We cannot quantify
this effect at this stage and we assume that the measured
temperatures are close to the droplet average temperatures.

Moreover, the forward scattering interferometry (FSI) was used
to determine the droplet diameter with a good accuracy [32]. In the
case of a droplet having diameter of 120 mm, the uncertainty of the
diameter measurement using this method was estimated to be
about �1.2 mm [33].

Three sets of experimental data referring to the mixtures
of decane and3-pentanonewill beused inour analysis. These are 95%
decane e 5% 3-pentanone, 90% decane e 10% 3-pentanone and 85%
decane e 15% 3-pentanone mixture droplets, which will be referred
to as Cases 1, 2 and 3 respectively. Droplet initial diameters, ambient
temperatures, distance parameters and injection frequencies for
these cases are presented in Table 2. The experimentally observed
time evolutions of droplet average temperatures, velocities and
diameters are presented in Table 3.
6. Results

A crucial parameter which needs to be considered in the
coupled solution is the volume of gas where the interaction
between droplets and gas is taken into account, or even more
important the ratio of this volume and the volume of the droplet
rhVg=Vd. For spherical and cylindrical cells these volumes are
linked with parameter Rg via Eqs. (26) and (27) respectively. A
crude estimate of this parameter is given by Eq. (28). Taking sD in
this equation equal to 12ms (characteristic transit time of droplets),
Rd ¼ 61.35 mm (see Table 2), d ¼ 463.806 mm (based on the distance
parameter equal to 3.78 (see Table 2)), and estimating kD as
3.61 �10�5 m2/s, we obtain Rg z 7.2004 � 10�4 m z 720 mm. This
gives us r z 1615 for the spherical cell, and r z 780 for the cylin-
drical one. The latter is more appropriate for the experimental
Table 2
Droplet initial diameters, ambient temperatures, distance parameters and injection
frequencies for the 95% decane e 5% 3-pentanone mixture droplets (Case 1), 90%
decane e 10% 3-pentanone mixture droplets (Case 2) and 85% decane e 15% 3-
pentanone mixture droplets (Case 3).

Parameter Case 1 Case 2 Case 3

Initial diameter 122.7 mm 126.1 mm 127.7 mm
Ambient temperature 370 �C 374 �C 374 �C
Distance parameter 3.78 3.84 3.8
Injection frequency 20600 Hz 20600 Hz 20500 Hz
results considered in this paper. Remembering that this estimate
was made for the maximal sD, and is rather crude by its nature, we
can take the actual value of this parameter a bit less than 780 in the
coupled solution, but not too small to affect the assumptions of the
model.

The calculations were performed for rhVg=Vd ¼ 600 (coupled
solution) and r ¼ 5 � 104 (it was shown that for this r the results
predicted by the coupled solution are indistinguishable from the
results predicted by the one-way solution, described in [9]). Twenty
terms in the series in the analytical solution for temperature and
species were used in the calculations (the sensitivity of the results
with respect to the choice of the number of terms will be investi-
gated in Section 7). As in [9], in both cases the temperatures at the
centre of the droplets, the surface of the droplets and the average
droplet temperatures were calculated. The values of ambient gas
temperature and droplet velocities were the input parameters of
the model. Note that although the ambient gas temperature
remained constant during each experiment, in the case of the
coupled solution gas temperature inside the volume Vgwas allowed
to change with time. This temperature plays the same role as the
ambient temperature in the case of the one-way solution. As in [9]
the calculations started at the moment when droplets were first
observed. The initial droplet temperatures were assumed equal to
the measured temperatures of the first observed droplets. As in [9],
it is assumed that initially there is no temperature gradient inside
droplets.

The time step in the calculations was taken equal to 10�5 s, and
the number of points along the radius inside droplets, where the
temperatures were stored, was taken equal to 2000. The latter
number controls the accuracy of the calculation of the spatial
derivatives of the temperature and species mass fractions, used in
boundary conditions for T and Yli (see Eqs. (2) and (16)). The reason
for this choice of the time step and the number of points will be
discussed later in Section 7.

The plots of time evolutions of the temperatures at the centre of
the droplets, the surface of the droplets and the average droplet
temperatures, predicted by the coupled and one-way solutions for
the 95% decane e 5% 3-pentanone mixture droplets (Case 1), are
shown in Fig. 2. As follows from this figure, all three temperatures



Fig. 2. The time evolution of the droplet surface, average and central temperatures (Ts,
Tav and Tc), as predicted by the coupled and one-way solutions, and experimentally
observed temperatures for the 95% n-decane 5% 3-pentanone mixture droplets with
initial diameters 122.7 mm and homogeneous temperature 28.66 �C injected into an
ambient gas at constant temperature equal to 370 �C (see Tables 2 and 3). Zero time
corresponds to the start of injection.

Fig. 4. The same as Figs. 2 and 3 but for the 85% n-decane 15% 3-pentanone mixture
droplets with initial diameters 127.7 mm, homogeneous temperature 26.3 �C injected
into an ambient gas at constant temperature equal to 374 �C (see Tables 2 and 3).
under consideration are well separated, as in the cases, considered
in [9]. Also, the coupled solutions show visibly slower rates of
droplet heating, compared with the predictions of the one-way
solution. All experimental plots lie between the average droplet
temperature and the temperature at the centre of the droplet
predicted by the coupled solution.

The same plots as in Fig. 2 but for the 90% decane e 10%
3-pentanone mixture droplets (Case 2) and the 85% decane e 15%
3-pentanone mixture droplets (Case 3) are shown in Figs. 3 and 4
respectively. The trends of all curves in these figures are rather
similar to those shown in Fig. 2. In both cases experimental plots lie
between the average droplet temperature and the temperature at
the centre of the droplet predicted by the coupled solution, as in the
case shown in Fig. 2, except three experimental points in Fig. 4.
Even in the latter case, however, the deviation between the pre-
dicted temperatures at the centre of the droplet and the ones
obtained experimentally is well within the experimental error. In
all three cases, the one-way solution predicts unrealistically high
average droplet temperatures, well above those observed experi-
mentally. Hence, the effects of coupling need to be taken into
account for the accurate prediction droplet temperatures.
Fig. 3. The same as Fig. 2 but for the 90% n-decane 10% 3-pentanone mixture droplets
with initial diameters 126.1 mm, homogeneous temperature 25.6 �C injected into an
ambient gas at constant temperature equal to 374 �C (see Tables 2 and 3).
The plots of time evolutions of the gas temperatures in the
region of influence for all three cases, as predicted by the coupled
solution, are shown in Fig. 5. In the case of the one-way solution,
this temperature remained constant. As can be seen from Fig. 5, the
drop in the gas temperature during droplet heating could reach up
to about 70 �C and this leads to a visible reduction of the rate of
increase of droplets temperatures predicted by the coupled solu-
tion. This drop in gas temperature is expected to produce much
stronger effect due to the coupled solution, compared with the
addition of fuel vapour to the region of influence.

The plots, similar to those shown in Figs. 2e4, but for droplet
radii, are shown in Figs. 6e8. As one can see from these figures,
neither coupled nor one-way solutions can predict the observed
trends in the time evolution of droplet radii. At the same time, one
can see from these figures that the deviation between the predicted
and observed droplet radii is less than about 0.5 mm in most cases
(less than 1%), which is within the margins of experimental errors.
Hence, the deviations between the predicted and observed droplet
radii cannot undermine the validity of the model.

Finally we present four sets of plots, which cannot be validated
against experimental data at the moment, but show the underlying
physics of the processes involved. The temperature distribution
inside the 95% decane e 5% 3-pentanone mixture droplets (Case 1)
at threemoments of time, as predicted by the coupled and one-way
Fig. 5. The time evolution of gas temperature in the region of influence for three
mixtures of n-decane and 3-pentanone. The droplets and the ambient gas parameters
are the same as used in Figs. 2e4.



Fig. 6. The plots of Rd versus time predicted by the one-way and coupled solutions for
the same conditions as in Fig. 2.

Fig. 8. The plots of Rd versus time predicted by the one-way and coupled solutions for
the same conditions as in Fig. 4.
solutions, is presented in Fig. 9. As can be seen from this figure, at all
times the temperature increases with the distance from the centre
of the droplets, as expected. The temperature gradient is less
important for case predicted by the coupled solution compared
with the one-way solution. The deviation between the tempera-
tures in all areas of the droplets, predicted by coupled and one-way
solutions, increases with time.

The plots similar to those shown in Fig. 9, but for the mass
fraction of n-decane, are presented in Fig. 10. As can be seen from
this figure, the mass fraction of n-decane in the areas close to the
surface of the droplet, predicted by coupled and on-way solutions,
increases with time. This is related to higher volatility of 3-penta-
none, compared with n-decane. As in the case of temperature,
shown in Fig. 9, the rate of increase of themass fraction of n-decane,
predicted by the coupled solution, is slower than the one predicted
by the one-way solution. The deviation between the results pre-
dicted by these solutions increases with time. This can be related to
the fact that in the coupled solution, vapour in the region of influ-
ence is partially saturated and the temperature in this region is
lower than that in the ambient gas.

The time evolution of evaporated masses of 3-pentanone,
n-decane and the total vapour mass in the region of influence is
shown in Fig.11. As one can see from thisfigure, evaporatedmasses of
both substances increasewith time. This canbe related to the fact that
no condensation takes place during the period under consideration,
and to our assumption that no vapour escapes from the region of
Fig. 7. The plots of Rd versus time predicted by the one-way and coupled solutions for
the same conditions as in Fig. 3.
influence into ambient gas. The predicted mass of n-decane is
always greater than that of 3-pentanone, despite higher volatility of
3-pentanone, compared with n-decane (cf. Fig. 10). This is related to
the fact that the original amount of n-decane in droplets is 20 times
more than the amount of 3-pentanone.

The time evolution of masses of air and the total mass of the
mixture of air and vapour in the region of influence is shown in
Fig. 12. The increase of the mass of air with time is related to the
decrease of temperature in the interaction volume with time (cf.
Fig. 5) at constant pressure. Note that for a fixed temperature, part
of air should have been removed from the interaction volume by
the evaporating fuel (see Eq. (31)).

7. Accuracy versus CPU efficiency

In the analysis, reported in our earlier paper [9], we were con-
cerned with the accuracy of the results, and chose the maximum
number of terms in the series in the analytical solutions for
temperature and species mass fractions. However, remembering
that perhaps the most important practical application of the model
described in [9] would be its potential implementation into
computational fluid dynamic (CFD) codes, and application of the
latter to simulation of realistic engineering processes, finding
a reasonable compromise between the accuracy of the model and
Fig. 9. The plots of T versus R=Rd for three moments of time after the start of calcu-
lations predicted by the one-way and coupled solutions and for the same conditions as
in Fig. 2.



Fig. 10. The plots of the n-decane mass fraction Yl;n�decane versus R=Rd for three
moments of time after the start of calculations predicted by the one-way and coupled
solutions and for the same conditions as in Fig. 2.

Fig. 12. The plots of the total mass of air and the mixture of air and vapour in the
region of influence versus time predicted by the coupled solution for the same
conditions as in Fig. 2.
its CPU efficiency becomes more important than its accuracy
alone. The accuracy and CPU efficiency of the model, depending on
the number of terms in the series in the analytical solutions for
temperature and species mass fractions, is investigated in
this section. We focus on the analysis of the 95% decane e 5% 3-
pentanone mixture droplets (Case 1). The conclusions referring to
other mixtures are essentially the same as the ones for the
abovementioned mixture.

In our previous paper [34] we have shown that modelling of
mono-component droplet heating and evaporation, based on
the analytical solution of the heat conduction equation inside the
droplet, is more CPU efficient and accurate thanwhen based on the
numerical solution of this equation. We anticipate that the same
conclusion remains valid for multi-component droplets of the type
considered in our paper, when the species diffusion inside droplets
is taken into account.

The relative errors were estimated based on the following
equation:

Error ¼
Pi¼ imax

i¼1 ðjFN¼n � FN¼100j=FN¼100Þ
imax

;

Fig. 11. The plots of the evaporated masses of n-decane, 3-pentanone and the total
evaporated mass versus time predicted by the coupled solution for the same condi-
tions as in Fig. 2.
where F stands for either temperature or mass fraction, N is the
number of terms in the series in the solution to the equation for
temperature or mass fraction, i refers to time steps, imax is the
maximal number of timesteps used in calculation (this number
varied from about 700 to about 800). The errors were calculated
relative to the values obtained when 100 terms in the expression
for the temperature or mass fraction of n-decane were used. Higher
order terms did not produce any effects on the results.

The plots of relative errors of the temperatures at the centre of
the droplets (Tc), the surface of the droplets (Ts), the average droplet
temperatures (Tav), predicted by the coupled solution, and the CPU
requirement versus the number of terms in the series in the
expression for droplet temperature (n) are presented in Fig. 13. 100
terms in the expression for the mass fraction of n-decane (Eq. (79)
in Appendix 2) were taken. All temperatures were measured in �C.
Calculations were performed on 3000 Hz CPU, 3 GB RAM work
station. As follows from this figure, the errors of calculating all
temperatures, are practically equal to zero when the number of
terms n is close or larger than 20. Hence, 20 terms were used in the
analysis presented in Section 6. The CPU time increased by about
50% when the number of terms in the expression for temperature
increased from 20 to 100. This increase of the number of terms,
however, does not lead to any increase in the accuracy of the results
Fig. 13. The plots of relative errors (in percent) of calculation of droplet surface,
average and central temperatures (Ts, Tav and Tc) and CPU time versus the number of
terms in the solution to the temperature equation with the fixed number of terms in
the solution to the species equation equal to 100 for the same conditions as in Fig. 2.



Fig. 15. The plots of errors (in percent) of calculation of droplet surface, average and
central temperatures (Ts, Tav and Tc) and CPU time versus the number of terms in the
solutions to the temperature and species equations (these numbers are assumed
equal) for the same conditions as in Fig. 2.
and cannot be justified. Note that the errors of calculating average
temperature are more than an order of magnitude less than the
errors of calculating droplet surface temperature and the temper-
atures at the centre of the droplets. This is related to the fact that for
small number of terms, small oscillations of temperature were
observed near the centre of the droplet and its surface. These
oscillations reduce substantially during the integration along R
performed for the calculation of the droplet average temperature.

The plots similar to those presented in Fig. 13, but for the mass
fractions of n-decane, are shown in Fig. 14. In contrast to Fig. 13, the
number of terms in the series in Eq. (79) varied, and the number of
terms in the expression for the temperaturewas assumed to be equal
to 100. As can be seen from this figure, all errors of calculation of the
mass fractions of n-decane are about two orders of magnitude less
than the errors of calculation of droplet temperatures. As in the case
of temperatures, the errors of calculating average mass fractions are
more than an order of magnitude less than the errors of calculating
the mass fractions at the surface and the centre of the droplets. The
explanation of this phenomenon is the same as for the droplet
temperature (see Fig. 13). As in the case of temperature, the errors in
the casewhen the number of terms are about ormore than 20, can be
safely ignored. The increase of CPU time when the number of terms
increased from 20 to 100, was even more noticeable than in the case
of temperature (this time almost doubled). As in the case of
temperature, this increase in the number of terms could not be
justified from the point of view of increased accuracy of the model.

The plots similar to those shown in Fig. 13 but assuming that the
numbers of terms in the series for Tandmass fractions are equal are
presented in Fig. 15. We focus on the case when these numbers are
less than 20. As can be seen from this figure, the errors of esti-
mating all temperatures are less than about 0.5%, even if the
number of terms in both series is reduced to just three. At the same
time the CPU time, in the casewhen three terms are chosen, is more
than an order of magnitude less that in the case when hundred
terms is chosen in both series.

The plots similar to those shown in Fig. 14, but referring to the
case when the numbers of terms in the series for T and mass
fractions are equal, are presented in Fig. 16. As can be seen from this
figure, the errors of estimating all mass fractions are less than about
0.01% even if the number of terms in both series is reduced to just
three. Note that the increase in the number of these terms from five
to twenty practically does not improve the accuracy of the
prediction of the model. As in the case of the results shown in
Fig. 15, the CPU time, in the case when three terms are chosen, is
Fig. 14. The plots of relative errors (in percent) of calculation of liquid n-decane mass
fractions at the surface of the droplet, average mass fraction of n-decane and its mass
fraction at the centre of the droplet (Ys, Yav and Yc) and CPU time versus the number of
terms in the solution to the species equation with fixed number of terms in the
solution to the temperature equation equal to 100 for the same conditions as in Fig. 2.
more than an order of magnitude less than in the case when
a hundred terms is chosen in both series.

Combining the results shown in Figs. 13e16, the model can
accurately predict the values of droplet temperature and mass
fractions of n-decane even if the number of terms in the series for
temperature and mass fractions is reduced to three. This result is
consistent with the earlier finding reported in [22]. Relatively low
CPU time required for calculations makes this model potentially
attractive for implementation in CFD codes.

As mentioned earlier, all plots presented so far refer to the case
when the time step was chosen equal to 10�5 s and the number of
points along the radius, NR, equal to 2000. The increase in the time
step is expected to decrease the accuracy of calculations as in any
numerical code. In our case, however, the excessive reduction of
this time step can also lead to decrease in the accuracy of calcula-
tions due to the decrease in the Fourier numbers in the series in the
analytical expressions for T and Yli. This decrease is expected to
affect the convergence of these series. This effect is illustrated in
Fig. 17, where the plots of droplet surface temperatures versus NR

for different timesteps are presented for the 95% n-decane e 5% 3-
pentanone mixture (Case 1) 5 ms after the start of calculations. As
follows from this figure, the choice of the time step 10�3 s leads to
under-prediction of this temperature by more than 1 �C for all NR.
Fig. 16. The plots of errors (in percent) of calculation of liquid n-decane mass fractions
at the surface of the droplet, average mass fraction and the mass fraction at the centre
of the droplet (Ys, Yav and Yc) and CPU time versus the number of terms in the solutions
to the temperature and species equations (these numbers are assumed equal) for the
same conditions as in Fig. 2.



Fig. 17. The plots of the predicted droplet surface temperatures versus NR for different
timesteps for the 95% n-decane e 5% 3-pentanone mixture (Case 1) at 5 ms after the
start of calculations.
For all timesteps in the range 10�6e10�4 s and NR � 1500 the
predicted temperature remains almost the same. For smallerNR, the
accuracy of calculations clearly deteriorates, especially for the time
step equal to 10�6 s. The plots, shown in Fig. 17, are similar to those
obtained for other cases and other moments of time (these are not
shown in the paper). Based on these plots, the values of the time
step 10�5 s and NR ¼ 2000 have been chosen. Note that the CPU
time could be further reduced, practically without any detrimental
effects on accuracy, if the time step is increased to 10�4 s and NR is
reduced to 1000.

Note that although the numerical code, used in our analysis, is
based on the analytical solutions both for temperature and species
mass fractions, it still requires the introduction of time steps and
the spatial mesh inside the droplets. The time steps are required to
take into account the time dependence of gas temperature in the
zone of influence and the evaporation process. The spatial mesh is
required for calculating the integrals used in the analytical solu-
tions, the averaging of variables and postprocessing.

8. Conclusions

The earlier reported simplified model for multi-component
droplet heating and evaporation is generalised to take into account
the coupling between the droplets and the ambient gas. Similarly to
the original simplified model, the model takes into account droplet
heating by convection from the ambient gas, the distribution of
temperature inside the droplet, diffusion of liquid species inside the
droplet, droplet swelling or contraction due to changing average
temperature, the effects of recirculation in the moving droplets on
heat and speciesmass diffusionwithin them. The effects of the non-
unity activity coefficient are ignored (the Raoult law is assumed to
be valid) and the interaction between droplets is taken into account
based on the correlation suggested in [20]. The size of the gas
volume, where the interaction between droplets and gas needs to
be taken into account (region of influence), is estimated based on
the characteristic thermal and mass diffusion scales.

The model is applied to the analysis of the experimentally
observed heating and evaporation of monodispersed n-decane/3-
pentanone mixture droplets at atmospheric pressure. It is pointed
out that the effect of coupling leads to noticeably better agreement
between the predictions of the model and the experimentally
observed average droplet temperatures. In most cases, the experi-
mentally observed droplet temperatures lie between the average
and central temperatures, predicted by the coupled solution. The
main effect of the coupled solution is linked with the reduction of
the gas temperature in the region of influence. A deviation of up to
about 0.5 mm between the experimentally observed and predicted
droplet radii (less than 1%) is related to the experimental margins. It
is pointed out that the observed time evolution of droplet radii
cannot be used for the validation of the model.

It is pointed out that the number of terms in the series in the
expressions for droplet temperature and species mass fraction can
be reduced to just three, with possible errors less than about 0.5%. In
this case the model can be recommended for the implementation
into computational fluid dynamics (CFD) codes and used for various
engineering applications, including those in internal combustion
engines.
Acknowledgements

The authors are grateful to the European Regional Development
Fund Franco-British INTERREG IVA (Project C5, Reference 4005) for
the financial support of this project.

Appendix 1

Transport coefficients for mixtures

Liquid thermal conductivity for a mixture
A number of approximate formulae for thermal conductivity in

multi-component liquids are reviewed in [35]. We use the Vrede-
veld equation, valid for nonaqueous systems in which the ratio of
thermal conductivities does not exceed two [35]:

kl ¼
�X

i

Yik
�2
li

	�1=2

; (34)

where Yi are mass fractions for species i, kli are thermal conduc-
tivities of species i.

Liquid viscosity for a mixture
A number of approximate formulae for dynamic viscosity of

multi-component liquids (ml) are reviewed in [35]. It was shown
that in the case of two species, the approach suggested by Grunberg
and Nissan [36] is the most accurate and convenient in practical
applications:

lnml ¼
X2
i¼1

Xilnmli þ X1X2G12;

where G12 can be negative or positive.
As follows from the example presented in [36], the contribution

of the term proportional to G12 in this equation is about 1%. In our
analysis the liquid viscosity is used for the estimate of the correc-
tion factors in effective thermal conductivity and effective diffu-
sivity models. These correction factors are rather weak functions of
liquid viscosity especially for large Peclet numbers. This allows us to
ignore the term proportional to G12, and reduce the above equation
to the Arrhenius formula [36]

lnml ¼
X2
i¼1

Xilnmli:

In the case of several components, this equation can be gener-
alised to

lnml ¼
X
i

Xilnmli: (35)

The latter equation is used in our analysis.



Liquid diffusivity for a mixture
In the case of two-component droplets it was suggested that the

liquid diffusivity of the mixture is estimated based on the following
simplified formula [9]:

D12 ¼ X1D
0
12 þ X2D

0
21; (36)

where D0
12 and D0

21 are diffusivities of dilute solute 1 in solvent 2,
and dilute solute 2 in solvent 1 respectively.

In the case when three or more components are present in the
droplets, the situation becomes much more complex as the
diffusion flux of each species depends not only on the concen-
tration gradient of the species in question, but also on concen-
tration gradients of other species. In this case, a single diffusion
coefficient, describing the diffusion of a given type of species, as
defined by Eq. (36), needs to be replaced by N�1 diffusion coef-
ficients, where N is the number of species. These are the self
diffusion coefficient and cross-diffusion coefficients [35]. The
analysis of this diffusion process can be simplified in the case
when the concentration of a given species is low (solute) [35],
which is generally not the case when realistic multi-component
droplets are considered.

We suggest the following approach allowing us to describe
the diffusion of individual species i in N-component droplets
based on a single diffusion coefficient Dim. In this approach we
consider the mixture of all species, except i as the second
component in the droplet, and the problem of diffusion in
a multi-component droplet is reduced to the problem of diffusion
in a two-component droplet which was already considered in [9],
when Xm ¼ P

jsi Xj. Without loss of generality we assume that
i ¼ 1 and Xm ¼ PN

j¼2Xj.
Now we assume that the sum of all components, except the first

one, is replaced by the component 2, with the molar fraction equal
to Xm. In this case we can calculate D12 as:

D12 ¼ X1D
0
12 þ XmD0

21; (37)

Then we assume that the sum of all components, except the first
one, is replaced by the component 3, with the molar fraction equal
to Xm. In this case we can calculate D13 as:

D13 ¼ X1D
0
12 þ XmD0

31; (38)

Following the same procedure, we assume that the sum of all
components, except the first one, is replaced by the components 4,
5, ., N, with the molar fraction equal to Xm. In this case we can
calculate D1N as:

D1N ¼ X1D
0
12 þ XmD0

N1: (39)

The value of D1m is calculated as

D1m ¼
0
@XN

j¼2

XjD1j

1
A,

0
@XN

j¼2

Xj

1
A; (40)

where D1j are obtained based on Eqs. (37)e(39). The diffusion
coefficients for all other components are calculated in the same
way.

We cannot justify rigorously this approach at the moment,
except that it gives a correct result in the limit when one
component in the mixture j ¼ 2, 3.,N dominates over others. It
is expected to predict the correct order of magnitude of this
coefficient if this is not the case. This approach is more general
than the one used in [37], where it was assumed that the diffu-
sion coefficients of all species are the same (see Eq. (3.5a) in this
book).
Gas diffusivity for a mixture
In the case of mono-component droplets, the value of the

diffusion coefficient of vapour in air Dva can be estimated from the
Wilke and Lee formula [35]:

Dva ¼
h
3:03�

�
0:98=M1=2

va

�i�
10�7�T3=2

pM1=2
va s2vaUD

; (41)

where Dva is in m2/s, T is temperature in K,

Mva ¼ 2½ð1=MvÞ þ ð1=MairÞ��1

Mv and Mair are molar masses of vapour and air respectively, p
is pressure in bar, sva ¼ (sv þ sa)/2, sv and sa are characteristic
LennardeJones lengths for vapour and air respectively, measured in
Angstrom (A),UD is the function of the normalised temperature T* ¼
kBT=3va given by Eq. (B6) in [38], 3va ¼ ffiffiffiffiffiffiffiffi

3v3a
p

, 3v and ea are charac-
teristic LennardeJones energies for vapour and air respectively, kB is
the Boltzmann constant.

In the case of the mixture of vapour components, the cross-
diffusion coefficients Dij would have to be estimated [35]. The
analysis of this process can be substantially simplified if we assume
that the diffusing component i is a dilute one and the remaining
mixture is homogeneous. In this case the value of the diffusion
coefficient of this component in the mixture (Dim) can be obtained
from the Blanc law [35]:

Dim ¼
0
@ XN

j¼1;jsi

Xj

Dij

1
A�1

If air dominates over all vapour components then this equation
reduces to the statement that Dim ¼ Dia.

However, even in this simplified case, the problem of the
diffusion of multi-component vapour in air remains rather
complex. To simplify the problem further, the multi-component
vapour will be treated as mono-component (similarly to the case of
air). In this case the value of Dvawill be calculated based on Eq. (41)
in which all input parameters (molar masses and LennardeJones
parameters) are calculated as molar averaged, taking into account
their relative molar concentrations.

This approach can be justified by the fact that for heavy
hydrocarbons the value ofMva is mainly controlled by air, while the
difference in the values of sv for various components in most cases
differ not more than by about 20%.

Gas thermal conductivity and viscosity
The thermal conductivity (kv) and dynamic viscosity (mv) for the

mixture of air and fuel vapour was calculated following the
procedure described in [33].

Appendix 2

Solution of Eq. (15)

In what follows, the solution of Eq. (15) ðYliðt;RÞÞ for t � 0 and 0
� R < Rd is found. Remembering the physical background of the
problem, we will look for a solution which is continuously differ-
entiable twice in the whole domain.

Let us rewrite the boundary condition (16) in the form:�
vYli
vR

� a

Dl
Yli

	����
R¼Rd

¼ �aeiðtÞ
Dl

: (42)

The initial condition is Yliðt ¼ 0Þ ¼ Yli0ðRÞ.
We look for the solution to Eq. (15) in the form:



Yliðt;RÞ ¼ yðt;RÞ þ eðtÞ; (43)
where the subscript i at e is omitted to simplify the notation.
Having substituted (43) into Eq. (15) and the boundary condi-

tion (42) we can rewrite this equation and the corresponding
boundary and initial conditions in the form:

vy
vt

¼ Dl

 
v2y
vR2

þ 2
R
vy
vR

!
� deðtÞ

dt
; (44)

�
vy
vR

� a

Dl
y
	����

R¼Rd

¼ 0; (45)

yjt¼0 ¼ Yli0ðRÞ � eð0ÞhYli0ðRÞ � e0: (46)

Introduction of the new variable, following [39],

uðt;RÞ ¼ yðt;RÞR
allows us to rewrite Eq. (44) and the corresponding boundary and
initial conditions in the form:

vu
vt

¼ Dl
v2u
vR2

� R
deðtÞ
dt

; (47)

ujR¼0 ¼
�
vu
vR

þ h0
Rd

u
	����

R¼Rd

¼ 0; (48)

ujt¼0 ¼ RðYli0ðRÞ � e0Þ; (49)

where:

h0 ¼ �
�
1þ aRd

Dl

	
:

Note that the change of the variable from y to u leads to the need for
a second boundary condition at R ¼ 0. Our assumption that the
solution is continuously differentiable twice implies that y is finite
everywhere in the domain 0 � R < Rd. Hence, the boundary
condition (48) at R ¼ 0. The solution to the problem (47)e(49) for
h0 > �1 was earlier reported in [39]. Here the focus will be on the
case h0 < �1, which is directly relevant to the problem of diffusion
of species inside droplets.

We look for the solution to Eq. (47) in the form:

u ¼
XN
n¼0

QnðtÞvnðRÞ; (50)

where vnðRÞ is the full set of non-trivial solutions to the equation:

v2v

vR2
þ pv ¼ 0; (51)

subject to the boundary conditions:

vjR¼0 ¼
�
vv

vR
þ h0
Rd

v

	����
R¼Rd

¼ 0: (52)

Eq. (51) with boundary conditions (52) is the well known
SturmeLiouville problem. Our first task is to find eigenvalues p for
this problem. The cases p ¼ 0, p < 0 and p > 0 will be considered
separately.

The SturmeLiouville problem for p ¼ 0
For p ¼ 0 the general solution to Eq. (51) can be presented as

v ¼ Aþ BR. The condition vjR¼0 ¼ 0 implies that A ¼ 0. The
boundary condition at R ¼ Rd leads to the following equation
Bð1þ h0Þ ¼ 0. Since h0˛ð�N;�1Þ, the latter equation is satisfied
only when B ¼ 0. This leads to the trivial solution v ¼ 0 which is
disregarded in our analysis. Hence, Eq. (51) has no non-trivial
solutions for p ¼ 0.

The SturmeLiouville problem for p < 0
Assuming that p ¼ �l2 < 0 we write the general solution to

(51) as:

vðRÞ ¼ Acosh
�
l
R
Rd

	
þ Bsinh

�
l
R
Rd

	
; (53)

where A and B are arbitrary constants.
The boundary condition at R ¼ 0 (see (52)) implies that A ¼ 0.

The boundary condition at R ¼ Rd leads to the following equation:

B
Rd

ðl coshlþ h0sinhlÞ ¼ 0: (54)

B in this equation is not equal to zero as we do not consider the
trivial solution v ¼ 0. Hence, Eq. (54) can be re-written as:

tanhl ¼ � l

h0
: (55)

It is easy to show that for h0˛ð�N;�1Þ Eq. (55) has three
solutions l ¼ 0; �l0, where l0˛ð0;þNÞ, and it has no solutions for
h0 > �1. The solution l ¼ 0 leads to the trivial solution v ¼ 0,
which is disregarded in our analysis. The solutions l ¼ �l0 lead to
solutions (53) (eigen functions) which differ only by the sign of B.
Since the value of the coefficient B is determined by the normal-
isation condition only (see below), the solution l ¼ �l0 can be
disregarded. Hence, we can conclude that the solution of Eq. (55)
gives only one eigenvalue l ¼ l0 > 0 and the corresponding
eigen function

v0ðRÞ ¼ sinh
�
l0

R
Rd

	
; (56)

where the normalisation leading to B ¼ 1 has been chosen.
The direct calculation of the integrals, taking into account

condition (55), leads to the following expression for the norm of v0:

jjv0jj2 ¼
ZRd

0

v20ðRÞdR ¼ �Rd
2

"
1þ h0

h20 � l20

#
: (57)

The SturmeLiouville problem for p > 0
Assuming that p ¼ l2 > 0 we write the general solution to

(51) as:

vðRÞ ¼ Acos
�
l
R
Rd

	
þ Bsin

�
l
R
Rd

	
; (58)

where A and B are arbitrary constants.
The boundary condition at R ¼ 0 (see (52)) implies that A ¼ 0.

The boundary condition at R ¼ Rd leads to the following equation:

B
Rd

ðlcoslþ h0sinlÞ ¼ 0: (59)

B in this equation is not equal to zero as we do not consider the
trivial solution v ¼ 0. Hence, Eq. (59) can be re-written as:

tanl ¼ � l

h0
: (60)

As in the case p < 0 we disregard the solutions to this equation
corresponding to zero and negative l. A countable set of positive



solutions to this equation (positive eigenvalues) ln are arranged in
ascending order:

0 < l1 < l2 < l3< .

The corresponding eigen function can be presented as:

vnðRÞ ¼ sin
�
ln

R
Rd

	
; (61)

where the normalisation leading to B ¼ 1 has been chosen as in the
case p < 0.

The direct calculation of the integrals, taking into account
Condition (60), leads to the following expression for the norm of vn
for n � 1:

jjvnjj2 ¼
ZRd

0

v2nðRÞdR ¼ Rd
2

"
1þ h0

h20 þ l20

#
: (62)

The norm (62) differs from the norm chosen in [39] by the factor
Rd (see their Eq. (A4)). This does not affect the final solution.

Orthogonality of the eigen functions
The orthogonality of functions vn (n � 1) was shown in our

previous paper [39]. To show that functions v0 and vn (n � 1) are
orthogonal, we need to calculate the following integral:

I ¼
ZRd

0

sinh
�
l0

R
Rd

	
sin
�
ln

R
Rd

	
dR; (63)

where n � 1.
Using integration by parts twice when calculating the integral

on the right hand side of Eq. (63) we rearrange this equation to:

I ¼ �Rd
ln

"
sinhl0 cosln �

l0
ln

coshl0 sinln þ
l20

lnRd
I

#
; (64)

where I in the right hand side of this equation is the same as in (63).
Eq. (64) can be rearranged to:

I ¼ �
Rd
ln



sinhl0
coshl0

� l0
ln

sinln
cosln

�
coshl0 cosln

1þ
�l0
ln

�2 : (65)

Remembering Eqs. (55) and (60), we can see that I defined by Eq.
(65) is equal to zero. This implies that functions vn are orthogonal
for n � 0 and we can write:

ZRd

0

vnðRÞvmðRÞdR ¼ dnmjjvnjj2; (66)

where n� 0 andm� 0, jjvnjj2 is defined by (57) when n ¼ 0 and
(62) when n � 1.

Expansion of R in a Fourier series with respect to functions vn
Before we are able to use (50) for the solution of Eq. (47) we

need to find the presentation of R as a Fourier series with respect to
functions vn:

R ¼
XN
n¼0

QnvnðRÞ; (67)
where

Qn ¼ 1

jjvnjj2
ZRd

0

RvnðRÞdR: (68)

Direct calculation of the integrals in the right hand side of (68)
leads to the following explicit expressions for Qn:

Qn ¼

8><
>:

� 1

jjv0jj2
�
Rd
l0

	2

ð1þ h0Þsinhl0 when n ¼ 0

1

jjvnjj2
�
Rd
ln

	2

ð1þ h0Þsinln when n � 1
(69)

Calculation of coefficients QnðtÞ in Eq. (50)
Having substituted Expressions (50) and (67) into Eq. (47), we

rewrite the latter equation in the form:

XN
n¼0

Q0
nðtÞvnðRÞ ¼ Dl

XN
n¼0

QnðtÞv00nðRÞ � e0ðtÞ
XN
n¼0

QnvnðRÞ; (70)

where

Q0
n ¼ dQn

dt
; v00nðRÞ ¼ d2vn

dR2
; e0ðtÞ ¼ de

dt
he0:

Since the expansion in the series with respect to vn (Fourier
series) is unique, Eq. (70) is satisfied only when it is satisfied for
each term in this expansion. Remembering that

v000 ¼
�
l0
Rd

	2

v0 and v00n ¼ �
�
ln
Rd

	2

vnðn � 1Þ;

we can see that this implies that:

Q0
0ðtÞ ¼ Dl

�
l0
Rd

	2

Q0ðtÞ � e0Q0; (71)

Q0
nðtÞ ¼ �Dl

�
ln
Rd

	2

QnðtÞ � e0Qn; (72)

when n � 1.
Eqs. (71) and (72) need to be solved subject to the initial

conditions for QnðtÞ (n � 0). To find these initial conditions we
substitute (50) into the initial condition (49) and expand RYli0ðRÞ
into a Fourier series with respect to vn. Remembering that the
expansionwith respect to vn is unique, this leads us to the following
equation for Qnð0Þ:

Qnð0Þ ¼ qin � eð0ÞQn; (73)

where Qn is defined by (68),

qin ¼ 1

jjvnjj2
ZRd

0

RYli0ðRÞvnðRÞdR; (74)

n � 0.
The solutions to Eqs. (71) and (72) subject to the initial condition

(73) can be presented in the form:

Q0ðtÞ ¼ exp

"
Dl

�
l0
Rd

	2

t

#
½qi0 � eð0ÞQ0�

� Q0

Zt
0

deðsÞ
ds

exp

"
Dl

�
l0
Rd

	2

ðt � sÞ
#
ds; (75)



QnðtÞ ¼ exp

"
� Dl

�
ln
Rd

	2

t

#
½qin � eð0ÞQn�

� Qn

Zt
0

deðsÞ
ds

exp

"
� Dl

�
ln
Rd

	2

ðt � sÞ
#
ds; ð76Þ

where n � 1.

The final solution
Having substituted (56), (61), (75) and (76), into (50), we can

present the final solution to Eq. (15), satisfying boundary condition
(16) and the corresponding initial condition in the form:

Yli ¼ ei þ
1
R

("
exp

"
Dl

�
l0
Rd

	2

t

#
½qi0 � eið0ÞQ0�

� Q0

Zt
0

deiðsÞ
ds

exp

"
Dl

�
l0
Rd

	2

ðt � sÞ
#
ds

#
sinh

�
l0

R
Rd

	

þ
XN
n¼1

"
exp

"
� Dl

�
ln
Rd

	2

t

#
½qin � eið0ÞQn�

� Qn

Zt
0

deiðsÞ
ds

exp

"
� Dl

�
ln
Rd

	2

ðt � sÞ
#
ds

#
sin
�
ln

R
Rd

	)
;

(77)

where Qn, qin, l0 and ln (n � 1) are defined by Eqs. (69), (74), (55)
and (60) respectively; the subscript i at e has been restored.

Note that Expression (77) contains the term which exponen-
tially increases with time. This, however, will not lead to an
unphysical solution to Eq. (15), since this equation is valid only for 0
� Yli � 1. Once Yli reaches one of its limiting values it will remain
equal to this value.

If we apply Solution (77) to individual short timesteps, we can
ignore the time dependence of deiðsÞ=ds during this time step and
assume that

deiðtÞ
dt

¼ deiðtÞ
dt

����t¼0
he0i:

This allows us to simplify Expression (77) to:

Yli ¼eiþ
1
R

("
exp

"
Dl

�
l0
Rd

	2

t

#"
qi0�Q0

 
eið0Þþ

R2d
Dll

2
0

e0i

!#

þQ0
R2d
Dll

2
0

e0i

#
sinh

�
l0

R
Rd

	
þ
XN
n¼1

"
exp

"
�Dl

�
ln
Rd

	2

t

#

�
"
qin�Qn

 
eið0Þ�

R2d
Dll

2
n

e0i

!#
�Qn

R2d
Dll

2
n

e0i

#
sin
�
ln

R
Rd

	)
: ð78Þ

If we ignore the time dependence of ei then Expression (78) can
be simplified to

Yli ¼ ei þ
1
R

(
exp

"
Dl

�
l0
Rd

	2

t

#
½qi0 � eið0ÞQ0�sinh

�
l0

R
Rd

	

þ
XN
n¼1

exp

"
� Dl

�
ln
Rd

	2

t

#
½qin � eð0ÞQn�sin

�
ln

R
Rd

	)
:

(79)

The assumption that the time dependence of ei can be ignored
during the time step will be used in our analysis. This allows us to
base our calculations on Eq. (79).
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