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The reconstruction method published by Bottollier-Curtet and Ichtchenko in 1987 has been the standard
method of density profile reconstruction for X-mode reflectometry ever since, with only minor revision.
Envisaging improved accuracy and stability of the reconstruction method, functions more complex
than the linear are evaluated here to describe the refractive index shape in each integration step.
The stability and accuracy obtained when using parabolic and fixed or adaptative fractional power
functions are compared to the previous method and tested against spurious events and phase noise. The
developed relation from the plasma parameters to the best integration shapes allows for the optimization
of the reconstruction for any profile shape. In addition, the density profiles can be reconstructed
using less probing frequencies without accuracy loss, which speed up the reconstruction algorithm
and enable real-time monitoring of faster density profile evolution.
[http://dx.doi.org/10.1063/1.4979513]

I. INTRODUCTION

Together with the evolution of the nuclear fusion exper-
iments comes a demand for more accurate determination of
the plasma properties, such as the density profile. Having a
more accurate density profile enables more refined analysis of
the plasma turbulence properties, which is relevant for confine-
ment investigation and monitoring. In addition, the speed of the
profile reconstruction process is also crucial for real-time mon-
itoring of the plasma position for safety reasons. The X-mode
microwave reflectometry is a well established non-invasive
technique able to probe the plasma at the high temperature
and density environment of current and next generation exper-
iments. The development of several reflectometry systems is
included in the ITER project. One relevant system to the topics
developed here is the low field side X-mode reflectometer. Its
first operation priority is to measure the density profile with
the desired minimum spatial accuracy of 5 mm.1

The theoretical maximum experimental accuracy of a
reconstructed profile has already been shown.2,3 However, no
systematic evaluation of the accuracy from the data analysis
point exists to date. In order to evaluate and improve this accu-
racy, three aspects can be explored: first, the initialization of
the profile reconstruction, currently performed as published in
the Refs. 4 and 5; second, the recursive method used to com-
pute the reflection positions of each probing frequency; and
third, the identification and description of perturbations that
introduce blind zones to the reflectometer. This situation can
occur in the core plasma during the start up of heating sys-
tems,6 massive gas and pellet injections,7 for hollow profiles6

and MHD activity,8 and in edge turbulence, such as filaments
or blobs.9 The latter being also an issue for the initialization
of the reconstruction.
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The initialization methods currently employed are sub-
ject to an error of up to 1 cm.4 On the other hand, the
description of blind areas has never been taken into account
so far. Treating these two topics is beyond the scope of this
paper. Dedicated full-wave simulations are being performed
to seek improvement in these topics and dedicated papers are
necessary.

This paper is devoted to improving the density profile
reconstruction method using X-mode reflectometry data fol-
lowing the ideas presented in the Refs. 10–12. It is theoret-
ically possible to increase the accuracy of the reconstructed
profile simply by increasing the number of frequencies con-
sidered for the reconstruction. However, the practical fre-
quency resolution is limited not only by the resolution of
the equipment but also, more importantly, by the presence
of many sources of noise. Furthermore, real-time monitor-
ing applications benefit from faster reconstruction algorithms
which have a direct relation to the number of frequency
steps used in the reconstruction. Instead of increasing the
number of probing frequencies, it is investigated here how
to improve the position evaluation of each frequency step.
Only synthetic data are used throughout this paper. This is
the only way to know the true density profile, thus enabling
the accuracy of the applied reconstruction method to be
verified.

II. OVERVIEW OF THE RECONSTRUCTION METHOD
OF BOTTOLLIER-CURTET

Two cutoff branches are available to probe with the X-
mode polarization: the left-hand polarization in lower frequen-
cies and right-hand polarization in higher frequencies. These
cutoff frequency profiles are given by13
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where fL is the left-hand polarization cutoff frequency corre-
sponding to the minus sign, fR is the right-hand polarization
cutoff frequency corresponding to the plus sign, fc the electron
cyclotron frequency, fp the plasma frequency, e the electron
charge, me the electron mass, B the magnetic field, ne the elec-
tron density, and ε0 the vacuum permittivity. Furthermore, the
dispersion relation reads

N =

√
1 −

X(1 − X)

1 − X − Y2
(3)
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f 2
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, (4)

where N is the refractive index and f the injected frequency.
The reconstruction method of Bottollier-Curtet14 com-

putes the spatial step from the phase shift associated with
the frequency step. To find the phase shift, one compares the
measured phase shift (including the total path of the prob-
ing waves) to the numerically calculated phase shift under the
WKB approximation up to the last known position. A repre-
sentation of each of these components is found in Fig. 1. The
numerical phase shift from point A to B is computed integrating
the profile of refractive index, as in Eq. (5),15

φ (B) − φ (A)=
2πf

c

∫ B

A
N

(
f , fp(x), fce(x)

)
dx, (5)

where N is the refractive index, f is the launched wave
frequency, and c is the speed of light in vacuum.

In the case of X-mode reflectometry, the integral of the
refractive index is too complex to be determined analytically. A
method like the well established Abel inversion for the O-mode
polarization cannot be developed in this case. The algorithm
developed by Bottollier-Curtet assumed a linear refractive
index profile between the known positions, and therefore a
trapezoid integration is used across the entire profile. For the
trapezoidal integration scheme, the area under the refractive

FIG. 1. Reconstruction scheme comparing the phase shift to the trapezoidal
integration of the injected frequency times the refractive index as in Eq. (5),
as a function of the plasma radius starting at the edge and going towards the
core, based on Bottollier-Curtet’s paper.14

 

index in the last spatial step can be calculated as the area of a
right triangle. The next position, xn, in terms of the previous 
position, xn 1, and the refractive index Nn 1 at position xn 1,

� � �

reads, according to Eq. (5),

∆φxn
xn−1
=W

2πfn
c

N ( fn, xn−1) × (xn − xn−1) ,

∴ xn = xn−1 +
c∆φxn

xn−1

W2πfnN ( fn, xn−1)
(6)

with a weight factor W = 1/2 for the linear case and∆φxn
xn−1

being
the total phase shift of a frequency step f n�1 to f n. Explicitly
from the evaluation of Fig. 1, ∆φxn

xn−1
can be written as

∆φxn
xn−1
=∆φ

fn
fn−1
−
[
φxn−1

x0
( fn) − φxn−1

x0
(fn−1)

]
, (7)

with ∇φ
fn
fn−1

being the experimental measurement and

[φxn−1
x0

(fn) − φxn−1
x0

(fn−1)] numerically computed.
Reconstructing the profile with the recursive Eq. (6) and

the weight factor W = 1/2 results in an unstable reconstruc-
tion method. A stabilization factor was introduced for the
reconstruction to converge. The numerically computed phase
shift of each frequency step was averaged with the previous
step. Considering approximations in the phase expression, it
was later proposed by Bottollier-Curtet16 that in the vicin-
ity of the reflection point (where the refractive index goes to
zero), the integral of the refractive index reduces to W = 2/3,
instead of the 1/2 from the trapezoidal case. The same result
was obtained later when the trapezoidal integration was per-
formed over the dielectric permittivity instead of the refractive
index, as proposed by Shelukhin.17 Following these results,
the methodology remains to integrate all the previously deter-
mined positions with the trapezoidal scheme and only the last
position with the integration weight factor of 2/3. This is valid
for every frequency step computed.

III. NEW APPROACHES ON THE
RECONSTRUCTION METHOD

When the probing wave is propagating with a frequency
well above the local cutoff frequency, the refractive index is
almost constant at the value of one. In this case, the trapezoidal
scheme is accurate. On the other hand, near the reflection posi-
tion, the refractive index changes abruptly to the value of zero,
and it is not well described by a linear function. Envisaging
a reconstruction which is more accurate, stable, and less sen-
sitive to noise and turbulence, the usage of functions more
complex than linear in the last integration step of the refrac-
tive index is investigated. The first step to improve the linear
shape was to implement parabolic shapes. The parabolas are
found from the local plasma properties, meaning that the used
parabola is different at each frequency step. Then a square
root profile is assumed for all frequency steps, since it has the
same behaviour of the refractive index (high gradient close to
zero). Lastly, functions of the type xα are assumed, with α
between zero and one, depending on the local plasma param-
eters. The Secs. III A–III C describe how to implement these
integration shapes, followed by a comparison of the accu-
racy and reconstruction stability obtained on different profile
shapes.



A. Parabolic integration shapes

Three parameters are necessary to determine a parabolic
profile for each integration step. Furthermore, the position of
the cutoff is not yet known, and in fact, it is the parameter to
be computed (xn). Thus, in total, four boundary conditions
are assumed. They are based on the previous radial posi-
tions already reconstructed (xi). They are as follows: (1) the
refractive index area under the last integration step (∫

xn
xn−1

Ndx),
which is determined from the phase shift measurement; (2) the
refractive index is zero at the reflection position; (3) the point
(position, refractive index) from the last radial position already
reconstructed; and (4) the point (position, refractive index)
from one radial position before the last already reconstructed
position. An additional boundary condition can be the conti-
nuity of the refractive index slope at the position prior to the
reflection point. This condition was also assumed in the devel-
opment process, leading to an additional parabolic method
where this condition replaced the condition 4. However, the
obtained accuracy was equivalent and the method was more
sensitive to noise and density fluctuations. This comparison
was detailed in another Ref. 11.

The four boundary conditions are written in full in
Eqs. (8)–(11). For simplicity, the positions are written as x, with
xn being the reflection point to be determined, ∆x = xn − xn−1,
and the ordinate values of f nN( f, R)/c are written as yn,

∆φxn
xn−1
= a

(∆x)3

3
+ b

(∆x)2

2
+ c∆x, (8)

0= ax2
n + bxn + c, (9)

yn−1 = ax2
n−1 + bxn−1 + c, (10)

yn−2 = ax2
n−2 + bxn−2 + c. (11)

The parameter c can be isolated in Eq. (9) and inserted
in Eqs. (10) and (11). Then, b can be isolated in Eq. (11) and
inserted in Eq. (10) to have an expression depending only on
a. Solving this way for a, b, and c leads to the solutions in the
following equation:

a=
yn−1 − yn−2(xn−1 − xn)/(xn−2 − xn)

x2
n−1 − x2

n − (x2
n−2 − x2

n)(xn−1 − xn)/(xn−2 − xn)
,

b=
yn−2 − a(x2

n−2 − x2
n)

xn−2 − xn
,

c=−ax2
n − bxn. (12)

Adding the phase shift from Eq. (8) leads to

a
(∆x)3

3
+ b

(∆x)2

2
+ c∆x − ∆φxn

xn−1
= 0 (13)

with the parabola parameters a, b, and c given by Eq. (12). This
way, numerically finding the appropriate root of this compli-
cated equation solves for xn. Readily available tools can be
implemented for this task, such as the Matlab functions fzero
and fsolve.

In order to solve for all xn, two previous positions are
necessary. Therefore, these implementations start with the
standard linear Bottollier-Curtet method for the first steps. The

 

third position is also not suitable for the parabolic method. The 
flat derivative at the vacuum boundary enforced a strong condi-
tion for the parabola that is hard to satisfy, making the method 
diverge in some occasions. As such, the parabolic method is 
implemented starting at the fourth frequency step.

Additional constraints are also necessary to make the 
method stable when there are spikes in the phase shift mea-
surement. The method is restrained to only return positions 
between the previous position and the linear solution (i.e., the 
parameter a cannot be positive). If this condition is broken in 
any reconstruction step, the linear solution is implemented on 
that step.

B. Square root integration shapes

By observing an example of refractive index profile, it can
be noted that the slope of the profile tends to be steeper near
the reflection position, resembling a square root function. Due
to this fact, a square root profile is also taken into account in
this section.

If a square root function is integrated and the result is
compared to a multiplication of horizontal and vertical dis-
placements, dx and dy, one finds that the area of a square root
is equal to (2/3)dxdy. Therefore, assuming a square root shape
in the last integration step is equivalent to using the weight
factor W equals to 2/3, which turned out to be equivalent to
the other assumptions already mentioned.16,17 The refractive
index shape in this method is therefore constant across all
frequency steps.

C. xα integration shapes

In the conditions of high density, density gradient, and a
small radial step, the square root function fits the refractive
index almost perfectly. If these conditions are not well satis-
fied, which is typical of plasma edge conditions, the refractive
index shape changes away from a square root function towards
a step function, as depicted in Fig. 2. In order to adapt the
integration shapes to these changes, this section proposes the
implementation of functions of the type xα, withα as a function
of the plasma radius. In the same manner that the integration of

FIG. 2. The shape of the refractive index N in typical edge conditions is com-
pared to a square root and a step function. Probed in the right-hand polarization
with a frequency slightly above the initialization at f = f c. The position R = 0
marks the initialization on the plasma edge and increases towards the plasma
core.



FIG. 3. Frequency profiles according to Eqs. (1) and (2) from a typical Tore
Supra discharge including a pedestal located at R = 12 cm and B = 2 T at the
plasma center.

the square root function was shown to result in W = 2/3, func-
tions of the type xα can be demonstrated to lead to a generic
form of W = 1/(α+1). Therefore, the factor W varies between
one (when α = 0) and 2/3 (when α = 1/2).

The accuracy of all methods listed so far is compared in
Sec. III D for the cases of a linear profile in f R (df R/dR is
constant) and a typical scenario in Tore Supra. In this sec-
tion, instead of pursuing how to find the profile of the best xα

shapes, the optimized profile of W is computed for the typical
Tore Supra case of Sec. III D. This way, the obtained accuracy
and stability when using the optimized profile of W can be
compared with the other methods presented. Afterwards, in
Section VI, the procedure to find the optimized W profile for
any profile shape is elaborated.

The Tore Supra test case of Sec. III D has a low edge
density and density gradient and a pedestal at the position
of 12 cm. The frequency profiles for this example are shown
in Fig. 3, assuming the low background magnetic field of
2 T in the plasma center. For this case, the xα shapes, and
therefore the W profile, are computed following the WKB
approximation and depicted in Fig. 4. Although these figures
describe the behaviour of the right-hand polarization, the left-
hand polarization has almost identical results. However, due to
technological constraints, the left-hand polarization cannot be
probed on very low densities because f L goes to zero. There-
fore, the initial positions where the factor W is farther from

FIG. 4. Profile of weight factor W, as defined in Eq. (6), for the typical Tore
Supra profile example as depicted in Fig. 3.

 

2/3 are not expected to be probed and the correction in W is 
less crucial.

D. Comparison of accuracy from all methods

In order to analyse the performance of each method,
density and magnetic field profiles are assumed and the recon-
struction is simulated. The plasma size, the maximum density,
and the magnetic field profile correspond to typical Tore Supra
discharges. Also following the present data-acquisition char-
acteristic, 500 probing frequencies are considered. To analyse
the obtained accuracy of each method, the figures show the
profile of discrepancy from the positions calculated to the
correct cutoff positions for all probing frequencies. Since the
magnetic field is assumed to be well known, the errors in den-
sity come from these errors in the calculation of the cutoff
positions.

Initially, the simplest density profile shape is assumed:
a density profile that results in a linear fR profile. This way,
the basic characteristics of each method are visible without
additional features from the profile shape.

The comparison between the obtained discrepancy pro-
files for the methods of linear Bottollier-Curtet, parabolic, and
the square root is presented in Fig. 5. The linear Bottollier-
Curtet solution and the parabolic methods start with the same
accuracy of ∼1 mm in the first reconstruction positions. This
is expected since the parabolic method is implemented start-
ing at the fourth position. When going to the core posi-
tions, the parabolic method becomes more accurate, while
the linear Bottollier-Curtet method becomes less accurate.
The parabolic method showed an improvement compared to
the linear Bottollier-Curtet method in the core region with-
out needing the stabilization averaging trick introduced in the
linear method. When the weight factor W is taken as 2/3,
e.g., when the integrating shape is assumed to be a square
root, the error in the edge region is just above half millime-
ter and quickly converges close to 0.3 mm across the entire
profile.

Having in mind these main characteristics, the reconstruc-
tion of a more complex density profile shape can be simulated
to emphasize some features and demonstrate other features.
The next example is a density profile shape routinely observed

FIG. 5. Profiles of absolute radial discrepancy when reconstructing the den-
sity profile with the conditions of linear f R profile, 500 probing frequencies,
and a precision of 0.1 mm in the initialization.



FIG. 6. Profiles of absolute radial discrepancy when reconstructing the den-
sity profile with the conditions of 500 probing frequencies, a precision of 0.1
mm in the initialization, and the Tore Supra example profiles as depicted in
Fig. 3.

in Tore Supra and other latest generation tokamaks. It con-
sists of a low density and density gradient in the edge region,
followed by a pedestal with high density gradient and back to
low density gradient around the plasma center. In this case, the
method with the integration shapes xα optimized for this profile
shape is also included in the comparison, which can be found in
Fig. 6.

In Fig. 6, the parabolic method does not show an improve-
ment from the linear Bottollier-Curtet method. Reinforcing
the feature observed before, the parabolic shape is espe-
cially inaccurate to describe the refractive index shape at edge
conditions.

The method with the square root shape shows more fea-
tures in this case. First, the edge region, where the plasma has
a low density and density gradient, is less accurate, with oscil-
lations peaking up to 3.2 mm. Then, the valley around 12 cm
marks the pedestal, where the density gradient is at maximum.
When the density gradient increases, the radial step decreases
for a fixed frequency step, resulting in a more accurate deter-
mination of the probing positions. In addition, the refractive
index profile is better described by a square root shape at the
core region, due to higher density and density gradient, and
when smaller radial steps occur, i.e., the approximation used
in Bottollier-Curtet Ph.D. thesis.16

If the refractive index shape is adapted for the edge region
with the shape xα as introduced in Section III C, the edge inac-
curacy and oscillations from the square root method disappear.
This method achieved a precision level around 0.6 mm through
the entire profile. In practice, the reconstruction accuracy in
this case will be determined by the noise and turbulence levels
and the precision in the initialization. The method to estimate
this implemented profile of the integration weight factors W is
elaborated in Section VI.

IV. STABILITY OF THE INVERSION METHOD

The linear Bottollier-Curtet’s algorithm (when W = 1/2)
turned out to be unstable and a stabilization mechanism was
introduced. The measured phase shift of each frequency step
is averaged with the value of the previous step. In order to

 

analyse the stabilization mechanisms, the expression used to 
calculate each new position from Eq. (6) is rewritten in the 
following equation, for a simpler referencing,

∆x =
∆φ

WN
(14)

with ∆x being the radial step normalized by the probing wave-
length (xn − xn−1)/λn, ∆φ as given by Eq. (7), normalized by
2π, and N being N( f n, xn�1).

First, the averaging with the previous step, as in the linear
Bottollier-Curtet solution, was tested for every component of
Eq. (14) (the radial step, the phase shift, and the value of N).
The conclusion is that there is no preferred component to be
averaged. The best component to average varies depending on
the profile to be reconstructed. Next, the numerical stability is
investigated with a fixed local integration factor W which is
always the case apart from the parabolic method, where a new
parabola is computed in each step.

To investigate the role of each element of Eq. (14) in the
stability of the reconstruction method, the evolution of the error
in each of these elements was observed along a reconstruction.
This is possible since the correct positions and profiles are
known. First, it was noted that the error in the evaluation of
N(xn�1) and ∆φxn

xn−1
comes from an error in the determination

of xn�1, meaning that an error in the position xn is due to not
using the ideal value for W, plus the error propagated from
the previous position into ∆φ and N. The propagation of these
error sources in φ, W, and N can be evaluated by equating them
as in Eqs. (15)–(17), respectively. The error in ∆φ is additive,
whereas in W and N, the error is introduced as a multiplicative
factor ε and ζ , respectively,

1
W

(∆φ + ∆φ′)
N

=
1
W
∆φ

N
+

1
W
∆φ′

N
, (15)

1
εW
∆φ

N
=

1
W
∆φ

N
+

(
1 − ε
ε

)
1
W
∆φ

N
, (16)

1
W
∆φ

ζN
=

1
W
∆φ

N
+

1
W

(
1 − ζ
ζ

)
∆φ

N
. (17)

Equating these error sources shows how each element influ-
ences the error propagation. All steps are subject to the error of
not using the ideal local value of W, plus the error propagating.
The errors in the evaluation of the phase shift will be multiplied
by the factor 1/WN, whereas the errors in the refractive index
and weight factor are multiplied by∆φ/WN . Furthermore, any
error in each element of Eq. (14) induces an oscillation. For
example, an excess in xn causes an excess in the computed
∆φn

0 for the frequency fn+1, which causes an under evaluation
of ∆φn+1

n , resulting in under evaluating xn+1. These errors are
damped or not depending on the error multiplicative factors
written in Eqs. (15)–(17).

The combination of these facts shows that the more effi-
cient scenario to damp errors is when WN is greater because the
error is multiplied by 1/WN in the next step. Furthermore, the
reconstruction damps the previous errors when 1/W is between
one and two (the step function and linear cases). For 1/W equals
or greater than two, there is no damping of errors. These con-
clusions come from the oscillatory character explained. An



error of +E in one step translates into an error of �E in the next
step. When this error is multiplied by one, the best damping
occurs because +E − 1×E = 0. When it is multiplied by two,
no damping occurs because +E − 2×E = − E. Since there is
no error damping and an additional error is introduced in every
step by not using the perfect value of W, the system becomes
unstable. This interpretation explains why it is observed that
the square root integration shape converges, unlike the linear
integration, and when the factor W and N are closer to one, any
error introduced is damped more efficiently. This last feature
is observed in the edge conditions in Sec. V. A last remark is
that this analysis is done focusing on the true local values of W.
Using W = 1 when it is not the ideal value can be interpreted
as if the damping efficiency is not of W = 1 but of the ideal
local value itself. In addition, an error is introduced from the
excess in W, as it was shown in Eq. (16).

V. NOISE ANALYSIS

This section demonstrates how different sources of noise
impact the reconstruction accuracy. First, a spike of 1% is
added in the phase shift of a single frequency. The radial error
at the location where the phase shift spike was introduced is
presented in Fig. 7.

Fig. 7 shows that an error introduced is damped faster
for the square root method. The parabolic method enforced
boundary conditions to find the parabolas and this made the
error propagate longer. The fluctuations stay even longer if
the parabolas are computed using the boundary condition
of a constant derivative at the previous point. A spike in
the probing frequency and a density perturbation were also
tested. However, the comparison between the different meth-
ods had the same features as presented in the phase shift case in
Fig. 7.

Next, white noise is added to the phase shift data, as a
percentage of the average value, to simulate the experimental
noise in the Tore Supra example. Fig. 8 shows the obtained
accuracies for the reconstruction methods with fixed W = 2/3
and optimized W profile, at two different noise levels. From the
interpretations in Sec. IV, one can observe how the edge region
is very efficient in damping the noise introduced since 1/WN is

FIG. 7. Radial discrepancy when reconstructing the density profile with a 1%
spike in the phase shift of a single frequency and conditions of 500 probing
frequencies, a precision of 0.1 mm in the initialization, and the linear f R
profile.

FIG. 8. Radial discrepancy when reconstructing the density profile with dif-
ferent levels of white noise in the phase shift data and conditions of 500 probing
frequencies, a precision of 0.1 mm in the initialization and, the typical low
B Tore Supra example profile. Each discrepancy profile is the average of 500
reconstructions.

minimized. This is an interesting feature of the reconstruction
method since the edge region is typically more prone to noise
and fluctuations in tokamaks. In the core region, on the other
hand, the discrepancy saturates at a higher value, depending on
the noise level. All methods showed the exact same tendency.
They retain the same discrepancies in the edge region for all
noise levels and linearly increase in the core as the noise level
increases. The parabolic method is not represented because
it was able to find the parabolas only with a maximum noise
level up to 1%. Beyond this level of noise, the method is unable
to associate parabolas for the data in too many cases and the
method collapses to the linear solution.

VI. FINDING THE IDEAL REFRACTIVE INDEX SHAPE
FROM THE PLASMA PROPERTIES

The analyses in Secs. III–V demonstrate the accuracy and
stability improvements when optimizing W everywhere. In this
section, the procedure to find the profile of the optimized W is
elaborated.

For the simplified Tore Supra example used in Secs. III–V,
the profile of W was given in Fig. 4. In this case, one can
implement a linear fit in W, from the edge value to 2/3 in
the pedestal position. The precision of the pedestal position
was tested to not be crucial for the obtained accuracy. The
bottlenecks of this implementation are the edge W value and
the validity of the assumed shape, i.e., a well defined transition
from low density and gradient to high gradient. The initial W
value can start at one and be improved either iteratively or by
the expression in Eq. (28) developed below. Nevertheless, an
initial reconstruction is necessary to estimate an initial profile
of∇fR for computing the expression in Eq. (28) and this method
provides a good initial reconstruction of the density profile.

The next step is to determine the profile of refractive index
shape, which gives W, based on the local plasma properties.
The first and most natural step is to observe what is the best
function of the type xα to fit the refractive index profile at differ-
ent probing positions depending on the integration length. For
the example Tore Supra profile, these relations are presented
in Fig. 9.



FIG. 9. Optimized exponent of the refractive index shape function, as xα by
the radial integration length at three example radial positions for the example
of typical Tore Supra profiles given by Fig. 3.

At all plasma positions, the value of α converges to 1/2
for dR going to zero. As the reconstruction step dR increases,
α goes to zero depending on the local plasma parameters. The
first approach would be to fit the evolution of α versus dR
and relate the fitting parameters to the local plasma proper-
ties. Nevertheless, two major difficulties arise when doing so.
First, the step length is not yet known in a reconstruction step.
It is actually the quantity to be calculated. Second, the fitting
parameters do not have a straightforward relation to fit against
the plasma properties. To solve these problems, the relations of
α can be expressed in terms of a known quantity. For example,
the step in the probing frequency or the refractive index value
at the previous position xn�1, i.e., Nn�1. The refractive index
was chosen over the frequency step because the relations are
simpler to fit. Since the refractive index is zero at the reflec-
tion position and goes towards one as the reconstruction step
increases, the parameter α can be adjusted taking this range
into account, as in the proposed shape function in Eq. (18):

xα = x0.5−0.5β(Nn−1). (18)

In order to solve for β, it is assumed that the plasma param-
eters that dictate the refractive index shape are the local cutoff
frequency, fR, (i.e., the probing frequency) and the gradient of
the frequency cutoff profile, ∇fR.

In Fig. 10, three example relations for three different prob-
ing positions in the same example Tore Supra conditions for
a 5 cm radial step are shown. When probing the plasma core,
since the density in the previous probing position is not close
to vacuum, the refractive index Nn�1 is small, which makes
the relation β(Nn−1) well described by a linear function of
N2

n−1. This is seen in Fig. 10 for the position of 0.65 m. On
the other hand, when probing in the edge plasma with low
density, as also exemplified in Fig. 10, the refractive index is
close to one and the β(Nn−1) behaviour in this region needs
a correction from the linear solution. In addition, the same
pair ( fR, ∇fR) from the position 0.65 m of the example case
in Fig. 10 could appear in the edge region of a different
profile.

Therefore, to ensure that the solution obtained is valid
for any profile in general, the β relations are mapped over a
wide range of fR and ∇fR, while still ensuring that the entire
range of refractive index is taken into account. To achieve this,

FIG. 10. The β parameter from the refractive index fitting shape given in
Eq. (19), as a function of N2

n−1, taken at three example radial positions for the
example of typical Tore Supra profiles as given in Fig. 3.

new density and magnetic field profiles are assumed for each
value of fR, ∇fR. Furthermore, the fittings are separated into
two refractive index ranges. First, the linear regime is fitted
with Nn�1 from zero to 0.25, and after, the correction on the
linear solution with Nn�1 from zero to one. The distinction
is necessary because the boundary conditions of each regime
are different and are explained in detail bellow. The depen-
dency on ∇2fR is neglected. Thus, the assumed profiles are
enforced with a radially constant ∇fR. The ∇fR is a combina-
tion of ∇fpe and ∇fce, but ∇fce has a positive curvature fixed
by the background magnetic field. This results in a negative
∇fpe for a constant ∇fR. If ∇fR is too low, enforcing a constant
∇fR profile results in negative values for the electron density,
which is unphysical. When solving the linear regime, the initial
density can be increased as necessary and the density profile
can have a negative gradient while having positive density and
constant ∇fR. The minimum value of ∇fR achieved when fit-
ting the linear regime was 8 GHz/m. In any case, if∇fR goes to
zero, the WKB solution of a sharp reflection also breaks down
and full wave effects would have to be considered. The upper
limit solved was 200 GHz/m, but it is not important since at
very high gradients, the step size is negligible, Nn�1 goes to
zero, and the square root solution is very precise. The solved
probing frequency range, fR, is from 35 GHz to 250 GHz.
Below this value, the fitting shapes assumed start to be less
adequate, and above it, it is not possible to ensure the constant
∇fR.

After the linear regime is solved, the correction part is
fitted using a different sweeping tactic. This is because the
initial density cannot be increased to compensate for the neg-
ative density profile curvature. All density profiles assumed
start with vacuum in the edge to ensure the range of Nn�1 until
the value of one. The minimum ∇fR solved in this case was
frequency dependent and increases linearly from 12 GHz/m,
when probing at 35 GHz, up to 40 GHz/m, when probing at
120 GHz. Even though the ranges are shorter for the correc-
tion part, it is still a broad range because the correction is
only relevant near the initialization frequencies, when Nn�1 is
much closer to one. The corrections were fitted assuming the
shape aNb

n−1. The value of b does not vary much and therefore
it was fixed at 3.44, or 4.44, if related to Nn�1 not squared.
Therefore, the relations of β(Nn−1) can now be written in full



FIG. 11. The γ parameter from the refractive index fitting shape, as given by
Eq. (19), versus the cutoff profile gradient.

as
xα = x0.5−0.5β(Nn−1) = x0.5−0.5(γN2

n−1+δN4.44
n−1 ). (19)

These relations of γ and δ can be found in Figs. 11 and
12, respectively. The linear relations are fitted with functions
of the following expression:

γ( fR,∇fR)= p1( fR)/(∇fR − p2( fR)) + p3( fR). (20)

The correction part is fitted with the same shape, but with
parameters named with q, as

δ( fR,∇fR)= q1( fR)/(∇fR − q2( fR)) + q3( fR). (21)

Using this function shape, all fitted relations have an accu-
racy around 1% for all probing frequencies. The last step is to
know the parameters pn and qn as a function of f R. They are
smooth well-behaved functions of f R and well fitted by high
order polynomials, as given by Eqs. (22)–(27). The quality of
the fit is expressed as the RMS value of the residuals, computed
as a percentage to the average value of that parameter,

p1 = a1f 2
R + b1fR + c1, (22)

p2 = a2f 6
R + b2f 5

R + c2f 4
R + d2f 3

R + e2f 2
R

+ f2fR + g2, (23)

p3 = a3f 4
R + b3f 3

R + c3f 2
R + d3fR + e3, (24)

FIG. 12. The δ parameter from the refractive index fitting shape, as given by
Eq. (19), versus the cutoff profile gradient.

TABLE I. Fitted p1, p2, and p3 parameters with f R in GHz.

p1 p2 p3

RMS = 0.3% RMS = 0.5% RMS = 0.04%
a1 = �3.251 ×10−5 a2 = 6.423 ×10−13 a3 = 3.098 ×10−11

b1 = 0.083 23 b2 = �6.247 ×1010 b3 = �2.148 ×10−8

c1 = �1.136 c2 = 2.476 ×10−7 c3 = 5.937 ×10−6

d2 = �5.136 ×10−5 d3 = �7.614 ×10−4

e2 = 5.940 ×10−3 e3 = 0.3843
f2 = �0.3676
g2 = 11.43

TABLE II. Fitted q1, q2, and q3 parameters with f R in GHz.

q1 q2 q3

RMS = 0.02% RMS = 0.1% RMS = 0.04%
a′1 = 2.237 ×10−7 a′2 = �6.599 ×10−5 a′3 = �8.132 ×10−12

b′1 = �6.005 ×10−5 b′2 = 0.2252 b′3 = 3.746 ×10−9

c′1 = 0.0430 c′2 = 0.3522 c′3 = �6.902 ×10−7

d′1 = �0.3808 d′3 = 6.360 ×10−5

e′3 = �2.948 ×10−3

f′3 = 0.082 53

q1 = a′1f 3
R + b′1f 2

R + c′1fR + d ′1, (25)

q2 = a′2f 2
R + b′2fR + c′2, (26)

q3 = a′3f 5
R + b′3f 4

R + c′3f 3
R + d ′3f 2

R + e′3fR + f ′3 (27)

with all parameters ai to gi given in Table I and a′i to f ′i in
Table II.

Last, the optimized integration weight factors W can be
written, in full, as

W (Nn−1, fR,∇fR)=
1

α(Nn−1, fR,∇fR) + 1
, (28)

with α(Nn−1, fR,∇fR) given by Eq. (19), and γ and δ given by
Eqs. (20–27) and Tables I and II.

This final expression allows optimizing the weight factors
W at all frequency steps and achieving the accuracy shown in
Section III D, Fig. 6, for any profile shape that satisfies the

FIG. 13. Example of the optimization of the weight factor W (R), as defined
in Eq. (6), for a linear f R profile and only 50 probing frequencies.



boundary conditions explained in this section. In Sec. VII,
Eq. (28) and the parameters in Tables I and II are used to opti-
mize the W profile and reconstruct the density profile of a worst
case example, given in Fig. 13, including the complication of
using less frequency steps.

VII. RECONSTRUCTIONS WITH LESS PROBING
FREQUENCIES

Up to now, all profile reconstructions obeyed the rule of
more probing frequencies resulting in better accuracy, which
is mainly because the refractive index shape is better described
by a square root function the smaller is the radial step. In addi-
tion, the error introduced by miscalculating the area under the
refractive index curve is proportionally bigger to the increase
of the radial step, emphasizing the previous feature. With the
results of Sec. VI, however, the mismatch in the shape of
the refractive index can be corrected. Therefore, the profile
can be reconstructed using less probing frequencies without a
significant loss of accuracy.

Using less probing frequencies speeds up the reconstruc-
tion algorithm, allowing for monitoring of faster density profile
evolution. This was tested for the Tore Supra example profile
when reducing the number of frequencies from 500 to 100
and speeding the reconstruction for roughly about five times,
depending on the computer conditions. In this case, the fluc-
tuations in the edge region peak at 1 cm when the factor W is
fixed at 2/3. When W is optimized for all steps, the discrepancy
profile goes back to values below 1 mm.

Other situations that the reconstruction accuracy is sig-
nificantly improved by optimizing the W factor are scenarios
with very low or very high background magnetic fields. The
refractive index in each previous positions, Nn−1, is closer to
one the greater is the difference between fce and fpe, which
causes the factor W to increase resulting in a degradation of
the reconstruction accuracy when using a fixed W, as in the
square root method. To demonstrate one case, a low density
profile linear in fR with ∇fR = 20 GHz/m is assumed. In this
condition, no pedestal is present and it is not clear where the
square root function describes well the refractive index shape.
In addition, the number of probing frequencies is reduced to
50. Applying the method developed in Sec. VI gives the opti-
mized W for each probing frequency. In this case, the W profile
is never too close to the square root method solution of 2/3.
The W profile is always above 0.7. The accuracy of the recon-
structed profiles before and after optimizing the W profile is
depicted in Fig. 13. A maximum error of 0.4 mm is observed
in the reconstructed profile when the W profile is optimized.
If reducing even more the number of probing frequencies, the
radial steps become too large. In such cases, the error in the
trapezoidal integration before the last step surpasses the error
from integrating the last radial step. For all cases explored here,
the error in the trapezoidal integration surpasses the error in
the last step when the radial step surpasses 5 cm.

The reduction in the number of frequency steps was also
tested in the Tore Supra example with the introduction of white
noise in the time of flight and phase shift data. When a low
level of white noise is introduced, up to 1%, no difference
is observed between the cases with 500 or 100 frequencies.

For higher levels of noise, the discrepancy in the core raises, 
doubling the noiseless value at around 10% noise level.

VIII. CONCLUSIONS

Following the recent advances and demands in the reflec-
tometry techniques, deeper understanding and additional
improvements in the density profile reconstruction method
were aimed here in the data analysis front. A crucial point
in the reconstruction method is the assumed refractive index
shape in the integration over each radial step. It was demon-
strated that using the radially optimized fractional power
functions improved the reconstructed profile accuracy and
stability because these functions describe well the true refrac-
tive index shape. Although the use of a square root profile
achieved good results in the core plasma, it is not the best
suited shape in the edge plasma. In this region, the power of
the fractional power functions can be very close to zero in
the first reflected frequencies. The adaptation of the power
of these functions according to the plasma profile showed
an accuracy improvement in the edge plasma profile of up
to two orders of magnitude. The comparison between all
methods also showed how the reconstruction is more stable
when not using any information of the previously calculated
positions to determine the next position, or even, forcing
smoother variation on any of the reconstruction terms. All
these procedures were demonstrated to delay the error damp-
ing capability of the reconstruction method when spurious
events and phase noise were introduced. In addition, the anal-
ysis on the reconstruction stability deduced a better damping
of errors for higher values of WNn�1, which is typical of edge
conditions.

When reconstructing a well known density profile shape
containing a clear pedestal transition, the optimized integra-
tion shapes could be easily proposed. The bottlenecks of this
implementation are: an evident transition to the pedestal, and
the accuracy of the integration factor assumed in the first
reconstruction step. The method elaborated in Section VI sup-
presses these issues. It can be used to determine the entire
profile of integration factors for any profile shape. Optimizing
the integration factors also allows us to use a reduced num-
ber of probing frequencies to reconstruct the profile without
any accuracy loss, as demonstrated in two examples. This fea-
ture enables the real-time monitoring of faster density profile
evolution.

The demonstration of all shown improvements in exper-
imental data is beyond the scope of this paper and extended
applications will be the aim of another paper.
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