Effectiveness Research in Inflammatory Bowel Disease: A Necessity and a Methodological Challenge
Julia Salleron, Silvio Danese, Laurence D’Agay, Laurent Peyrin-Biroulet

To cite this version:
Julia Salleron, Silvio Danese, Laurence D’Agay, Laurent Peyrin-Biroulet. Effectiveness Research in Inflammatory Bowel Disease: A Necessity and a Methodological Challenge. Journal of Crohn’s and Colitis, Elsevier - Oxford University Press, 2016, 10 (9), pp.1096 - 1102. <10.1093/ecco-jcc/jjw068>. <hal-01662135>

HAL Id: hal-01662135
https://hal.univ-lorraine.fr/hal-01662135
Submitted on 12 Dec 2017
Effectiveness Research in Inflammatory Bowel Disease: A Necessity and a Methodological Challenge

Julia Salleron, Silvio Danese, Laurence D’Agay, Laurent Peyrin-Biroulet

*Department of Biostatistics and Data Management, Institut de Cancérologie de Lorraine, Vandoeuvre-Lès-Nancy, France
bInstituto Clinico Humanitas, Milan, Italy cFerring Pharmaceuticals, Saint Prex, Switzerland dUniversity Hospital of Nancy-Brabois, Department of Hepatogastroenterology, Université Henri Poincaré 1, France

*Corresponding author: Prof. Laurent Peyrin-Biroulet, MD, PhD, Inserm U954 and Department of Gastroenterology, Université de Lorraine, Allée du Morvan, 54 511 Vandœuvre-lès-Nancy, France. Tel.: + 33 3 83 15 36 61; fax: + 33 3 83 15 36 33; email: peyrinbiroulet@gmail.com

Abstract

Efficacy, safety and economic issues are the main factors influencing the use of inflammatory bowel disease [IBD]-related medications. The best level of evidence comes from randomised clinical trials. The benefit of the intervention observed in a clinical trial could be reduced once it is implemented in clinical practice: its real-life efficacy, known as effectiveness, could be questioned. That is why effectiveness research based on observational studies is required to obtain-long term data on natural history, including surgery or hospitalisation, and safety. Before starting these real-life studies, it is crucial to be aware of the inherent risks of bias and confounding, to develop a good study plan, and to select the optimal design. Even if the choice of the design is optimal and if the risks of bias and confounding are minimised, the implementation of robust statistical methodology is necessary to increase the validity of the results and allow their dissemination into clinical practice. The objective of this paper is to highlight some inherent methodological problems in effectiveness research and to review some statistical tools with a focus on IBD studies and trials.
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1. Introduction

Inflammatory bowel disease [IBD] is a chronic disabling condition requiring long-term medical treatment. The treatments of IBD rely on drugs such as 5-aminosalicylic acid, corticosteroids, thiopurines, cyclosporine, anti-integrin therapy and anti-tumor necrosis factor alpha [anti-TNFα] agents. The main factors influencing the use of IBD-related medications are efficacy, safety, and economic issues. Efficacy refers to whether a drug demonstrates a health benefit over placebo or other intervention when tested in an ideal situation. Sometimes the benefits of the intervention observed in a clinical trial reduce once it is implemented in clinical practice: its real-life efficacy, known as effectiveness, could be questioned.

The distinction between efficacy and effectiveness is sometimes not clear, and the terms are sometimes wrongly used. Efficacy can be separated from effectiveness since effectiveness relates to how well a treatment works in practice, whereas efficacy measures how well it works in clinical trials or laboratory studies. As demonstrated in asthma, these two concepts can be considered as a continuum rather than a dichotomy since several steps are necessary for an efficacious therapy to be effective in clinical practice. El-Serag et al. defined effectiveness through a combination of six factors: efficacy, access, diagnosis, recommendation, acceptance, and adherence.

The best level of evidence is considered to come from randomised controlled trials [RCTs] that are designed to maximise the internal validity with no confounding or prescription bias. However, in
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the field of IBD research, only a few patients are eligible for RCTs\(^\text{11}\) due to inclusion and exclusion criteria aiming to select a well-defined study population. Hence, patients included in RCTs are not representative of a real-life IBD setting\(^\text{11}\) and parameters at baseline may be different compared with those for patients in real life. In addition, the management and monitoring of the patients is more intensive and may be responsible for the high placebo effect observed in some clinical trials.\(^\text{15}\) Follow-up is usually too short to guide long-term management strategies, especially for chronic diseases such as IBD. The main differences between efficacy and effectiveness studies are listed in Table 1.\(^\text{10}\)

For these reasons, generalisation [external validity] from RCTs is complicated, and efficacy trials results may be overgraded by guidelines to make recommendations for everyday clinical practice. In May 2008, the Food and Drug Administration [FDA] suggested guidelines for testing the effectiveness of a new drug.\(^\text{8}\) They promote studies ‘that are of different design and independent in execution, perhaps evaluating different populations, endpoints, or dosage forms’ in order to provide ‘support for a conclusion of effectiveness that is as convincing as, or more convincing than, a repetition of the same study’.\(^\text{2}\)

The objective of this paper is to highlight some inherent methodological problems in effectiveness research based on prospective observational studies, and to emphasise the importance of using appropriate methodologies for designing the studies. Specific statistical tools are also reviewed with a focus on IBD studies and trials.

2. Threats to Internal Validity: Bias and Confounding

Large computerised databases [including claims databases, patient registries, electronic medical record databases, and other routinely collected health-care data] with millions of observations on the use of drugs and biologicals are useful in assessing which treatments are most effective and safe in routine care. However, these prospective observational studies fall into intermediate levels in commonly used hierarchies of evidence,\(^\text{5,13}\) largely because of their heterogeneity and the potential for bias and/or confounding in the results.\(^\text{14}\)

The observed statistical association between an outcome and an intervention could be due to the effect of additional variables that might be responsible for the observed association: a confounder.\(^\text{15,16}\) Confounding is essentially a mixing of effects\(^\text{15}\) that occurs when a factor [confounder] associated with the intervention is also associated with the development of the disease or outcome of interest independently of the intervention. The confounding factor can affect the association between intervention and disease positively or negatively.\(^\text{14}\) For example, confounding by indication for treatment occurs when: [1] physicians prescribe one therapy over another depending on the severity of disease; [2] effectiveness measured by the outcome of interest is different from one drug compared with another in population with various severity levels; and [3] the severity of disease is a risk factor for the outcome of interest.\(^\text{14}\) In this case, apparent [ie estimated] treatment effects are confounded, that is they are not causal but they may actually be caused by the severity of disease that led to patients being prescribed a given treatment.\(^\text{18}\) The observed statistical association between an outcome and an intervention could also be the result of bias,\(^\text{13,17}\) ie systematic errors in the collection of data [sampling, disease, and exposure ascertainment] or its interpretation [Table 2].

Selection\(^\text{15}\) is one of the most frequently observed biases and can sometimes lead to confounding by indication, since it arises when the decision to administer a certain treatment is influenced by patient characteristics.\(^\text{17}\) In a population-based inception cohort, Lakatos et al.\(^\text{19}\) showed that the time to initiation of azathioprine therapy during follow-up depended on the disease behaviour at diagnosis, ie the severity of the illness. In a population-based cohort during 1979–2011, the results of Rungoe et al.\(^\text{20}\) showed an increased risk of surgery within the first year after diagnosis in current users of immunosuppressive and biological drugs, suggesting failure to respond to medical treatment. Selection bias also occurs when patients who agree to participate to the study may share a characteristic that makes them different from non-participants. For example, only patients with very severe disease may agree to participate or inversely, only patients with less severe disease. If this was the case, it would not be fair to conclude the effectiveness of the therapy for all

<table>
<thead>
<tr>
<th>Table 1. Differences between efficacy and effectiveness studies.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Condition of realisation</strong></td>
</tr>
<tr>
<td>Clinical trials</td>
</tr>
<tr>
<td>High selected, homogeneous population</td>
</tr>
<tr>
<td>Highly experienced and trained</td>
</tr>
<tr>
<td>Prescribed treatment regimen; strictly enforced and standardised</td>
</tr>
<tr>
<td>Regimented with schedule</td>
</tr>
<tr>
<td>Internal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Sources of bias in observational studies and advantages of randomised controlled trials [RCT].</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bias</strong></td>
</tr>
<tr>
<td>Selection</td>
</tr>
<tr>
<td>Attrition</td>
</tr>
<tr>
<td>Misclassification</td>
</tr>
<tr>
<td>Detection</td>
</tr>
<tr>
<td>Performance</td>
</tr>
</tbody>
</table>
the patients, since the observed treatment effect may be overstated [ie the treatment may be more likely to be given to patients with a good prognosis] or understated [ie the treatment may be more likely to be given to patients with a poor prognosis].

Another bias is attrition,17 which refers to selective loss to follow-up.17 Loss to follow-up can affect the validity and overall outcome of a study when one group of the study has a much higher attrition rate than the other group.17 It may lead to over- or under-estimating a treatment effect.17 Actually, it is possible that the high attrition rate occurred because the patients were unhappy with their treatment outcomes and sought other care providers. It is also possible that the high attrition rate is due to the success of the treatment, so that patients thought they no longer needed to see a physician.

Another bias is the misclassification which occurs when an exposure or outcome is incorrect or missing.17 When comparing two treatments [A and B], it is possible that some patients categorised as treatment A had in fact received B in the past. The treatment B may not have been recorded because it was before the time of data collection. This bias was well discussed after an analysis studying the impact of infliximab on serious infection in Crohn’s disease.22 In Lichtenstein et al.,22 a potential limitation of the data is that only medication use during the registry or during the period immediately before enrolment was considered. It is possible that some patients categorised as other-treatments only had in fact received infliximab in the more distant past.22 This misclassification can also be due to a lack of completeness. For effectiveness studies, no predefined schedule of visits or medical procedures is required and patients are not as rigorously monitored as in an RCT. As such, it is possible that some important data, such as drug exposure, outcome, or clinical data, are not captured.

One of the challenges of the effectiveness study is therefore to distinguish real treatment effects from those caused by bias or confounding. Consequently, effectiveness studies require methodology and statistical analyses to identify, and if possible eliminate, bias and/or confounding in order to not over- or under-estimate the effect of treatment.17 Government agencies and other funders have partnered with researchers to create guidelines for evaluating the validity of claims for intervention effectiveness; the International Society for Pharmacoeconomics and Outcomes Research14,23,24,25 has published Guidelines for Comparative Effectiveness Research Using Nonrandomised Studies in Secondary Data Sources. As reported by Berger et al.,23 a standardised approach to reporting observational studies should be adopted [Supplementary Table 1, available as Supplementary data at ECCO-JCC online], similar to the CONSORT [Consolidated Standards of Reporting Trials] recommendations26 which have been modified by STROBE [Strengthening the Reporting of Observational Studies in Epidemiology] statement.27 Another example is the initiative of Good Research for Comparative Effectiveness [GRACE].17 Its aim is to enhance the quality of observational comparative effectiveness research [CER] and to facilitate its use for decision-making about medical therapies.

3. Methodological Aspects

3.1. Developing a good study plan

The first point of the GRACE principles17 is the need to establish a specific study plan in advance of conducting the effectiveness research based on observational prospective study. The objectives, the patient population, and outcome measures of interest have to be clearly defined before starting the study. It is the only way to define precisely the data to be collected and the feasibility of the data collection for the study.17 In particular, the endpoints should be clearly stated, clinically relevant, and appropriate for measuring effectiveness.17 Due to the lack of guidelines, the selection of IBD endpoints and the timing of their evaluation remains an extensive debate in RCTs.21,29,30 For effectiveness research, a further constraint is the availability of relevant endpoints, since the chosen outcome must be part of daily practice. After the choice of the primary endpoint, groups of treatments have to be clearly defined and have to reflect the complexities of interventions as used in real practice settings.17

Comparisons with a number of real-world alternatives are preferable to a single comparator. Each treatment regimen has to be clearly defined by the dosage, the duration of treatment, and its eventual discontinuation.17

3.2. Selecting the optimal design

Observational studies of effectiveness should be designed in order to reduce potential bias.17,18,25 Selection of the design depends on the study question. In the case of effectiveness research, a follow-up of the patient is necessary [from induction of the treatment of interest to the outcome of interest]. The prospective cohort design [Figure 1] meets this requirement since the timing between drug exposure and outcome is well characterised.25 Each patient cohort corresponds to a drug exposure, and clinical endpoints are compared across the cohorts. A nested case-control study is composed of patient cohorts determined by the disease status [Figure 2]. Nested case-control studies are generally used for rare diseases.25 Even if disease

---

**Figure 1.** Illustration of cohort study design for responsiveness study to assess the relationship between biological drugs and abdominal surgery.
outcome is known for all cohort subjects, it may be too expensive to process information on covariates of interest for the entire cohort [for example, analysis of all samples of biological collection made at the time of inclusion in the cohort]. At least two groups of patients differing in outcome are then randomly selected and compared on the basis of causal factors, such as drug exposure. In these two previous designs [cohort and case-control], groups of patients may not be comparable at the induction of treatment [selection bias]. To overcome this problem, the matching case-control design [Figure 3] may be used: controls are sampled from the cohort and matched to cases on one or more attributes. The attributes are the main confounding factors.32,33

Waterman et al.34 has published a study based on a matched case-control design. The aim was to evaluate whether abdominal surgery performed after exposure to biological therapy results in an increase in postoperative complications. The cases were the patients with exposure to biologicals [infliximab and/or adalimumab] and the controls were patients with non-exposure to biologicals within 180 days before the date of operation. Cases and controls were matched according to four factors: the main operative procedure, the IBD subtype, the exposure to preoperative treatment within 7 days, and patient age at surgery. These factors were chosen since they are well-known to affect the risk of postoperative complications. This method is sometimes difficult to implement: even if a sample size is large, there can be many confounders within many categories and data can be sparse in some strata. The number of matching factors must be reasonable given the potential number of cases and controls. Therefore, this design does not always remove all potential bias.

Another method to address bias due to heterogeneous groups is the use of propensity scores [PS].35 The PS allows for control of many covariates [and their interactions] to be combined into a single-scale variable, namely the conditional probability of receiving the treatment given the observed covariates. PS are usually computed using logistic regression with treatment as a dependent variable and with all known and measured confounding factors as independent variables.36 Juillerat et al.37 studied the relationship between the use of proton pump inhibitors or histamine₂-receptor antagonists and incidence of ‘flares’ [hospitalisation/surgery and change in medication]. In an effort to reduce the number of variables that need to be adjusted, they matched exposed and unexposed patients to proton pump inhibitors and histamine₂-receptor antagonists on their PS. Propensity scores were based on all available patient characteristics. By using a matching on PS, a ‘quasi-randomised’ experiment is created. However, the PS only takes into account the observed covariates [cannot balance unmeasured covariates], unlike in an RCT for which randomisation of units of treatments gives a theoretical guarantee that there are no systematic differences between observed and unobserved covariates.38

4. Statistical Aspects

Even if the choice of the design is optimal for the research question and if the risk of bias is minimised, the implementation of robust statistical methodology is crucial to increase the validity of the results and allow their dissemination. The statistical analysis is dependent upon the research question and the study design.

4.1. Missing data

A particular challenge for effectiveness studies is the presence of non-responses and missing values, which may cause bias and cast doubt over any conclusions that can be drawn from the results.31

---

**Figure 2.** Illustration of nested case-control study design for responsiveness study to assess the relationship between biological drugs and abdominal surgery.

**Figure 3.** Illustration of matching case-control study design for responsiveness study to assess the relationship between biological drugs and abdominal surgery.
In classical multivariate analyses [linear regression, logistic regression, or survival analyses], patients are excluded if they are missing any values for a variable included in the model. Consequently, few missing observations across a number of variables can lead to an important loss of analysed patients. This kind of naïve analysis without adequate handling of missing data is known to lead to biased and less robust results. The simplest strategy consists in imputing the mean value for each missing observation or imputing the predicted value from a regression model. This approach is not recommended since it reduces the variability in the data. Multiple imputation [MI] has been shown to produce unbiased parameter estimates which reflect the uncertainty associated with estimating missing data. MI procedure replaces each missing value with a set of plausible values that represent the uncertainty about the right value to impute. These multiply-imputed data sets are then analysed by using standard procedures for complete data and combining the results from these analyses. Forrest et al. implemented MI in the context of a clinical study assessing the effectiveness of anti-TNF therapy. In this study, the data were extracted from the registry ImproveCareNow which comprised longitudinal records collected during outpatient encounters. The Short Pediatric Crohn’s Disease Activity Index [sPCDAI] was an eligibility criterion, 8% of the components were missing, and 41% of visits had at least one missing component. MI of components permits computation of the sPCDAI for all patients and without excluding too many patients.

4.2. Multivariate analyses

Multivariate models are the most common statistical method used to identify and adjust for factors predictive of disease course and outcome. Multivariate models can handle large numbers of covariates simultaneously, provided that the concept of parsimony is respected: it is more desirable to explain the outcome of interest with a simple model rather than a complex one. In order to evaluate the number of confounders which can be taken into account in the model, some recommendations have been published. Peduzzi and Concato evaluate the effect of the number of events per variable [EPV] analysed in proportional hazards regression analysis. For EPV values of 10 or greater, no major problems occurred. For EPV values less than 10, regression coefficients are biased in both positive and negative directions. Consequently, if 50 patients undergo surgery among a population of 500 patients, five factors can be included in multivariate analysis.

The use of the propensity score can provide clearly improved estimates of drug effects when one has relatively few events compared to the population of 500 patients, five factors can be included in multivariate analysis.

The use of the propensity score can provide clearly improved estimates of drug effects when one has relatively few events compared to the population of 500 patients, five factors can be included in multivariate analysis.

Time-dependent analysis is a particular case of multivariate analyses. Risk factors included in multivariate analysis are typically fixed covariates [their value will not change over the time] and mostly known at the start of the study. Fixed covariates include demographic information and baseline characteristics. Contrary to fixed covariate, a time-dependent covariate refers to a covariate that is not necessarily constant through the whole study and has different values at different time points. This is the case with treatment exposure. The naïve possibility to study the effect of a treatment is to perform a traditional Cox model by considering the treatment as a fixed factor, i.e. considering that the patient is treated whatever the duration of treatment and time of induction. It may seem more appropriate to use a time-dependent Cox regression model that takes into account that treatment may change over time. With time-dependent covariates, the ability to predict is usually lost because the values are unknown at baseline.

4.3. Stratified analyses

Stratified analysis is a fundamental methodology used in observational studies, such as cohort studies. It involves allocating data into subcategories, called strata, so that each subgroup can be observed separately. Subsequently, confounding factors are categorised and the sample is divided into strata, according to the number of categories of confounders. Interaction testing is then performed to assess the homogeneity of treatment effect between the strata. If the treatment effect is comparable within each stratum [no interaction detected], pooled effect estimates can be calculated. If treatment effect is different across the strata, results cannot be pooled and have to be interpreted separately. In a cohort study where patients are not always treated at the same period of their disease courses, the time of prescription has to be taken into account since the effect of biologicals may vary to the time of prescription. Runge et al. in a population-based cohort during 1979–2011, analysed two subgroups of patients based on when the drug was initiated [≤ 1 or > 1 year after diagnosis] and compared the rate of surgery among current drug users according to duration of use. In the subgroup of patients initiating treatment on either 5-amino-salicylic acid, topical or oral corticosteroids, or azathioprine, within the first year after diagnosis, the risk of surgery was significantly higher for patients treated for 3–11 months than those treated for less than 3 months. However, in patients initiating treatment more than 1 year after diagnosis, only the use of oral corticosteroids for > 3 months reduced the risk of surgery. The treatment effects were different across the subgroups corresponding to a time-stratified effect.

It should be noted that stratified analysis is feasible if there are not a lot of strata and if a only few confounders have to be controlled. When the number of potential confounders is large, stratification on the propensity score can offer a solution. Subjects are ranked according to their estimated propensity score and then stratified into subsets based on previously defined thresholds. In 1968, Cochran demonstrated that stratifying on the quintiles of a continuous confounding variable eliminated approximately 90% of the bias due to that variable. Within each propensity score stratum, treated and untreated subjects will have roughly similar values for the propensity score. Therefore, when the propensity score has been correctly specified, the distribution of potential confounding factors will be similar between treated and untreated subjects within the same PS stratum.

Nevertheless, the efficiency of a study can be affected dramatically by stratifying the data. The smaller the numbers within each stratum, the more extreme the variation in the results across the strata is likely to be. The rationale for stratified analyses should be defined before the study in order to strengthen the credibility of any findings and to have the statistical power to detect clinically significant differences. It should also be borne in mind that the false-positive rate increases as the number of comparisons increases. For this reason, interpretation of findings should always be made with great caution.
5. Conclusion

Efficacy evidence is generated from interventional studies, whereas effectiveness evidence is generated from real-life studies. The two are not mutually exclusive, as they provide different types of information for the clinicians. To generate robust and clinically relevant data, effectiveness studies have to be designed as prospective, with robust and thorough methodology. This should be predefined in order to minimise the risk of bias and confounders. In this regard, both the CESAME and I-CARE\(^{10}\) cohort studies have generated data that provide unique information in the field of IBD. Further effectiveness studies exploring newly approved IBD drugs, for example budesonide MMX,\(^{14}\) should be encouraged, to provide further evidence on effectiveness to support clinicians in their daily practice and inform therapeutic guidelines.
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