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Abstract

Abstract: \textbf{We describe and apply a recently proposed model [EPS 95, 45002 (2012)] using a Hamiltonian formalism for the study of Weibel-type instabilities in the relativistic limit. Taking advantage from the invariance of the generalized canonical momentum, it allows for a drastic reduction of the computational time when compared to the full Vlasov-Maxwell system of equations. Analytically, the model is exact and we recover the standard fluid dispersion relations in the case of the Weibel and filamentation instabilities, to be considered as out benchmark physical problems.}

1 Introduction

In these last decades, an intense research activity has been carried out for the study of the Weibel and Current Filamentation Instability (hereafter WI and CFI). Indeed, both instabilities are considered as basic processes in a plasma since associated to the possibility of generating "quasi-static" magnetic fields. The WI, first proposed by Weibel [1] (1959), is driven by the presence in the plasma of a thermal anisotropy, for example in the form of an electron bi-Maxwellian plasma with $T_\perp > T_\parallel$, where $\perp$ and $\parallel$ represent the perpendicular
and parallel direction with respect to the wave vector $k \equiv k_\parallel$. In this case, the micro-currents produced by any small perturbation, rearrange through the growing waves into filaments, and separate more and more, thus self-consistently generating a corresponding magnetic field [2].

A similar process occurs in the presence of an electron beam and its return current produced by the background plasma in order to maintain quasi-neutrality. Any infinitesimal transversal perturbation separates these currents that repeal each other, thus reinforcing the initial perturbation. As a result, a magnetic field similar to the Weibel case is generated by the CFI [3, 4]. This instability plays a key role in the context of laser plasma interaction, in particular concerning the problem of fast ignition [5]. In laser-plasmas, fast electron beams are routinely produced during the propagation of an ultra-intense, ultra-fast laser pulse, as shown by means of PIC simulations in the over-dense regime [6]. For an under-dense plasma, the CFI has been invoked in order to to explain the quasi-static magnetic fields observed in PIC simulations in the wake of the laser pulse [7]. The concept of CFI was first mentionned by Fried in Ref. [8] studying the propagation of counter-streaming beams.

The physical mechanisms underlying the development of both the Weibel and CF instabilities, is very similar and has to be found in the free energy stored in the initial phase space velocity anisotropy. In both cases, the initially unmagnetized system transforms the initial thermal, or kinetic, energy into magnetic energy associated to the generation of a dipolar magnetic field per wave-length. Due to the mathematical analogies, it is possible to describe both types of instability by the same analytical model based on the description of the perpendicular momentum space in terms of “streams”.

Furthermore it is worth noticing that the relativistic formulation of the Weibel instability remains a complex problem since temperature anisotropy distributions cannot be easily introduced starting from the standard Maxwell-Jüttner distribution. This important point of the relativistic kinetic theory was first pointed out by Yoon in Ref. [9] who proposed a modified Maxwell-Jüttner distribution to include temperature anisotropy. However, a straightforward extension of the non relativistic approach to the relativistic regime led to a substantial discrepancy between theory and simulations, as recently observed in PIC simulations [10]. Thus the choice of an equilibrium distribution function in the relativistic regime is still today an important open problem. However, the main difficulties when studying the non-linear evolution of Weibel-like instabilities arise from the complexity to follow numerically the dynamics in phase space, in particular in the relativistic regime where the standard splitting scheme [11] cannot be used.
Our aim here is to apply a new kinetic model, recently proposed in Ref. [12] making analytical calculations more tractable with respect to the full Vlasov-Maxwell system, but capable of representing the evolution of any anisotropic phase space distribution starting from a general initial condition. The model is here extended and apply to characterize the linear and nonlinear regimes of the instability till saturation. Such a detailed description of the different regimes is afforded by following each stream separately. Furthermore from a numerical point of view, the method also allows for a drastic reduction of the computational time.

We adopt a kinetic description and we compare our results with those obtained by solving the full Vlasov-Maxwell system of equations in the case of the CFI (see [13] and refs. therein) and of the WI [14]. The model, based on a Hamiltonian reduction technique, makes use of a multi-stream description in the limit of a one-dimensional plasma, where exact canonical invariants can be defined in the transverse direction to reduce the dimension of the momentum space (here $p_\perp$). The use of such invariants allows to find out a broad class of exact non-linear solutions of the Vlasov-Maxwell system. Our approach is similar to the one presented in Ref. [15] for a drift-kinetic model and in Ref. [16] for the study of magnetic reconnection. Finally, we note that since we are limited to a one-dimensional plasma, the coupling with the purely electrostatic two-stream instability is excluded.

The paper is organized as follows. In Section II we present the multi-stream model as derived from the Vlasov-Maxwell system. In Section III we recover the dispersion relation in the relativistic, fluid regime. The non-relativistic limit of the dispersion relation is discussed in Section IV where we specifically address the case of the CFI and of the WI. In Section V we present a numerical comparison of our multi-stream model with the full 1D-2V Vlasov-Maxwell system in the case of the CFI. A non-symmetric case of CFI is also investigated in this section, with particular emphasis on the efficiency of the model to describe the saturation mechanism of CFI in detail. Conclusions are given in Section VI.

2 The multi-stream Vlasov-Maxwell model

We consider a collisionless plasmas and we adopt a kinetic description since, at least concerning the instability saturation mechanism, kinetic effects dominate and are expected also to play a key role in the further non linear dynamics. We assume, as first, the ions as a fixed neutralizing background. The Vlasov
equation, self-consistently coupled to the Maxwell’s equations, reads:

\[
\frac{\partial F}{\partial t} + \frac{p_x}{m_e \gamma} \frac{\partial F}{\partial q} + e \left( \mathbf{E} + \frac{\mathbf{p} \times \mathbf{B}}{m_e \gamma} \right) \frac{\partial F}{\partial p} = 0
\]

(1)

\[
\gamma = \sqrt{1 + \frac{p^2}{m_e^2 c^2}}
\]

(2)

where \( F(q,p,t) \) is the electron distribution function and \( \gamma \) is the Lorentz factor. Here we limit our study to wave modes propagating along the \( x \)-direction and to a \( 2V \) \((p_x, p_y)\) momentum space with a magnetic field directed along the \( z \)-axis. In this case, the Vlasov equation possess an exact invariant giving the possibility to reduce the dimension of the momentum space. In our model, introduced in its main aspects in Ref. [25], the possibility of describing "exactly" the full dynamics in a reduced phase space is achieved by using a finite number \( N \) of "streams" (or bunches) of particles, whose dynamics is described by a kinetic Vlasov-type equation, independent of the transverse kinetic momentum of coordinate \( p_\perp \). In the following, we discuss in detail the main points of the model. We start by considering the Hamiltonian of one particle,

\[
H = m_e c^2 (\gamma - 1) + e\phi(x, t)
\]

(3)

where \( \phi \) is the electrostatic potential, \( m_e \) the electron rest mass and \( e \) the electron charge. By using the canonical momentum \( \mathbf{P}_c = \mathbf{p} + e \mathbf{A}_\perp \), where \( \mathbf{A}_\perp \) is the vector potential, the Lorentz factor, as defined in Eq. (2), can be expressed as

\[
\gamma = \left[ 1 + \left( \mathbf{P}_c - e \mathbf{A}_\perp (x, t) \right)^2 \right]^{1/2}
\]

(4)

Now, along the longitudinal \( x \)-direction, the canonical momentum simply reduces to \( P_{c,x} = p_x \), while in the perpendicular direction to \( \mathbf{P}_{c,\perp} = \mathbf{p}_\perp + e \mathbf{A}_\perp \) (note that the choice \( \mathbf{A} = \mathbf{A}_\perp \) corresponds to the choice of a Coulomb gauge \( \nabla \cdot \mathbf{A} = 0 \)). Thus the Hamilton equation \( \partial \mathbf{P}_c / \partial t = -\partial H / \partial \mathbf{q} \) can be split into the longitudinal and perpendicular direction:

\[
\frac{dP_{c,x}}{dt} = -\frac{\partial H}{\partial x}
\]

(5)

\[
\frac{d\mathbf{P}_{c,\perp}}{dt} = -\frac{\partial H}{\partial \mathbf{q}_\perp} = 0
\]

(6)
since the Hamiltonian, as defined in Eq. (3), does not depend on the transverse spatial coordinates.

Owing to the invariance of the generalized canonical momentum, we can represent the plasma evolution by a class of initial conditions invariant under the dynamics. Without loss of generality, we represent the plasma in term of $N$ bunches of particles, each "stream" $j$, $j = 1, \ldots, N$, having the same initial perpendicular momentum $P_{c,\perp} = C_j = \text{const}$.

Using Eq. (5), we consider, for each $j$-th particle population, a distribution function $f_j (x, p_x, t)$ that must satisfy a reduced Vlasov-type equation. The Hamiltonian of a particle belonging to the $j$-stream, is given by:

$$H_j = m_e c^2 (\gamma_j - 1) + e\phi(x,t)$$

From Eq. (4), the $\gamma_j$ Lorentz factor for the $j$-stream now reads:

$$\gamma_j = \left[ 1 + \frac{p_x^2}{m_e^2 c^2} + \frac{(C_j - eA_{\perp}(x, t))^2}{m_e^2 c^2} \right]^{1/2}$$

The $j$-stream is described by the distribution function $f_j$ that must satisfy a "reduced" Vlasov equation:

$$\frac{Df_j}{Dt} = \frac{\partial f_j}{\partial t} + [f_j, H_j] = 0$$

where $[f_j, H_j]$ represents the standard Poisson bracket. By casting Eqs. (7)-(9), we obtain the reduced Vlasov-type equation for the $j$-stream:

$$\frac{\partial f_j}{\partial t} + \frac{p_x}{m_e \gamma_j} \frac{\partial f_j}{\partial x} + \left( eE_x - \frac{1}{2m_e \gamma_j} \frac{\partial}{\partial x} (C_j - eA_{\perp})^2 \right) \frac{\partial f_j}{\partial p_x} = 0$$

These $N$ equations, representing what we defined as the multi-stream model, must be now coupled to the Maxwell’s equations. By using the Poisson equation in the form

$$\frac{\partial E_x}{\partial x} = \frac{e}{\varepsilon_0} (n(x,t) - n_0)$$

where $n$ is the density defined by

$$n(x,t) = \sum_{j=1}^{N} \int_{-\infty}^{+\infty} f_j(x,p_x,t) \, dp_x$$

we can cast the Maxwell equations into a single one for the perpendicular potential vector $A_{\perp}$:

$$\frac{\partial^2 A_{\perp}}{\partial t^2} - c^2 \frac{\partial^2 A_{\perp}}{\partial x^2} = \frac{1}{\varepsilon_0} \sum_{j=1}^{N} J_{\perp,j}(x,t)$$
where $\mathbf{J}_{\perp,j}$ is the perpendicular current associated with the particle population $j$, i.e. the $j$-stream, and defined by:

$$\mathbf{J}_{\perp,j} = \frac{e}{m} (C_j - eA_\perp) \int_{-\infty}^{+\infty} \frac{f_j}{\gamma_j} dp_x$$  (14)

In summary, our multi-stream model is given by $N$ reduced Vlasov equations of type (10) for each $j$-stream, self-consistently coupled to the electrostatic longitudinal field $E_x$, Eq. (11), and to the potential vector $\mathbf{A}_\perp$, Eq. (13). One remark must be pointed out:

The full distribution function $F(x,p_x,p_\perp,t)$ can now be written as a sum of Dirac distributions:

$$F(x,p_x,p_\perp,t) = \sum_{j=1}^{N} f_j(x,p_x,t) \delta (p_\perp - (C_j - eA_\perp(x,t)))$$  (15)

thus, reducing the 3D phase space into a 2D one (plus $N$ values for the corresponding $C_j$).

In the case of a two-dimensional $(x,y)$ plasma, the $z$-direction is thus reduced to the $p_z$ component perpendicular to the $(x,y)$ plane. Since the corresponding Hamiltonian does not depend on the variable $z$, as $F$ indeed, it is possible to find a canonical invariant $P_{c,z} = p_z + eA_z$ with a potential vector of the type $\mathbf{A} = A_z(x,y,t)\mathbf{e}_z$. Thus, the condition we need to make use of the conservation of the transverse canonical momentum to reduce the phase space dimension, is the possibility to separate the electrostatic and electromagnetic contributions in the electric field $\mathbf{E} = -\partial \mathbf{A}/\partial t - \nabla \phi$.

3 The multi-stream model in the fluid approximation

We now derive the dispersion relation of Weibel-type instabilities in the fluid limit making use of the multi-stream model. We consider in Eq. (15), the case $N = 1$, corresponding to a cold plasma distribution function in the perpendicular direction. This limit has been intensively investigated in the context of laser-plasma interaction, in particular for the study of parametric Raman-type instabilities in the semi-relativistic [17] and strongly relativistic regime [18], or in the study of self-induced transparency in over-dense plasmas [19].

The "multi-fluid" model is obtained by taking the moments of the Vlasov equation, Eq. (10). Let’s now introduce, for each $j$-stream, the density $n_j$, the
averaged longitudinal momentum \( u_j \) and a mean Lorentz factor \( \tilde{\gamma}_j \). Without loss of generality, we assume a linearly polarized electromagnetic wave. We can write the potential vector and the transverse canonical momentum in the form:

\[
\mathbf{A}_\perp = A_y(x,t) \mathbf{e}_y; \quad \mathbf{P}_{c,\perp} = P_{c,y} = \text{const} = C_j \mathbf{e}_y
\]  

which corresponds to the most general case due to the \( x \)-axis symmetry. Here \( C_j \) is a constant. For each \( j \)-stream, the continuity, motion and Poisson equations can be written as:

\[
\frac{\partial n_j}{\partial t} + \frac{\partial}{\partial x} \left( n_j u_j \frac{1}{m_e \tilde{\gamma}_j} \right) = 0
\]  

\[
\frac{\partial u_j}{\partial t} + \frac{u_j}{m_e \tilde{\gamma}_j} \frac{\partial u_j}{\partial x} = eE_x - \frac{1}{2m_e \tilde{\gamma}_j} \frac{\partial}{\partial x} (C_j - eA_y)^2
\]  

\[
\frac{\partial E_x}{\partial x} = \frac{e}{\varepsilon_0} \left( \sum_{j=1}^{N} n_j(x,t) - n_0 \right)
\]

Using Eq. (13), we obtain the following equation for the vector potential:

\[
\left( \frac{\partial^2}{\partial t^2} - c^2 \frac{\partial^2}{\partial x^2} + \sum_{j=1}^{N} \frac{e^2}{m_e \varepsilon_0} \rho_j \right) A_y = \frac{e}{m_e \varepsilon_0} \sum_{j=1}^{N} C_j \rho_j
\]

where \( \rho_j \) is the "stream" density defined as:

\[
\rho_j = \int_{-\infty}^{+\infty} \frac{f_j}{\tilde{\gamma}_j(x,p_x,t)} dp_x
\]

Finally, the fluid limit of the Lorentz factor is obtained from Eq. (8):

\[
\tilde{\gamma}_j = \left[ 1 + \frac{u_j^2}{m_e^2 c^2} + \frac{(C_j - eA_y(x,t))^2}{m_e^2 c^2} \right]^{1/2}
\]

From Eqs. (17) to (20), together with the definition of the "stream" charge density and of the "averaged" Lorentz factor, Eqs. (21)-(22), represent a closed system.

We now make a linear, normal modes analysis around an equilibrium characterized by a mean density \( n_{0,j} \) (for the stream \( j \)) and a zero mean velocity \( u_{j0} \). We write the fluctuating quantities, i.e. the density, velocity, vector potential, longitudinal electric field, as \( \delta n_j, \delta u_j, \delta A_y, \delta E_x \). By linearizing Eqs.
(17) to (20) and performing a Fourier transform in time \((\partial/\partial t = -i\omega)\) and

\[
\frac{ik\delta n_j}{m_e\Gamma_{0,j}} \delta u_j = 0 \quad (23)
\]

\[
-i\omega \delta u_j = e\delta E_x + \frac{ie\delta}{m_e\Gamma_{0,j}} C_j \delta A_y \quad (24)
\]

\[
ike \delta x = \frac{e}{\varepsilon_0} \sum_{j=1}^{N} \delta n_j \quad (25)
\]

\[
\left( -\omega + k^2 c^2 + \sum_{j=1}^{N} \frac{\omega_{p,j}^2}{\Gamma_{0,j}} \right) \delta A_y - \sum_{j=1}^{N} \frac{\omega_{p,j}^2 C_j^2}{m_e^2c^2 \Gamma_{0,j}^3} \delta A_y = \frac{e}{m_e\varepsilon_0} \sum_{j=1}^{N} \frac{C_j \delta n_j}{\Gamma_{0,j}} \quad (26)
\]

where \(\omega_{p,j} = n_{0,j} e^2 / m_e\varepsilon_0\) is the "plasma frequency" of the \(j\)-stream and the

quantity \(\Gamma_{0,j}\) corresponds to the zero-order Lorentz factor:

\[
\Gamma_{0,j} = \sqrt{1 + \frac{C_j^2}{m_e^2c^2}} \quad (27)
\]

Note that, in Eqs. (25) and (26), we have imposed, at zero order, the charge

neutrality condition and an initial zero net current:

\[
\sum_{j=1}^{N} n_{0,j} = n_0 \quad (28)
\]

\[
\sum_{j=1}^{N} \frac{C_j n_{0,j}}{\Gamma_{0,j}} = 0 \quad (29)
\]

By solving the algebraic system of equations, Eqs. (23)-(26), we finally get

the dispersion relation of our multi-streams fluid system:

\[
\left( 1 - \sum_{j=1}^{N} \frac{\omega_{p,j}^2}{\omega^2 \Gamma_{0,j}} \right) \left\{ -\omega^2 + k^2 c^2 + \sum_{j=1}^{N} \frac{\omega_{p,j}^2}{\Gamma_{0,j}^3} + \frac{k^2 c^2}{\omega^2} \sum_{j=1}^{N} \frac{\omega_{p,j}^2 C_j^2}{\Gamma_{0,j}^3 m_e^2 c^2} \right\} = -\frac{k^2 c^2}{\omega^2} \left( \sum_{j=1}^{N} \frac{\omega_{p,j}^2 C_j}{\Gamma_{0,j}^2 m_e c} \right)^2 \quad (30)
\]

The analytical formulation of the linear dispersion relation, Eq. (30), as a

discrete summation over a collection of streams, provides a general and exact

approach to take into account any anisotropy of the distribution function.
4 The multi-stream model in the weak relativistic regime

From a mathematical point of view, the multi-stream model can be seen as a "reduction technique" of the phase space dimension, due to the elimination of the perpendicular momentum $p_\perp$ that remains hidden in the streams $C_{\perp,j}$. Of course, an accurate description of a continuous distribution in $p_\perp$, can be obtained only using a large value of $N$. However, in the case of the Weibel instability, the macroscopic description requires only the first moments (see for instance Ref. [20]), indicating that only a small number of streams is necessary to give a complete description of this instability. For the CFI, only two streams can be used to describe the instability.

The use of exact invariants simplify the analysis of a Hamiltonian system such as the Vlasov system. For example, in the $(x,p)$ phase space, the exchange of perpendicular momentum is described by the partial derivatives $\partial/\partial p_\perp$. From a numerical point of view, the derivative operator $\partial/\partial p_\perp$ has to be approximated by some finite difference scheme. Therefore a minimum size for the mesh in the perpendicular space $p_\perp$ is required and we are faced with the usual sampling problem; on the other hand, a multi-stream description can be used even with a small number of streams, sometimes $N = 2$ or $N = 3$, or even with $N = 1$, with a significative reduction of the numerical effort. The particular case $N = 2$ corresponds, as already noted, to the current filamentation instability. In the limit of two initial "streams", $N = 2$, Eq. (30) reduces to the counter-streaming instability in the relativistic regime, in agreement with Pegoraro et al. [21].

The interesting result is the fact that Eq. (30) contains only quadratic terms in $C_j$. Furthermore, it is always possible to define the quantity

$$\sum_{j=1}^{N} \omega^2_{p,j} C^2_j / \Gamma^3_0 m^2_e c^2$$

that can be view as a "relativistic temperature". We also note that in the non relativistic regime, it is easy to construct the different streams associated to a distribution function characterized by a density $n_0$ and a perpendicular thermal velocity $v_{th}$, as we will see, in the form $\sum_{j=1}^{N} \omega^2_{p,j} C^2_j / m^2_e = \omega^2_p v_{th}^2$, allowing one, for example, to recover exactly the Weibel dispersion relation. Finally, from Eq. (30) we point out that:

(i) It is possible to recover the non relativistic regime by taking the limit $\Gamma_0,j \to 1$ in Eq. (30). Thus, in a multi-stream framework, the non relativistic
dispersion relation of a Weibel-type instability is given by:

\[ k^2 c^2 + \omega^2 - \omega^2 + \frac{k^2 c^2}{\omega^2} \sum_{j=1}^{N} \frac{\omega^2_{p,j} C_j^2}{m_e^2 c^2} = 0 \]  

(31)

This equation shows that the longitudinal, purely electrostatic, and the transverse, purely electromagnetic, contributions are decoupled.

(ii) We can discretize the streams "coarsely", since there is no exchange of particles between the different populations, as known for other Hamiltonian systems, as for example in the water bag model [22, 23] or in the contour dynamics technique [24].

In the following, we consider two basic examples of instability in the non-relativistic regime and in the approximation of a cold longitudinal plasma temperature.

### 4.1 The current filamentation instability

We take the limit \( N = 2 \). Following Eq. (15), it is possible to represent the initial distribution function in the following form:

\[ F(x, p_x, p_y, t = 0) = n_0 \delta(p_x) G(p_y) = n_0 \delta(p_x) \sum_{j=1}^{2} F_j \delta(p_y - C_j) \]  

(32)

where the quantities \( F_j \) are just normalization factors. We consider the case of the CFI. This instability is driven by electron momentum anisotropy in velocity space, corresponding to two counter-streaming electron beams of momentum \( p_{0,1} < 0 \) and \( p_{0,2} > 0 \) and densities \( n_{0,1} \) and \( n_{0,2} \). Quasi-neutrality imposes that the total net current must be zero, corresponding to the condition \( n_{0,1} p_{0,1} + n_{0,2} p_{0,2} = 0 \), or

\[ \sum_{j=1}^{2} n_{0,j} C_j = 0 \]  

(33)

In Fig. 1 we show a schematic representation of the function \( G(p_y) \) as represented by the two invariants \( C_1 = p_{0,1} \) and \( C_2 = p_{0,2} \). Since the plasma density is normalized to one, \( \int F(x, p_x, p_y, t) dp_x dp_y = 1 \), we get:

\[ \int G(p_y) dp_y = \sum_{j=1}^{2} F_j = F_1 + F_2 = 1 \]  

(34)
By considering the non relativistic limit, $\Gamma_{0,j} = 1$, charge neutrality and zero net current conditions, Eqs. (28) and (33), reduce to

$$n_{0,1} + n_{0,2} = n_0; \quad n_{0,1}C_1 + n_{0,2}C_2 = n_{0,1}p_{0,1} + n_{0,2}p_{0,2} = 0 \quad (35)$$

from which we get

$$\sum_{j=1}^{2} C_j^2 n_{0,j} = -n_0 C_1 C_2 = -n_0 p_{0,1} p_{0,2} \quad (36)$$

By replacing this expression in the dispersion relation, Eq. (31), we recover the standard dispersion relation for the non relativistic CFI:

$$\omega^4 - (k^2 c^2 + \omega_p^2) \omega^2 + \omega_p^2 k^2 c^2 \frac{p_{0,1} p_{0,2}}{m_e^2 c^2} = 0 \quad (37)$$

in agreement with Refs. [27, 28] where the CFI dispersion relation is obtained from the fluid equations in the relativistic regime.

### 4.2 The case of the Weibel instability

By taking $N = 3$ streams, it is possible to recover the Weibel dispersion relation driven by a temperature anisotropy in velocity space. In Fig. 2 we show a schematic representation of this system and we define an initial distribution function $F$ in the form of a superposition of three of streams:

$$F(x, p_x, p_y, t = 0) = n_0 \delta(p_x) G(p_y) = n_0 \delta(p_x) \sum_{j=1}^{N=3} F_j \delta(p_y - C_j) \quad (38)$$

Let’s now consider a homogeneous Maxwellian distribution function $F(p)$, of corresponding density $n_0 = 1$ and thermal velocity $v_{th} = \sqrt{k_B T/m_e}$. The zero order momentum $\iint F(p) \, dp_x dp_y = n_0$ in a multi-streams approach, is given by:

$$\int G(p_y) \, dp_y = \sum_{j=1}^{3} F_j = 1 \quad (39)$$

The first-order $p_y$-momentum $\iint p_y F(p) \, dp_x dp_y = 0$ and imposing the zero net current condition, Eq. (33), reads:

$$\sum_{j=1}^{3} C_j F_j = 0 \quad (40)$$
Assuming a symmetry property, i.e. $C_2 = 0$ and $F_1 = F_3$, we get $C_1 = -C_3$. Then, by using higher order momenta,

$$\int p_y^2 F(p) \, dp_x dp_y = n_0 m_e^2 v_{th}^2$$  \hspace{1cm} (41)

$$\int p_y^4 F(p) \, dp_x dp_y = 3 n_0 m_e^4 v_{th}^4$$  \hspace{1cm} (42)

and using Eqs. (38), (41) and (42), we obtain the following relations:

$$\sum_{j=1}^{3} C_j^2 F_j = 2 F_1 C_1^2 = m_e^2 v_{th}^2$$  \hspace{1cm} (43)

$$\sum_{j=1}^{3} F_j C_j^4 = 2 F_1 C_1^4 = 3 m_e^4 v_{th}^4$$  \hspace{1cm} (44)

By solving Eqs. (39), (43) and (44) we get $F_1 = F_3 = 1/6$, $F_2 = 2/3$ and $C_3 = -C_1 = \sqrt{3} m_e v_{th}$. By using these parameters in Eq. (31), we finally recover the well-known dispersion relation, first obtained by Weibel [1]:

$$\omega^4 - (\omega_p^2 + k^2 c^2) \omega^2 - \omega_p^2 k^2 v_{th}^2 \omega^2 = 0$$  \hspace{1cm} (45)

5 Numerical comparison between the full kinetic approach and the reduced Vlasov models

5.1 The Vlasov simulation (V-model)

We now focus on the numerical study of the current filamentation instability aiming at comparing, in the 1D-2V limit, the full Vlasov - Maxwell system, Eqs. (46), (47), (48), with the reduced Vlasov-Maxwell model presented in Section 2, Eqs. (10), (11), (13). In the following, these models will be referred as the V-model and the R-model model, respectively.

The V-model is solved by making use of a phase space code based on a semi-lagrangian algorithm [29] that integrates the following set of equations. From Eq. (1), the 1D-2V Vlasov equation reads,

$$\frac{\partial F}{\partial t} + \frac{p_x}{m_e \gamma} \frac{\partial F}{\partial x} + e \left( E_x + \frac{p_x B_z}{m_e \gamma} \right) \frac{\partial F}{\partial p_x} + e \left( E_y - \frac{p_x B_z}{m_e \gamma} \right) \frac{\partial F}{\partial p_y} = 0$$  \hspace{1cm} (46)
self-consistently coupled to the Maxwell’s equations:

\[
\frac{\partial B_z}{\partial t} = -\frac{\partial E_y}{\partial x} \tag{47}
\]

\[
\frac{\partial E_y}{\partial t} = -c^2 \frac{\partial B_z}{\partial x} - \frac{J_y}{\varepsilon_0} \tag{48}
\]

where the current, in the transverse direction, is given by

\[
J_y(x,t) = -e \int \frac{p_y}{m_e \gamma} F(x, p_x, p_y, t) \, dp_x dp_y \tag{49}
\]

The longitudinal component of the electric field \(E_x\) is obtained from the Poisson equation, Eq. (11), where the electron density \(n(x,t)\) is given by

\[
n(x,t) = \int F(x, p_x, p_y, t) \, dp_x dp_y \tag{50}
\]

The R-model is integrated by solving the \(j\)-Vlasov equations as written in Eq. (10), with \(N = 2\), self-consistently coupled with the Maxwell and Poisson equations. In this case, the fields are defined in Eqs. (12) and (14) for the electron density and the current density, respectively.

A set of numerical simulations has been performed for the case of the CFI in the relativistic regime. Both models are initialized by two counter-propagating streams. The initial distribution function is composed of a bi-Maxwellian distribution with beam momenta centered at \(p_{01}/m_e c = -3.0e_y\) and \(p_{02}/m_e c = -(n_{0,1}/n_{0,2}) p_{01}/m_e c\). The d.f. is perturbed by purely transverse magnetic fluctuations (on the magnetic \(B_z\)-component) with wave vector \(k_0 = k_0 e_x\), perpendicular to the electron beams. For the sake of simplicity, we have chosen a symmetric case of equal beam densities, \(n_{01} = n_{02} = 0.5n_0\), corresponding to \(p_{02}/m_e c = 3.0e_y\).

From now on, we use the electron mass and charge, the velocity of the light, the plasma frequency and the electron skin depth as characteristic quantities to normalize the equations. The magnetic and electric fields are normalized to \(B = E = m_e c \omega_p / e\). The numerical space domain, in dimensionless units, is \(L_x = 2\pi\), such that the largest wave lengths are typically the most unstable and we excite initially only the largest one admitted in the numerical domain, corresponding to \(k_0 = 1\). The initial magnetic perturbation, in dimensionless units, is given by:

\[
B_z = a_0 \sin(k_0 x) \tag{51}
\]

where \(a_0 = 10^{-4}\) is the (small) initial amplitude given in dimensionless units. In the V-model, we take an initial electron plasma temperature \(T_e = 2keV\) in
both the $p_x$ and $p_y$ directions. In the R-model instead, only the $p_x$ direction has a non zero temperature and we keep the same temperature as in the V-model. The phase space sampling in the V-model is $N_x N_{p_x} N_{p_y} = 256 \times 257^2$, i.e. $1.69 \times 10^7$ grid points. The phase space sampling in the R-model is $N_x N_{p_x} = 512 \times 513$ grid points. The time step used in both simulations is $\Delta t = 0.003$.

In Fig. 3, we plot the time evolution of the magnetic energy resulting from the numerical solution of the V-model. During the linear phase, $10 < t < 25$, the initial perturbation with wave vector $k = 1$ grows with a growth rate $\eta_{V\text{-model}} \simeq 0.47$, in agreement with the theoretical value, $\eta_{th} = 0.47$, obtained by solving the dispersion relation of the CFI, Eq. (30). The same curve (not shown here) has been obtained by using the multi-stream R-model initialized with two streams only, i.e. $N = 2$ in Eq. (30).

The relativistic dispersion relation of the CFI in a collisionless plasma [25] and its role as a driver of non linear dynamics leading to wave-breaking processes [26], has been studied many years ago in the framework of a fluid-type description involving two electron fluid populations. These results show that wave-breaking spontaneously develop during the early non linear phase of the process of generation of quasi-static magnetic fields. However, both processes in a collisionless, plasma, are saturated by particle trapping effects as shown, in the non relativistic limit, in Ref. [28], thus requiring a fully kinetic approach.

Our kinetic V-model approach confirms the occurrence of wave breaking, as shown in Fig. 4, top panel, where we plot the time evolution of the electron density at $x = \pi/2$ corresponding to the magnetic peak location. In the bottom panel, we show the same plot for the longitudinal electric field $E_x$. We see that the instability has saturated, but showing the occurrence of several plasma wave breaking events characterized by strong density peaks reaching more than three times the initial density mean value.

The first wave-breaking scenario, characterized by the strongest density peak, is observed during the saturation phase, at $t \simeq 34.3$. Such event can be considered as the final explosive phase of the cavitation process started around $t \simeq 25$.

In Fig. 5, top to bottom, we show the spatial profiles at $t = 30$ of the longitudinal electric field $E_x$, the electron density $n_e$ and the magnetic field $B_z$ in normalized units. We see the formation of two spikes (per perturbation wavelength) associated to a wave breaking process able to produce particle acceleration depending on the initial temperature. We underline that the kinetic description adopted here allows to follow in detail the non linear relativistic dynamics associated to the cavitation process. Indeed, it provides the physically correct saturation mechanism (electromagnetic particle trapping) for the
instability as well as for wave breaking, thus stopping the local growth of the singularity. The impact of particle trapping on the d.f. shape is shown in Fig. 6 where we draw, at $t = 30$, the $p_y \,(p_x)$ averaged distribution function in the $(x, p_x) \,((x, p_y))$ phase space, top (bottom) panel. Similar to the electrostatic case, the d.f. filaments in the $(x, p_x)$ phase space evolves more and more towards vortex-like configurations. However, here the electromagnetic nature of the trapping process is visible in the $x - p_y$ phase space, bottom panel. We see that also in $p_y$ the beams, concentrated around the electrostatic peaks, rotate around the maxima of the self-generated magnetic field, in agreement with non relativistic results presented in Ref. [13].

It is worth to underline that, even if the phase space dynamics evolution is quite complex, both beams maintain their initial transverse shape indicating that each beam keeps constant its initial "temperature", as a consequence of the invariance of the perpendicular canonical momentum. It is this Hamiltonian constraint that allows us to built the multi-stream model.

In Fig. 7 we show the electric field, the density and the magnetic field as in Fig. 5, but at a later time, $t = 33$. We see that the peaking process of the electric field and the density has saturated creating localized wider structures, but with a reduced amplitude, around the regions where the absolute amplitude of the magnetic field is maximum. These structures have the shape of strong density cavities centered at $x_1 = \pi/2$ and $x_2 = 3\pi/2$. The electric and magnetic field are concentrated inside such cavities where the maximum value of the density at the boundaries becomes several times (more or less three times) the initial density value. In Fig. 8 we show the $(x, p_x)$ and $(x, p_y)$ phase space at $t = 33$, analogous to the one shown in Fig. 6. We see that the previous vortex structures, typical of a regime where particle trapping is dominated by the electrostatic longitudinal component, have now been replaced by a stretched pattern driven by the magnetic force. Indeed, the magnetic to the electrostatic ratio, of order one at $t = 30$, has increased by a factor of five during the cavitation process.

In Fig. 9 we show the electron density and the magnetic field in the $x - t$ plane, still obtained using the V-model. We see, at saturation, $t \simeq 30$, the formation of two main density spikes located in $x = 0, \pi$. Then, the density spikes propagate at nearly constant velocity, $v \approx 0.37$, leading to the formation of two cavities delimited by the density spikes themselves. In the cavities we observe the concentration of the $z$-component of the magnetic field with a local plateau. We note that these processes repeat periodically and occur on a characteristic time scale of the order of the inverse of the plasma frequency. The electron non linear dynamics shown in Fig. 9, is a clear indication of the lack here of a new "meta stable" Vlasov equilibrium, as instead often observed
in the electrostatic limit in the presence of particle trapping processes leading to the formation of vortex structures in phase space. In other words, the electron population here do not tend to relax towards any asymptotic Vlasov equilibrium, as for example the so called BGK states typical of a 1D-1V non-relativistic electrostatic system where the ions, pushed by the "static" dipolar electric field, play a key role in the long time dynamics of the system [30]. Here instead, the system evolves on the electron time scale and it is not significantly affected by the ion’s motion (as observed in the same simulation, but allowing the ions to move).

5.2 The multi-stream simulation (R-model)

We present now the results of a numerical simulation performed with the R-model using the same set of physical parameters as in the previous case of the V-model simulation, Section 5.1. All quantities are in dimensionless units as in the previous V-model case. First of all, we note that in the reduced Vlasov equation, Eq. (10), the index $j$ is nothing but a label since no differential operator is carried out on the variable $p_y$. What we actually do is to bunch together particles within the same stream $j$ and let each stream evolve following the reduced Vlasov equation. The different streams are coupled through the Poisson’s equation (11) and the Maxwell equations, Eqs. (47) and (48). As a result, the multi-stream model, that relies on the invariance of the perpendicular canonical momentum, gives a correct description of the plasma dynamics even using a small number of streams.

In Fig. 10 we show the "averaged" electron distribution function at $t = 30, 33, 36$ in the $(x, p_x)$ phase space resulting from the contribution of both beams, $\sum_{j=1,2} f_j (x, p_x, t)$. These results must be compared with the analogous ones obtained by means of the V-model and presented in Figs. 6 and 8, top panels. We see that the evolution of the d.f. iso-lines in phase space are very accurately reproduced by the R-model. However, the use of the R-model allows us to separate the specific contributions of each beam during the development of the CFI. In particular, let’s now focus our attention on the dynamics of the second beam. In Fig. 11, we show the phase space distribution function of the second stream, $f_2 (x, p_x, t)$, at the same times as in Fig. 10, $t = 30, 33, 36$. By taking the zero moment of the distribution $f_2 (x, p_x, t)$, we plot in Fig. 12 the corresponding electron density, i.e. the density associated to the second electron beam.

In Fig. 11 we observe the initial electron stream acquiring a $p_x$ momentum component, comparable to the initial $p_y$ one, due to the rotation around the self-generated magnetic field. At the same time, local density (and electric)
spikes are produced by large amplitude plasma fluctuations [31], pumped by the electrostatic electric field component driven non linearly by the CFI (see Ref. [28], Fig. 6 in the non relativistic limit). These spikes last for a few plasma times at a given spatial location (see Fig. 12) before disappearing, but sufficiently long to accelerate bunch of particles at energies larger then the initial ones, eventually leading to the formation of filaments starting from the central bulk of the distribution function and winding up more and more in phase space (see Fig. 11, central and bottom panels). Thus the analysis of a specific beam (in this case the second one) allowed by the R-model shows the mechanism of particles acceleration as a consequence of wave breaking events. The particles then evolve in phase space due to the combined effects of the ballistic motion in the presence of electromagnetic forces.

5.3 A non-symmetric case for CFI % added sub-section %

In this section we give a last example concerning a non symmetric case of CFI instability. Identifying the magnetic field amplification mechanism and the resulting coupling with particles in the saturation regime is the key for a better understanding of CFI or Weibel-type instabilities. The small spatio-temporel scales that are accessible to global Vlasov-Maxwell simulations and the constraints on computational time and phase space sampling imply that, such global simulations can often not be applied to examine in detail both aspects of magnetic field amplification and the resulting wave-particle dynamics. Our multi-stream model can give important insight into kinetic processes leading to the saturation process itself. By selecting appropriate initial particle “bunches”, the phase space structures can be isolated and examined in detail, allowing to separate the different physical processes linked to each beam.

We consider a slightly different case where the system is initially non symmetric leading to a different structure of the wave breaking process. As first, using the V-model, we have carried out a numerical simulation with parameters $n_{0,1} = 0.4$ and $p_{0,1} = 4$ for the first beam and $n_{0,2} = 0.6$ and $p_{0,2} = -n_{0,1}p_{0,1}/(n_{0,2} \gamma_{0,1}) \approx -0.85$ for the second counter-propagating beam. Both streams have the same temperatures, namely $T_{ex} = T_{ey} = 2keV$. The phase space sampling is $N_x N_p_x N_p_y = 256 \times 257^2$ in the full Vlasov simulation (the V-model). The perturbation amplitude for the magnetic field is given by $\delta B_0 = 10^{-5}$ and we excite the same wave vector $k_0 = 1$.

In Fig 13 we draw the time evolution of the (longitudinal) electrostatic energy in top panel together with the corresponding evolution of the electron
density measured at the middle of the box. As expected the electron density in Fig 13 reveals a successive of strong density peaks as the result of several wave breaking processes. The same simulation has been now carried out by means of the R-model and the corresponding time evolution of the electrostatic energy is plotted on top panel in Fig. 14. We observe a very good agreement with the numerical results of Fig. 13 obtained with the V-model. The oscillatory behaviour observed in the electrostatic energy takes place during the saturation phase of CFI. The bottom panel in Fig. 14 shows the standard evolution of the magnetic energy: in the linear phase the magnetic energy increases linearly (in a logarithmic scale) with a numerical growth rate of $\gamma_{num} \simeq 0.393$ in very good agreement with the theoretical value of $\gamma_{th} = 0.398$, followed by the regime of saturation till $t \geq 35$. The nature of the wave-breaking changes going from the symmetric to the non-symmetric case. The occurrence of strong wave-breaking associated with the formation of two density spikes and the occurrence of a rotating structure in phase space in the fast stream; finally, a large cavitation in the density takes place for the slow electron population.

In Fig. 15 we focus on the shaded isocontours of the electron distribution function corresponding to the fast beam (i.e. with a transverse momentum of $p_{0,1} = 4$ in normalized units). The phase space structures reveal that the growing magnetic fields modify the electron trajectories of the fast beam which now becomes magnetically trapped. In this last case we have used a finer $x - p_x$ phase space mesh grid with $N_x N_{p_x} = 513^2$ grid points. In Figs. 15 electrons make a global rotation between times $t = 33.8$ (the vertical arrow indicates here the “initial” position of the filament around the peak of density) and the final time $t = 48.8$. At that instant, the filament, located inside the magnetically trapping structure, exhibits a similar shape in comparison to the start time $t = 33.8$. Thus the corresponding magnetic bounce frequency is close, in dimensionless units, to $\omega_B \simeq 0.40$ (or equivalently to a bounce period of $T_B = 15.48$, i.e. the time during three successive peaks in electron density in bottom panel in Fig. 13). The simulation is thus consistent with the magnetic trapping saturation theory as suggested by Davidson et al in [32]. In particular in magnetic trapping theory the instability reaches a steady state when the magnetic bounce frequency $\omega_B$ becomes comparable to the linear growth rate $\gamma_{th}$, which is the case here since $\gamma_{th} = 0.398$. The magnetic bounce frequency is here, (see Ref. [33]) in the relativistic regime of the instability, defined by

$$\left( \frac{\omega_B}{\omega_p} \right)^2 = \frac{k_0 c}{\omega_p} \frac{p_{01}}{m\gamma_{01}} \frac{\omega_{ce}}{\omega_p}$$

[52]

where $p_{01}$ and $\gamma_{01}$ are respectively the transverse momentum and Lorentz factor
of the first stream. Here $\omega_{ce} = eB_{\text{max}}/m\gamma_{01}$. Using $p_{01} = 4$, $\gamma_{01} = 4.123$ and $B_{\text{max}} = 0.70$ we obtain an estimate of $\omega_B \simeq 0.406$ in good agreement with the numerical value obtained by the R-model. In Fig. 15 the first five curves of the distribution function correspond to the first period of the magnetic bounce motion, while the last curve, at time $t = 150$, shows the trapping structure after several bounce motions (after eight temporal periods). We observe that such a structure can persist over a long time.

6 CONCLUSION

A multi-stream model based on a Hamiltonian reduction technique, first developed in [12], has been applied to study CFI both in the linear and nonlinear regimes of the instability till saturation. The multi-stream model is a set of kinetic Vlasov-type equations obtained in a Hamiltonian framework, allowing to reduce the dimension of the phase space, but without losing the accuracy of the system dynamics. The idea is to suppress the perpendicular momentum variable $p_\perp$ taking advantage from the invariance of the generalized canonical momentum, i.e. by noticing that, for a given $j$-population, the quantity $P_{c,\perp} = p_\perp + eA_\perp = C_j$ is constant in time when the $q_\perp$ variable is lacking.

By approximating the system as a finite number of "streams" or, in other words, as a summation over an ensemble of Dirac distributions, we have obtained the linear dispersion relation of Weibel-type instabilities. This formulation gives also a clear description of the temperature effects in the nonrelativistic regime. Furthermore, by a direct comparison with the full Vlasov model, we have shown that our R-model provides a very accurate description of the non-linear, relativistic regime in the case of the current filamentation instability. We underline that here, for the sake of simplicity, we have considered the case of two symmetric beams as a "typical" case for the CFI; however, the multi-stream model is not limited to such special configurations.

To conclude, the multi-stream model offers an exact description of the plasma dynamics even with a small number of "streams", providing a relatively simpler analytical framework and bringing the link between different types of instabilities, as for example the CFI and the Weibel. From a physical point of view, interesting results can be obtained even in the limit of a small number of "streams", e.g. $N = 1, 2$ or 3. On the other hand, for problems where a larger $N$ is needed for an accurate description of a continuous distribution, the numerical effort becomes more and more comparable to that required for a standard Vlasov approach (defined as the V-model). However, we believe
that the use of the multi-stream sampling should be more accurate because of the lack of numerical diffusivity in the reduced dimension direction as well as for the less important phase space filamentation effects that typically affect Vlasov Eulerian calculations.

The philosophy used in the multi-stream approach is reminiscent of the reduction procedure met in Hamiltonian theory, as for example the canonical realization of a Lie group, which is a subgroup associated with the Lie algebra composed of the ordinary Poisson bracket (see Ref [24]). The water-bag concept in Refs. [22, 23] or the Hamilton-Jacobi model are other examples of Hamiltonian reduction techniques. While the water-bag concept makes full use of the Liouville invariance in phase space (we follow only the evolution of phase space contours using the property $df/dt = 0$), the Hamilton-Jacobi model is based on the property of existence of adiabatic invariants in action-angle variables when well separated time and space scales can be found. Furthermore, in the "multi-streams" model, there are no constraints on the shape of the distribution function which can be far from a Maxwellian one.
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Figure 1: $G$ vs. the perpendicular momentum $p_y$ as represented by Dirac masses in the R-model for the case of the counter filamentation instability, in dotted lines the real shapes of the distribution function.
Figure 2: \( v_s \) the perpendicular momentum \( p_y \) as represented by Dirac masses in the R-model for the case of the Weibel instability, we have represented in dotted line the shape of the distribution in the form of a Maxwellian.
Figure 3: \( vs \) time for \( k = 1 \) using the V-model. The numerical growth rate, \( \eta_{V-model} \approx 0.470 \), is in very good agreement with the theoretical value, \( \eta_{th} = 0.47 \). The physical parameters are \( p_{0,1/2} = \pm 3 \) and \( n_{0,1/2} = 0.5 \). All units are dimensionless.
Figure 4: $n_e$ at $x = \pi/2$ vs. time. Bottom panel: same plot for the longitudinal electric field $E_x$. 

Figure 5: $E_x$, the electron density $n_e$ and the $z$-magnetic field component $B_z$ vs. $x$ at time $t = 30$, top, middle and bottom panel, respectively, obtained with the V-model.
Figure 6: \((x, p_x)\) and \((x, p_y)\) phase space (top and bottom panel) averaged in the \(p_y\) and \(p_x\) direction, respectively, at \(t = 30\). These results have been obtained by using the 1D-2V Vlasov-Maxwell code (V-model) in the case of the current filamentation instability. The initial distribution condition is symmetric and is composed of two Maxwellian with beams moments centered at \(p_{0,1/2} = \pm 3e_y\).
Figure 7: $E_x$, the electron density $n_e$ and the $z$-magnetic field component $B_z$ vs. $x$ at time $t = 33$, top, middle and bottom panel, respectively, obtained with the V-model
Figure 8: \((x, p_x)\) and \((x, p_y)\) phase space (top and bottom panel) averaged in the \(p_y\) and \(p_x\) direction, respectively, at \(t = 33\). These results have been obtained using the 1D-2V Vlasov-Maxwell code (V-model) in the case of the current filamentation instability.
Figure 9: \(n_e\) (top panel) and the magnetic field \(B_z\) (bottom) in the \(x - t\) plane obtained by means of the V-model.
Figure 10: $(x, p_x)$ phase space representation of the quantity $\sum_j f_j(x, p_x, t)$ where the summation is made over the two streams at $t = 30, 33, 36$. These results have been obtained by using the R-model in the case of the current filamentation instability.
Figure 11: \((x, p_x)\) phase space of the second beam, \(j = 2\), using the R-model at \(t = 30, 33, 36\).
Figure 12: $j = 2$, at $t = 30, 33, 36$. 
Figure 13: The electrostatic energy (top panel) and the corresponding electron density $n_e$ at $x = \pi$ vs. time (on bottom panel) using the V-model. The physical parameters are $n_{01} = 0.40$ and $p_{01} = 4$ for the first stream and $n_{02} = 0.6$ and $p_{02} = -0.86$ for the second. The arrow indicates a magnetic bounce trapping period.
Figure 14: The electrostatic energy vs. time on top panel, using the R-model. Bottom panel: the magnetic energy in logarithmic scale vs. time. The physical parameters are identical to those used in Fig. 13.
Figure 15: $x, p_x$ phase space of the first stream, $j = 1$ (fast beam), using the R-model. The arrows indicate the position of the filament around the density peak during the rotation for the first magnetic bounce motion. Last curve, at time $t=150$, shows the magnetic trapping structure after eight magnetic bounce periods.