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Abstract – The Letter explores the parametric excitation of low-frequency zonal flow induced by the beating of collisionless trapped ion and trapped electrons modes (CTIMs and CTEMs) and its feedback on the formation of transport barrier (TB). The zonal flow generation and the associated intermittent transport are investigated using a semi-Lagrangian gyrokinetic Vlasov simulations based on a Hamiltonian reduction technique, where both the fastest scales (cyclotron and bounce motions) are gyro-averaged. The model confirms the possibility to trigger TB by means of polarization effects, recently observed in global gyrokinetic simulations by A. Strugarek et al, Phys. Rev. Lett. 111 (2013) 145001.

Introduction. – Motivated by the experimental discovery of the low-to-high (LH) transition in the plasma confinement regimes, experiments and theory in the last decade have focused on whether the turbulence associated with the H- states may be regulated by interactions with zonal flows (ZFs). Central to all the enhanced confinement regimes, be they in the edge region or in the core region of the tokamak plasma, is the generation of ZFs and sheared flows, which are believed to be responsible for suppressing fluctuations and stabilising the turbulence. They are also key ingredients to trigger bifurcations towards the generation of transport barriers (TBs) which are essential for elements in reference scenarios for thermonuclear plasma confined in tokamak devices.

A clear indication of the key role played by ZFs was the recent observation at the Experimental Advanced Superconducting Tokamak (EAST) of a low-frequency signal at a few kilohertz attributed to oscillating ZFs. The signal was observed at a much lower frequency than the geodesic acoustic modes (GAMs). No coherent oscillations in the GAM frequency range was detected by the probes in these experiments in the H-mode regime. The experimental measurements show strong correlations with trapped ion population, while standard GAMs are not usually observed in these regimes (we can then assume that circulating particles do not play here a significant role). Recently the feedback of turbulence-driven streamers on ZF stability has been investigated in Ref. where the occurrence of such low frequency regime of oscillations for ZFs has been shown. In principle low-frequency ZFs may occur in the core of the plasma. Indeed both (low-frequency and zero-frequency) components of ZFs have been observed in the DIII-D tokamak in a frequency broadband (0-10kHz) in Ref. together with the high-frequency GAM component.

In contrast, streamers contribute to enhance the transport owing to their radial elongated structures. Streamers, observed in numerical simulation studies, appear to be closely associated with avalanche type transport events. They can be produced in the saturation regime of trapped ion modes. Collisionless trapped ion modes (CTIMs) are known to be a prototype of kinetic modes since they are driven through the resonant interaction between a wave and trapped ions through their precession motion. CTIMs have been studied by Kadomtsev and Pogutse 40 year ago (see Ref. ), and are known to be subject to interchange-type turbulence. Recently, it was shown that trapped ions can also resonate with the low drift precession and thus enhance the neo-classical toroidal viscosity, which expresses a modification of the radial transport caused by non axisymmetric magnetic perturbations.

While substantial effort has been devoted to the study of ZF generation by drift-wave or Ion Temperature Gradi-
ent (ITG) modes, little work has been published on zonal flows driven by pure collisionless trapped ion modes or by their electron counterpart, the collisionless trapped electron modes (CTEMs) when electron dynamics is taken into account. Recently in Refs [11,12], we have identified a nonlinear coupling mechanism of ZF mediated by CTIMs in the collisionless regime, leading to a non-zero low-frequency ZF mode of resonant nature (with the possibility to an amplification by wave-“banana” resonance).

While zero-frequency ZFs are quite non resonant, being relatively easy to drive up by the Reynolds tensor, this new low-frequency oscillating component of ZF becomes sensible to a strong amplification induced by the resonant interaction between CTIM and CTEM. Thus this low-frequency mode plays a major role in the dynamics interaction among ZFs, streamers, shear flow and interchange-type turbulence, which are usually implicated in the low-high (LH) transition. In this letter, we study the role of the low-frequency ZF component, which can trigger such a transition by regulating the turbulence, provided its amplitude is high enough. The different steps are investigated: from a simplified predator-prey picture of the LH transition including this new ZF component, till the parametric amplification described by a trapped particle model where the low-frequency ZF leads to a bursty turbulent behavior. Finally we report on the observation of TB generation in simulation of ITG driven turbulence (but restricted to kinetic CTIMs), when resonance with CTEMs is triggered by plasma polarization fluctuations. Numerical simlations have been carried out in a regime of improved core confinement where an (internal) barrier transport was observed when $T_e \leq T_i$ (see for instance Fig. 75 of the plasma review [13]).

The trapped particle mode description. — We choose to start with the trapped particle model of kinetic nature, while the predator-prey model will be recall later. By describing the phase space in action angle $(\psi, \alpha)$ coordinates system $(\alpha = \varphi - q_0 \theta$ being the precession angle and $\psi$ the poloidal flux), the population of trapped particle modes is here described by a distribution function $f_s = f_{s,E,e,k}(\psi, \alpha, t)$ for each particle species ($s = e, i$ for electrons and ions respectively) and where $E$ and $k (k < 1)$ are considered as adiabatic invariants. The low-frequency response for CTIMs is obtained by making a phase-angle average over the cyclotron phase and the bounce motion (the “banana” orbit) leading to invariance of the total energy $E_s = \frac{1}{2} m_s v_s^2 + \mu B(x_G)$ and of the so-called adiabatic invariant $\mu = \frac{m_s v_s^2}{2 \mu_B}$. Here the label $G$ is a conventional notation which refers to the guiding center and $x_G$ refers to $(r, \theta)$ polar coordinates. By introducing the pitch angle parameter $\kappa$ defined by $\kappa^2 = \sin^2 \left( \frac{\phi}{2} \right) = \frac{1 - \lambda^2}{2 \epsilon \lambda^2}$ where $\lambda = \frac{\mu_B}{E}$ and $\epsilon = \frac{r}{R_0}$ is the inverse aspect ratio. Following the work of Kadomtsev and Pogutse [5] the bounce frequency is given by $\omega_{b_s} = \sqrt{\frac{2 E_s}{m_s} \frac{\mu_B}{\mu_B}} \kappa (k)$ with $\mu_B (k) \simeq \frac{\pi^2}{2 \sqrt{2} k R(k)}$. The corresponding precession frequency is then $\omega_{d_s} = \frac{q s E_s}{\epsilon \mu_B B_0} \kappa (k; s)$ with $\kappa (k; s) = \frac{2E(k)}{K(k)} - 1 + 4s \left( \frac{E(k)}{K(k)} + k^2 - 1 \right)$. Here $s = \frac{q s}{\epsilon} \left( \frac{V_s}{\delta r} \right)_{q_s}$ is the magnetic shear and $K (k)$ and $E (k)$ are the complete elliptic integrals of the first and second kind respectively. The resulting gyrokinetic Vlasov equations is then given by:

$$\frac{\partial f_s}{\partial t} + \omega_d (k) E_s \frac{\partial f_s}{T_s \partial \alpha} + [J_{0i}(\phi,f_s)] = \partial_\psi \left( D (\psi) \partial_\psi f_s \right)$$

(1)

and

$$\frac{\partial f_e}{\partial t} - \omega_d (k) E_s \frac{\partial f_e}{T_s \partial \alpha} + [J_{0e}(\phi,f_e)] = \partial_\psi \left( D (\psi) \partial_\psi f_e \right)$$

(2)

where $\left[[\ldots] \right]$ is the usual Poisson bracket defined by $[g, f] = \partial_\phi g \partial_\phi f - \partial_\phi \partial_\psi f$ and $J_{0,\mu}$ is the bounce average electric potential for the species $s$ and the gyro-average operator $J_{0s}$ was approximated by the Pade’s relation in the following form:

$$J_{0s} = \left(1 - \frac{E_s}{4 T_s} \frac{\partial_\phi^2}{\partial_\psi^2} \right)^{-1} \left(1 - \frac{E_s}{4 T_s} \frac{\partial_\psi}{\partial_\phi} \frac{\partial_\phi}{\partial_\psi} \right)^{-1}$$

(3)

Here $\delta_{b_s}$ is constant (we have neglected the dependence in $k$) and is found to have a value close to $\frac{\rho_s \nu_t}{\sqrt{\epsilon}}$ where $\rho_s = \rho^* = r^* \sqrt{\frac{m_s}{T_s}}$ is the Larmor radius of species $s$. Assuming that $\omega_{b_s} = \rho^* \sqrt{\frac{E_s}{m_s}}$, with $\rho^* = \frac{m_s}{e^*}$, the Vlasov eqs. (1) and (2) are then coupled using the quasi-neutrality condition $n_s = \delta n_i$ which reads as:

$$C e \frac{T_0 (\phi - \langle \phi \rangle_\alpha)}{T_i} - C i \frac{T_0 (1 - \frac{m_i}{m_e})}{T_i} \bar{\alpha_{\psi}} = n_i - n_e$$

(4)

where

$$\bar{\Delta} \equiv \frac{e^2}{2 \mu_B} \rho^2 \frac{\partial_\phi^2}{\partial_\psi^2} + \delta_{b_e} \frac{\partial_\phi^2}{\partial_\psi^2}$$

(5)

The particle density is defined by

$$n_s (\psi, \alpha, t) = \frac{1}{\int_0^\infty dE_s \sqrt{E_s} J_{0s} f_s, E}$$

(6)

Here $C_e$ and $C_i$ are constants accounting for the fraction of trapped particles $f_s$ and for the ratio $\tau = \frac{m}{T}$ of ion to electron temperatures $C_i = \frac{1 + \tau}{\tau} / f_p$ and $C_e = C_e f_p / \tau$. Thus trapped ion turbulence develops on length scale of the order of the banana width $\delta_{b_s}$ and time scale determined by $\omega_{b_0}^{-1}$ where $\omega_{b_0} = \frac{\mu_B}{\epsilon \mu_B B_0}$. $R_0$ is the minimal value of the magnetic field amplitude $B$ at $\theta = 0$ ($R = R_0$ being then the major radius).
Kinetic aspect of ZFs driven by the interchange turbulence. – Usually ZFs are non resonant with respect to wave-particle interactions since they can be non-linearly generated by the Reynolds tensor. While ZFs backreact upon turbulence by vortex shearing, weakening the source of the turbulence, shear flows damp and then break up ZFs. This latter mechanism is however weakened by the modification of the nature of ZFs, in presence of interchange-type turbulence, in particular in the resonant regime of CTIMs. It is possible to introduce a “mean” pressure in the form \( P_s = \langle P \rangle_s + \delta P_s \) (with \( \langle \delta P_s \rangle = 0 \)) which plays a role analogous to the zonal flow component \( \langle \phi \rangle \). In the framework of the trapped-ion model, we have obtained the equations of the mean potential fluctuations \( \langle \phi \rangle \) dynamics and of the mean pressure \( \langle P \rangle_s \). In [11] we have identified a nonlinear coupling mechanism of ZF mediated by CTIM. The driving force of ZF was derived, in which the contribution of interchange mode is included. The time evolution of \( \langle P \rangle_s \) obeys the relation:

\[
\frac{\partial \langle P \rangle_s}{\partial t} = -\langle [\delta \phi, \delta P_s] \rangle - \frac{2}{3} \Theta \langle \nabla \delta \phi, \delta M_{s2} \rangle \tag{7}
\]

indicating that it is the non-adiabicity between \( \delta P_s \) and \( \delta \phi \) which nonlinearly drives a modification of the mean pressure \( \langle P \rangle_s \). Here \( \delta M_{s2} \) represents the fluctuating moment of second-order. An important question that then arises is how Eq. (7) affects the properties of ZFs.

It is possible to connect the time variation of \( \langle \phi \rangle \) of ZFs to the \( \delta P_s \) fluctuations. Including the electron contribution, a little algebra (see Ref. [11] for more details) leads to:

\[
\frac{\partial \langle \phi \rangle_s}{\partial t} = -\frac{3T_i}{8T_eC_i} \left[ \langle [\delta P, \delta \phi] \rangle_s + \beta \langle [\delta P, \delta \phi] \rangle_s \right]
\]

\[+ \frac{\partial \delta \phi}{\partial \alpha_s} \frac{\partial \delta \phi}{\partial \alpha_s} \int T_i T_e C_i \left[ \frac{\partial \langle \delta Q \rangle_s}{\partial \psi} - \beta \frac{\partial \langle \delta Q \rangle_s}{\partial \psi} \right] \tag{8}
\]

assuming that there is no dissipation (i.e. \( D \rightarrow 0 \) in Eqs. (1) and (2)) and by defining the anticommutator as \( \{f, g\} = \frac{\partial f}{\partial \alpha_s} \frac{\partial g}{\partial \alpha_s} + \frac{\partial f}{\partial \psi} \frac{\partial g}{\partial \psi} \). The heat flux, for species \( s \), is then defined as:

\[
\langle \delta Q \rangle_s = \int_0^{2\pi} \frac{d\alpha_s}{2\pi} \frac{3}{2} \delta P_s \left( -\frac{\partial \delta \phi}{\partial \alpha_s} \right) \tag{9}
\]

In Eq. (8) the second term in the second member denotes twice of the Reynolds tensor, while the anticommutator terms are a straightforward consequence of the turbulence induced by interchange. The third term at rhs of Eq. (8) is linked to the heat flux \( \langle \delta Q \rangle_s \) defined by Eq. (9). In Eq. (8) \( \beta = \frac{m_s T_i}{m_e T_e} \). We then recognise two basic effects in the \( \langle \phi \rangle \) dynamics evolution, the standard turbulence-induced Reynolds stress already noted by Diamond and Kim [13] (the first term in the right hand-side member of Eq. (3)) and the effect induced by the coupling between CTIMs and CTEMs. It must be pointed out that it is the polarization drift, entering in the quasi-neutrality equation (3) through the term \( \nabla \phi \), that nonlinearly drives the ZF. Indeed, in the adiabatic case, (i.e. \( C_i \delta \phi = \delta n_s - \delta n_e \)) we have also \( \delta P_s = \Delta C_i \delta \phi \) and therefore the last term in Eq. (8) disappears and \( \frac{\partial \langle \phi \rangle_s}{\partial t} \rightarrow 0 \).

The different actors implicated in turbulence. – Within the framework of a simplified picture of drift-wave turbulence involving ITG instabilities, many actors (defined as mesoscopic structures) are involved, such as Kelvin-Helmholtz (KH) driven shear flows, CTIMs and CTEMs (since their major contribution lead to growth of nonlinear streamers) and ZFs. ZFs of different nature exist. CTIMs have an ion diamagnetic branch, their coupling mechanism can take the form of either non resonant (fluid-aspect interchange) or resonant interaction, as noted in ref. [12]. In order to investigate the role played by the different actors in turbulence, it is interesting to consider a simplified picture provided by the “predator - prey” model shown in ref. [13-17]. Based on a description of the coupled drift-wave ZF turbulence, the model takes into account a population of drift-wave quanta (acting as prey) growing via the linear ITG instability and feeds ZF (as predator) through the Reynolds tensor. The turbulence (here restricted to drift-wave turbulence) is then regulated through mean shear flow introduced in the form of a velocity term of type \( V \sim N^2 \) where \( N \) plays the role of a temperature gradient (\( N = L_T / T_e \)). The low-high transition (LH) in ref. [17] is thus based on four quantities: the drift-wave turbulence level \( E = \left( \frac{\delta n}{\delta \psi} \right)^2 \) (where \( \delta n \) represents density fluctuations), \( N \) the ZF velocity \( V_{ZF,R} \) and the mean shear flow on which it intrinsically depends. More recently Zhu et al in [18] have extended the model by introducing a new actor they have called the “streamer” and which can also be interpreted as the streamer-induced zonal flow velocity \( V_{ZF,S} \). Thus the model encompasses five terms: \( N, V, U_{ZF,R} = V_{ZF,R}^2, U_{ZF,S} = V_{ZF,S}^2 \) and \( V = dN^2 \). The model introduces also the heating rate \( Q \) which is a control parameter of the system. Thus the (Reynolds stress-driven) ZF, \( U_{ZF,R} \) and the (streamer-driven) counterpart denoted \( U_{ZF,S} \) are indirectly coupled to each other through the evolving temperature gradient and the micro-turbulence level. Following the normalisation introduced in ref. [13] (with constants of the models which can be explicitly found in [19]) the normalised predator-prey system writes

\[
\frac{dE}{dt} = (N - N^4 - E - U_{ZF,R} - U_{ZF,S}) E \tag{10}
\]

\[
\frac{dU_{ZF,R}}{dt} = \mu_1 \left( \frac{E}{1 + \xi N^4} - \eta_1 \right) U_{ZF,S} \tag{11}
\]
\[
\frac{dU_{ZF,S}}{dt} = Q\mu_2 \left( \frac{E}{1 + \xi N^4} + aNE - \gamma_2 \right) U_{ZF,S} \quad (12)
\]
\[
\frac{dN}{dt} = - (\rho + \sigma E) N + Q \quad (13)
\]
Eq. (12) corresponds to the modification of the nature of the ZF induced by the backreaction of the streamers instead of the Reynolds stress. The first and second terms on the right-hand side of Eq. (12) illustrate the generation of \(U_{ZF,S}\) by coupling with the Reynolds stress and the resonant character of the instability, while the third term corresponds to a damping term. Here the resonant character is assumed to disappear when \(N\) tends to zero and when the heat rate \(Q\) tends to zero (leading to an adiabatic state). Thus in the simplified predator-prey picture of the LH transition, only three main actors are usually considered: \(E\), \(N\) and the zonal flow (the shear flow effect being taken into account through the \(N^4\) term), the latter possessing two different natures with its low-frequency and zero-frequency components. We focus here on the impact of the low-frequency oscillating ZF on the predator-prey model.

Fig. 1 displays the numerical results when solving the predator-prey system of Eqs. (10) to (13). The normalized parameters are \(\xi = 0.3\), \(\eta_1 = 0.08250\), \(\eta_2 = 0.0830\), \(\sigma = 0.45\), \(\mu_1 = 35 \), \(\mu_2 = 19\), \(\rho = 0.45\) and \(Q = 0.4475\). Here initially \(N = 1\) and the system starts from small perturbations of \(U_{ZF,R} = 10^{-3}\), of \(U_{ZF,S} = 10^{-3}\) and from a turbulence fluctuation level of \(E = 0.10\). For a three-field system (i.e. with \(\mu_2 = 0\) and \(a = 0\)), it has been shown in ref. [3] that the fixed point undergoes a Hopf bifurcation into a limit cycle in which the ZF activity comes in bursts. We have recovered here this aspect. A slight increase of \(a\) gives rise to strong nonlinear oscillations, in which the nature of the zonal flow has been strongly modified: \(U_{ZF,R} \rightarrow 0\) while, with the increasing of the DW turbulence amplitude, \(U_{ZF,S}\) is generated and amplified, which provides an additional suppression of the DW turbulence. It should be emphasized that the transition \((U_{ZF,R} \rightarrow U_{ZF,S})\) takes place even for a null value of \(a\) (but now at later time for \(t \sim 3000\)). Thus the term \(aNE\) in (12) leads just to an acceleration towards the transition, a phenomenon somewhat similar to the “phase locking” met in the resonant mechanism.

**Resonance aspect of CTIM-CTEM coupling.**

In Ref. [2] we have shown that the oscillatory (i.e. streamer-induced) nature of ZFs is sensitive to the resonant amplification via parametric scattering. In particular the dispersion relation (by considering the potential perturbation mode in the form \(\delta \phi_n (\psi) e^{i(n\omega - \omega t)}\) and by assuming adiabatic electrons) can be obtained in the following form:
\[ \omega_{\text{CTIM}} = \frac{5}{2} n \omega_d(\kappa) + \frac{\sqrt{2} \omega^*}{2(1 + \tau) \rho_{\text{ci}} k^2_{\psi_e}} \] (16)

where \( \omega^* \) is the electron diamagnetic frequency (the last term right-hand side has a value close to \( n \omega_d(\kappa) \)). The resulting linear frequency is \( \omega_{\text{CTIM}} \approx \frac{3}{2} n \omega_d = 1.5 \omega_d \) for a toroidal number of \( n = 1 \) and for a deeply trapped ion population \( \kappa \approx 0 \). CTIMs can now resonate with precessing electrons in the opposite direction. The resulting three-wave coupling mechanism involves the decay of a resonant CTIM into CTEM and a zonal flow. The matching conditions are

\[ \omega_{\text{CTIM}} = -\omega_{\text{CTEM}} + \omega_{\text{ZF,S}} \quad \text{and} \quad n = n + 0 \] (17)

We have

\[ \omega_{\text{CTEM}} \approx \frac{5}{2} n \omega_d(\kappa) \frac{T_e}{T_i} + \frac{\sqrt{2} \omega^*}{2(1 + \tau) \rho_{\text{ci}} k^2_{\psi_e}} \] (18)

or equivalently \( \omega_{\text{CTEM}} \approx \frac{5}{2} n \omega_d(\kappa) \frac{T_e}{T_i} \), which is close to \( \omega_{\text{ZF,S}} \) for an electron temperature of \( T_e = 0.5 T_i \) (and \( T_i = T_0 \)). Thus we expect the growth of a resonant ZF at the frequency \( \omega_{\text{ZF,S}} = \omega_{\text{CTIM}} + \omega_{\text{CTEM}} \approx 1.5 \omega_d = 0.75 \omega_d \), i.e. \( \omega_{\text{ZF,S}} \approx 0.75 \omega_d \).

![Fig. 2: The corresponding temporal evolution of the turbulent energy (\( E_{\text{turb}} \)) and of the zonal flow energy (\( E_{\text{ZF}} \)). In the initial step (for \( 0 \leq t \omega_d \leq 90 \)) the micro-turbulence is driven by gradients in pressure. These CTIM and CTEM components constitute the energy source for the growth of a series of poloidal flow in bursts. The following abrupt growth of ZF is considered to be the onset of the parametric coupling between trapped particle modes. The ZF is generated and back reacts upon turbulence which strongly decreases.](image)

Our kinetic trapped particle model is given by a set of \( N_e N_\text{FE} = 16 \times 128 \) values in pitch-angle and energy, each value corresponding to a system of Eqs. [1] and [2], coupled together through the quasi-neutrality equation [4]. A first simulation was carried out (with both mobile trapped ions and electrons) with an ion temperature gradient of \( \Delta \tau = 0.90 \) chosen above the threshold of the ITG instability given by \( \Delta \tau_e = \frac{C_e \Delta \tau}{1 + \frac{1}{2} \frac{q}{e} \frac{\Delta \delta}{\delta}} \approx 0.5023 \) for \( C_e = 0.50 \) and a banana width of \( \frac{n_e}{\omega_d} = \frac{2 n_e}{\omega_d} \approx 0.0036 \). We choose a Larmor radius of \( \frac{\rho_{\text{ci}}}{\psi_e} = \frac{\rho_{\text{ci}}}{\psi_e} = 0.01 \) and a magnetic shear of \( s = \frac{\rho_{\text{ci}}}{\psi_e} \) \( \frac{d \phi}{dp} \), well inside the region of the ITG instability. The phase space sampling is \( N_{\phi,s} = 128 \) for \( N_{\phi,s} = 256 \). The time step is \( \Delta t \omega_d = 0.0075 \) and we have chosen \( C \approx 0.61 \) for the polarization term in order to excite a strong coupling. This simulation has been carried out with 2048 processors (each processor using 8 Open-MP tasks, i.e. a total of 16384 cores on the Blue-Gene of the IDRIS center) using the code semi-lagrangian TERESA code [23], by referring to one of its numerical parallel implementations.

The total energy can be decomposed into three distinct parts, the kinetic energy \( E_{\text{Kin,s}} \) for each species denoted \( s \), the zonal flow contribution denoted by \( E_{\text{ZF}} \) and the turbulence contribution \( E_{\text{turb}} \) defined respectively by:

\[ E_{\text{Kin,s}} = \int \int \frac{d \alpha}{2 \pi} d \psi \Theta_s \] (19)

where we have introduced the kinetic energy density in the form:

\[ \Theta_s = \psi \omega_{\text{ZF}} \left| \sigma_d(\kappa, s) E_s f_{\text{E},s} \right|_{\psi} \] (20)

\[ E_{\text{ZF}} \approx \frac{1}{2} C \delta_a^2 \int \int \frac{d \alpha}{2 \pi} d \psi \left( \frac{\partial (\phi)}{\partial \psi} \right)^2 \] (21)

\[ E_{\text{turb}} = \int \int \frac{d \alpha}{2 \pi} d \psi \left( \frac{1}{2} C \delta_a^2 \phi^2 + \frac{1}{2} C \left| \nabla \phi \right|^2 \right) \] (22)

The resonant CTIM- CTEM coupling is illustrated in Fig. 2 in which we have plotted the time evolution of the (total) ZF energy \( E_{\text{ZF}} \) given by Eq. (21) superimposed on the turbulence energy \( E_{\text{turb}} \) defined in (22).

We get the entire physical picture. It is the initial modification of the equilibrium distribution function that induces a sheared electric field and leads to the weak decrease of kinetic energies for both species, followed by the occurrence of the two first peaks observed in the turbulent energy at time \( t \omega_d \approx 80 \). Then trapped particle modes (both CTIM and CTEM) participate to the turbulent transport. They couple together nonlinearly and in a resonant parametric-type process to screen the induced sheared electric field (triggered by the Reynolds tensor). The latter is this way suppressed and streamers are excited which modify the nature of ZFs. It must be pointed out that the oscillating ZF component can be excited and its amplitude strongly enhanced by streamers (the resonant component of CTEM) at low frequency close to the drift frequency \( \omega_d \). As the resonant CTIM is excited, corresponding to the mode \( n = 1 \), with a frequency close
to $\omega_{CTEM} \simeq -\frac{3}{2} n \omega_d(\kappa) \frac{T_e}{T_i} \simeq -0.75 \omega_{Z0}$, the parametric coupling takes place in a nonlinear way (through its second harmonics $-2 \omega_{CTEM} = \omega_{CTIM} = 1.50 \omega_{Z0}$, leading to the growth of the ZF component triggered by the polarization effects, as expected by Eq. (21). It must be pointed out that both the turbulent energy and ZF energy exhibit resonant peaks at the same instants. The nonlinear driver of ZF is here governed by the nonlinear streamer described by the difference of the anti-commutators $\{\delta P_{\gamma}, \delta \phi\}_\alpha - \beta \{\delta P_{\gamma}, \delta \phi\}_\alpha$ in [5]. Note that the time evolution of ZF exhibits also the beating of frequencies $\omega_{ZF,s} = 0.75 \omega_{Z0}$ and $\frac{\sqrt{\omega_{Z0}^2}}{2(1+\tau)^2 p_i^2 k_{\parallel}^2} \sim \omega_{Z0}$.

**Ion transport barrier triggered by the polarization drift.** – It was shown experimentally that fusion plasmas exhibits transitions that involve the reduction in turbulent transport through the creation of transport barriers (TBs). Such TBs are radially localised at the edge (H-mode), or in the bulk part of the plasma, where they appear in the core. Both TBs are reported to correlate well with the existence of sheared radial electric fields and are identified by very steep radial profiles of ion or electron temperature (see ref. [24]). More recently, within the context of gyrokinetic simulations [22,23], it was shown that the TB can be triggered by a vorticity source that polarises the plasma. It appears that the dynamics of these TBs exhibits quasi-periodic crashes, which are found to result from the complex interplay between the injection of a polarization source and its backreaction with turbulence. The authors have demonstrated the possibility to design a vorticity (or polarization) source in full gyrokinetic simulations that can modify the distribution in phase space and successfully induces a localised sheared electric field.

In the same spirit, we choose to increase strongly the (normalized) perturbation (Heat) amplitude to 0.15 (which indeed allow to inject initially a heat flux of type [4] (without perturbing the initial ITG instability, the polarization injection corresponds indeed to a gradient of temperature well below the threshold of the ITG instability and leads thus to a slight modification of the initial equilibrium). As the resonant CTIMs and CTIMs are excited, we observe a fast growth of the ZF linked by the polarization (\(C_i \neq 0\)) effects. Here the choice of a ratio of temperature of \(\tau = 1\) (i.e. \(T_i = T_e = T_0\)) is chosen to reduce the amplitude or resonance and the amplitude of the second resonant peak in order to illustrate the importance of the initial shear flow. This allows a resonant process of the kind decay of the fluid interchange mode into CTIM plus ZF)

$$\frac{\omega_{CTIM} \simeq -\frac{3}{2} n \omega_d(\kappa) \frac{T_e}{T_i} \simeq -0.75 \omega_{Z0}}{2}$$

and the resulting coupling $-2 \omega_{CTIM} = \omega_{CTIM} \simeq \omega_{CTEM}$ since $\omega_{CTEM} = -\frac{3}{2} n \omega_d(\kappa) \frac{T_e}{T_i}$ which is also $-\omega_{CTIM}$.

Fig. 3 shows the time evolution of the ion kinetic energy and the corresponding turbulent energy $E_{turb}$. It is worth mentioning that we could also test the resilience of the induced TB, which is built in a self-consistent way. In particular we observe that the barrier is marginally stable and a second weaker burst of turbulence takes place at time $\omega_{Z0} \simeq 18$. We display in Fig. 4 the system’s response (in term of density) to the introduction of a polarization source. CTIM and CTEM participate to the turbulent transport, they couple together nonlinearly in a resonant parametric beating to enhance the ZF contribution which results in the suppression of turbulence. On top panel in Fig. 4, the level of turbulence is high (just before the formation of TB), but the plasma systematically relaxes slowly towards an “equilibrium state” (shown at a given time $\omega_{Z0} \simeq 16$). Once the sheared flow and ZFs become negligible, nothing remains to maintain the stability of TB, which collapses. Then the barrier experiences a first turbulent burst at time $\omega_{Z0} \simeq 18.25$.

**Conclusion.** – In this Letter, we have found a new mechanism that can generate a transport barrier in tokamak plasma. We have identified a nonlinear and resonant coupling mechanism of zonal flow mediated by trapped ion and trapped electron modes in the collisionless regime. The role of the shear flow induced by the initial polarization injection in the developing theory of self-sustained
Transport barriers associated to the resonant interaction between trapped particle modes triggered by plasma polarization injection

Fig. 4: Phase space illustration in $(\alpha, \psi)$ at three different times showing the formation (on top panel) towards relaxation step (middle panel). On bottom panel, the first crash happens with a certain time delay compared to quenching of the shear flow.

and marginally stable transport barriers will be discussed in a future publication.
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