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In this paper the results are reported of a set of numerical simulations applicable to the problem of particle acceleration by the beating of very high-frequency laser waves (the ratio of driver frequency to plasma frequency close to $\omega_D / \omega_p = 30$), including for the first time beat frequency chirping (i.e., pump frequency linearly decreasing with time) at various rates in order to counteract relativistic electron detuning of the plasma oscillation frequency and the resulting Rosenbluth–Liu amplitude limit. This amplitude limit can indeed be evaded, giving extremely high acceleration gradients of more than 25 GeV/m, for the case of numerical parameters relevant to the UCLA experiment (University of California at Los Angeles). A chirp rate that is too fast leads to a sudden loss of frequency lock and a subsequent decay of the driven electric field, in agreement with the behavior of a similarly driven relativistic Lagrangian Rosenbluth–Liu oscillator. Even at chirp rates somewhat below this limiting value a remarkably localized and extraordinarily intense (but as yet ill-understood) electric field structure is formed, one that is unlikely to be compatible with the general requirement for smooth and coherent acceleration. © 1998 American Institute of Physics.

I. INTRODUCTION

In a previous paper¹ we examined the space–time behavior of a plasma beatwave accelerator system using the newly developed Hilbert envelope extension (see Refs. 2 and 3) to the Vlasov fluid code we have developed and used before. The plasma beatwave accelerator concept of Tajima and Dawson⁴ has received much attention⁵–¹⁰ because of its promise of short accelerator lengths for a given energy gain and Dawson⁴ has received much attention⁵–¹⁰ because of its promise of short accelerator lengths for a given energy gain. The plasma beatwave accelerator concept of Tajima and Dawson⁴ has received much attention⁵–¹⁰ because of its promise of short accelerator lengths for a given energy gain. However, as pointed out to plasma frequency close to $\omega_D / \omega_p = 30$, including for the first time beat frequency chirping (i.e., pump frequency linearly decreasing with time) at various rates in order to counteract relativistic electron detuning of the plasma oscillation frequency and the resulting Rosenbluth–Liu amplitude limit. This amplitude limit can indeed be evaded, giving extremely high acceleration gradients of more than 25 GeV/m, for the case of numerical parameters relevant to the UCLA experiment (University of California at Los Angeles). A chirp rate that is too fast leads to a sudden loss of frequency lock and a subsequent decay of the driven electric field, in agreement with the behavior of a similarly driven relativistic Lagrangian Rosenbluth–Liu oscillator. Even at chirp rates somewhat below this limiting value a remarkably localized and extraordinarily intense (but as yet ill-understood) electric field structure is formed, one that is unlikely to be compatible with the general requirement for smooth and coherent acceleration. © 1998 American Institute of Physics.

In this paper we report an effort to go beyond the RLO model to include the space–time behavior necessary to evaluate an accelerator candidate. Of course, since the goal is to provide a series of well-organized particle bunches the essential accelerator problem requires at least the axial space dimension. While other saturation effects involving ion response such as the modulational instability (see, for instance, Ref. 11), are important for some systems,⁶ they are not important for the CO₂ 10 μm laser experiment at UCLA (University of California at Los Angeles; see, for instance, Ref. 5) and impossible to treat adequately in one spatial dimension and will not be discussed further here. In any case, because of the modest times (less than eighty plasma periods) for which we examine the problem, we have chosen to neglect ion motion completely and treat only electron motion (as in Refs. 1–5, 7–10) with nonuniformity only in the direction of laser and plasma wave propagation. In this paper we provide results obtained in exploring the effects of using frequency-chirped beatwave drive on a uniform plasma, with only axial spatial nonuniformity, with ion motion neglected. Since, for usefully high beatwave phase velocities, the two laser frequencies must be far higher than the plasma frequency, it was necessary because of computer limitations, to avoid the burden of resolving these high frequencies and wavelengths. The method chosen to approximate these high-frequency beatwave effects was the Semi-Lagrangian Vlasov–Hilbert ($V$–$H$) complex envelope technique, as described and illustrated in our previous paper¹ (a paper to
which we usually refer as Paper I or more simply as I),
where both the details of the method and some no-chirp
$V-H$ results are to be found.

The paper is organized in the following way. In Sec. II,
to demonstrate the possibilities of the chirp concept, we
present basic equations and numerical results of a high-
frequency beatwave $H-V$ run, using beat frequency chirping
at a relatively modest rate, but one which produced signif-
ificant improvement in comparison with the no-chirp case. (By
‘improvement’ is meant that the wave amplitudes thus ob-
tained proved to be considerably above the previous limit
due to relativistic detuning, and thus gave significantly in-
creased particle acceleration for the same length or the same
time.) Next in Sec. III, various chirp rates are studied, both
higher and lower than that of Sec. II, and the interpretation
of the results is discussed in light of equivalent results (see,
for instance, Refs. 8, 9) from the ROLO model with linear chirp.
(Here the emphasis is on the upper limit to useful
chirp rates, as set by frequency unlocking.) Then, in Sec. IV,
a chirped-drive numerical simulation is performed with pa-
tameters close to UCLA experiment (presented in Ref. 5),
including the injection of an electron beam and the realisti-
cally slow rise of the electromagnetic drivers, together with a
conservative beat frequency variation chirp rate. (While
these last results do confirm the occurrence of strong particle
acceleration induced by the introduction of the beatwave
chirping, they also show an unexpected and undesired very
strong field localization at late times.) Finally, Sec. V con-
tains conclusions and some additional discussion.

II. HIGH-FREQUENCY BEATWAVE NUMERICAL
EXPERIMENT

A. Basic equations and chirped beatwave process

As a device to avoid the Rosenbluth–Liu plasma wave
amplitude limit due to the relativistic detuning of the
beatwave-driven plasma wave, we introduce two electro-
magnetic waves (pump and idler or Stokes wave separated ini-
tially in frequency by the plasma frequency) with the pump
frequency chirped linearly downward in time as follows,
with the characteristic chirp time $T$ as the parameter whose
effects are to be studied:

$$\omega_2(t) = \omega_0(0)[1 - 2t/T],$$  
(1)

and an idler wave of constant frequency–wavenumber
($\omega_i, k_i$). Both incident electromagnetic waves, continuously
injected at $x = 0$, drive a forward-going longitudinal plasma
wave with frequency and wavenumber ($\omega_e, k_e$) according to
the usual matching conditions:

$$\omega_0(t) = \omega_i + \omega_e \quad \text{and} \quad k_0 = k_i + k_e.$$  
(2)

In the Hilbert–Vlasov model (we have presented in Ref.
1) we replaced the high-frequency Maxwell’s equations for
the transverse waves by a two-wave complex envelope
model coupled the complex spatial envelope $\rho_e$ of the elec-
tron plasma wave. These envelope equations (modified in
order to take into account the beat frequency chirping) with
spatio-temporal corrections are then

$$\frac{\partial}{\partial t} + \nu_{g0}(t-x/c) \frac{\partial}{\partial x} A_0 = \frac{-i \omega_p^2}{4\omega_0\omega_0(t-x/c)} A_0 \rho_e,$$  
(3a)

$$\frac{\partial}{\partial t} + \nu_{gs} \frac{\partial}{\partial x} A_s = \frac{-i \omega_p^2}{4\omega_0\omega_0} A_0 \rho_e^*.$$  
(3b)

Note that in this formulation no provision has been made
for complex envelopes of either backward-propagating elec-
 tromagnetic waves (implying no source for backward SRS),
or for forward-propagating Stokes or anti-Stokes cascade
waves. While the former could be done, it would have re-
quired spatial resolution appropriate for half the laser wave-
length, rather less than the Debye length at our usual tem-
perature, and the relevant plasma waves would have in any
case been severely damped. The computer burden for includ-
ing cascading into forward-propagating electromagnetic
waves by adding envelope channels at frequencies separated
by $\omega_p$, would have been much more modest (apart from the
significant extra coding required), but we estimated that, at
the drive amplitudes under consideration, frequency cascad-
ing was not likely to be important.

In our treatment, the pump frequency $\omega_0$ and therefore
the linear pump group velocity $v_{g0}(t') = \partial \omega_0/\partial k_0$
$= k_0(t')/\omega_0(t')$ vary with $t' = t-x/c$ [more accurately
$\omega_{p} = k_0(t')c/\omega_0(t')$, due to the wave penetration in plasma. The
boundary conditions are then given by

$$A_0(x=0,t) = \frac{E_0}{\omega_0 \nu_{g0}} \xi_{\text{profile}}(t) \exp \left[\frac{i \omega_0(0)t^2}{T}\right]$$
and

$$A_0(x=L,t) = 0,$$  
(4a)

and, for the idler wave,

$$A_s(x=0,t) = \frac{E_0}{\omega_s \nu_{gs}} \xi_{\text{profile}}(t) \quad \text{and} \quad A_s(x=L,t) = 0.$$  
(4b)

We have chosen $eE_0/mc = 3$ (so $eE_0/mc \approx 1/10$).
The initial growth in time $\tau$ of the electromagnetic waves to
this constant value is modeled by the temporal profile $\xi_{\text{profile}}$(with $\tau$ as the control parameter) as given by

$$\xi_{\text{profile}}(t) = \begin{cases} \sin^2 \left( \frac{\pi t}{2 \tau} \right), & \text{if} \quad t \leq \tau, \\ 1, & \text{if} \quad t > \tau. \end{cases}$$  
(5)

The coupling of these waves to the plasma wave envelope is
arranged as follows, as described also in the companion pa-
per I (i.e., Ref. 1). To couple from the envelope equations to
the real Vlasov equation the real beatwave ponderomotive
force is computed from the complex amplitude product
$A_0 A_e^*$ obtained from the equations for driver wave (pump
and idler) complex envelopes. Going in the reverse sense,
i.e., going from the real Vlasov charge density to the com-
plex wave envelopes, Eqs. (3a), (3b), for the driver/idler
electromagnetic waves, is done by generating the complex
spatial envelope $\rho_e$ (and its complex conjugate $\rho_e^*$) with its
phase referred to the uniform beatwave vector phase. It is
this complex envelope which is obtained from the spatial
Hilbert transform (see the discussion in paper I) of the real longitudinal plasma field used in the Vlasov equation.

B. Numerical simulation of high-frequency beatwave without beat frequency chirping

Because we wish to compare the numerical results of the chirped beatwave accelerator concept with the simpler case previously simulated in I, where the beat frequency was not chirped, we found it convenient to recall the more important features met in the earlier simulation. More details of the earlier simulation results, including numerical parameters have been given in Sec. V and table II of the companion paper (I).

The beat drive from two driver waves of frequency \( \omega_0 (t = 0) \approx 30 \omega_p \) for the pump wave, and \( \omega_0 \approx 29 \omega_p \) for the idler wave was carried out with a relatively rapid (compared with experiment) amplitude rise time close to \( 50 \omega_p^{-1} \) for the electromagnetic waves (to reduce the computational burden). The ratio of the electron density to the critical density is then \( n_0 / n_c = (\omega_p / \omega_0)^2 \approx 1.1 \times 10^{-2} \). The oscillation quiver momenta were \( p_{osc0} / mc = 0.0708 \) and \( p_{oscS} / mc = 0.0734 \) for the pump and idler waves, respectively. The results showed clearly the growth of an electron plasma wave with the expected normalized phase momentum of \( p_\phi / mc = 27.95 \). As in the our earlier work, and in order to make a useful comparison with those results, the plasma is chosen with two electron temperatures, the majority (95\%) component with a relatively warm 15 keV temperature (to reduce the Debye-length spatial resolution required) and a minority component (5\%) at 100 keV to provide sufficient electron density in phase space for convenience in diagnosing electron acceleration features.

Figure 1 illustrates the propagation and growth of the (real) plasma electric field. Very early in time, as shown in Fig. 1 at time \( t \omega_p = 200 \), the spatial growth of the oscillating electric field amplitude is indeed linear (i.e., secular), as predicted by theory for a resonant excitation. [Note for reference that, in our usual electric field units (which are normalized to \( m c / e \)), \( eE/mc \) is also very nearly equal to the density modulation \( \delta n / n_0 = (k_c / \omega_p)(eE/mc) \) since we have \( k_c / \omega_p = 1.0479 \).] The growth slows down later as relativistic detuning makes itself manifest.

The Rosenbluth–Liu expression for the normalized spatial growth rate in our normalization is given by

\[
d \left( eE/m \omega_p^2 \right) / dx = - v_{osc0} v_{oscS} / \omega_0^2 \]

where \( v_{osc0} \) and \( v_{oscS} \) are the “quiver velocities” (actually quiver momenta divided by electron mass, i.e., \( p_{osc} / m \)) of the pump and idler wave, respectively. With the values of these quantities given in table II of paper I, we obtain then

\[
d \left( eE/m \omega_p^2 \right) / dx = - 1.296 \times 10^{-3} \]

In excellent agreement with this simple estimate, the numerical value of the envelope slope yields \(- 1.30 \times 10^{-3}\). A limit on the longitudinal electric field is clearly visible by the time \( t \omega_p = 300 \), leading to the appearance of a modulation structure of length \( \omega_p l / c \approx 320 \approx 53 \lambda_e \approx 1530 \lambda_0 \) (which means that \( l = 16 \text{ mm} \) for a CO2 laser of wavelength \( \lambda_0 = 10.59 \mu \text{m} \)). (However, by the time \( t \omega_p = 500 \), the plasma wave envelope structure to the left varies much more rapidly in space.) It is also natural to compare the saturation level of the electric field with the prediction related to be relativistic detuning. Using a simple Lagrangian cold electron fluid description and assuming a constant amplitude for the two pump waves (see also Sec. III), the Rosenbluth–Liu\(^7\) limit amplitude of the electric field takes the following value in the present case:

\[
\left( eE_{RL} / m \omega_p c \right) = \left( \omega_p / k_c c \right)^{1/3} \left( 8 \pi^2 v_{osc0} v_{oscS} \right)^{1/3} = 0.229,
\]

while the H–V code gives a weaker saturation value of 0.145.

As pointed out in Sec V A of paper I, significant action transfer occurs and this always involves a change of global phase, a phenomenon beyond the scope of the oscillator model. While this may play a role, it was found in an earlier\(^1\) discussion (in Sec. V A and Figs. 5–7 of I), that a dissipationless coupled-mode model including the plasma wave group velocity does give the same value as the Rosenbluth–Liu oscillator\(^7\) (=RLO). Hence, as also discussed earlier, the difference seems to reside in the difference in energy supplied to the accelerated electrons from the 100 keV tail. It appears that even though the electrons actually trapped were a negligible fraction of the energies involved, some interaction with the untrapped hot tail accounted for the difference. In support of this point, a comparison of this result with that given earlier\(^1\) for a much colder (1 keV) plasma showed behavior rather closer to the oscillator model (where temperature plays no role). At this point all that one can immediately infer from this is that the tail temperature clearly plays a significant (but unclear) role in mediating the action transfer. For most of the work of this paper, we have kept the same distribution function for two reasons: (i) ease of com-
parison with the previous work and (ii) electron loading must in any case be eventually included in evaluating an accelerator.

C. A conservatively “chirped” laser beatwave

1. Evolution of plasma wave and electromagnetic driver waves

To test the idea that a chirped beatwave accelerator could provide significantly stronger plasma wave amplitudes, the pump system discussed in the previous section (and in I) (with $p_{vac}/mc=0.07$) is employed but now with a chirped frequency. Here the compensation of the relativistic frequency shift is achieved by an appropriate value for the linear frequency in time. The chirped frequency used is given by Eq. (1) with a starting value of $\omega_s(t=0) = 30.01\omega_p$ and a chirp time of $T\omega_p=5\times10^5$, leading at a time of $t\omega_p=500$ to a difference frequency of $\Delta\omega = \omega_0(1) - \omega_0(t=0) = 0.06\omega_p$.

We first discuss the plasma wave amplitude growth. In Fig. 2 (which should be compared with Fig. 1) one can see at different times the slowly oscillating plasma field. Because the pump frequency is now slowly decreasing in time, the plasma oscillation are able to stay locked to the driving force, exhibiting linear (i.e., secular) growth for a much longer time, at least until $t\omega_p=400$. The wave amplitude behavior is in significant contrast to the behavior with the unchirped driver (as shown in Fig. 1), the wave amplitude with chirp thus reaching much higher values (about 0.35 instead of 0.14, or about 2.5 times higher). Clearly (at least until this time) there is much to be said for the chirp concept as a way of producing stronger waves in the same time and plasma length with the same laser intensities. The beatwave sources (incident from the left) exhibit the usual action transfer between the pump, the idler and plasma wave. Significant pump depletion (not shown here) was observed by the end of these simulations. Hence one may expect significant differences here from the simple RLO model, where space–time action transfer effects cannot be realistically included. The observed spatial secular growth rate yields the value $-1.294\times10^{-3}$ (measured at time $t\omega_p=200$) in good agreement with the predicted value of \((e/m\omega_p^2)(dE/dx) = -(t_{osc}/c_{osc,s})/4\omega_p^2\) when relativistic detuning is neglected.

In spite of the limiting behavior seen at late times after $t\omega_p=400$, this relatively small beatwave chirping rate ($T\omega_p=5\times10^5$) of the higher driver wave has allowed the system to drive the plasma wave up to an amplitude that is not only (see Fig. 2) about 2.5 times the value attained without chirping (Fig. 1), but also 1.5 times higher than the theoretical Rosenbluth–Liu limit. The maximum normalized electric field amplitude given by the code of about 0.34 does agree with the wave-breaking amplitude for a nonrelativistic waterbag hot plasma as given by Coffey,$^{12}$

\[
\frac{eE_{WK}}{m\omega_p c} = \frac{v}{c} \left[ 1 - \frac{8}{3}\mu^{1/4} + 2\sqrt{\mu} - \frac{\mu}{3} \right]^{1/2} \approx 0.33,
\]

where the parameter $\mu$ is defined by $\mu = 3v_{inj}^2/v_p^2$ ($=0.0882$). However, this value is far less than the theoretical value for relativistic waves given by Sheng and Meyer-Vehn in Ref. 13, which also reconciled earlier results (which they discuss) for a fluid plasma. Among other results, they give an approximation that is valid for this case (low temperature and near-light phase velocity) and this is as follows:

\[
\frac{eE_{WBrel}}{m\omega_p c} = \left( \frac{4}{9\mu} \right)^{1/4} \approx 1.5.
\]

Since the wave is relativistic, the previous equation should apply, so one can conclude that the normalized electric field value reached in the H–V simulation (0.34) is not being limited by relativistic wave-breaking and that the agreement with Coffey’s nonrelativistic result seems to be a coincidence.

2. Phase space representation

The fast electron generation is illustrated in Fig. 3 by a plot of a part of phase space covering $75 < x\omega_p/c < 225$ and positive $p_x/mc$ values up to 60 at the end of the simulation time $t\omega_p=500$. [Since particles are accelerated with positive values in the vicinity of the phase momentum of the electron plasma wave $p_{th}/mc (= 27.95)$, only the upper half of the normalized $x-p_x$ phase space plane has been represented, but only for values of the distribution function significantly greater than zero and less than $10^{-5}$, above which value the distribution function is truncated.] As in our earlier papers the superimposed curves show the calculated separatrix space–momentum locus for marginally trapped electrons in the electron plasma wave at the current field values.

From Fig. 3 one can clearly see values for $p_{max}/mc$ of up to 60 or so have been obtained, using the chirp rate of Sec. II C 1 (corresponding to a chirp time of $T\omega_p=5\times10^5$) and
the same idler as before. In comparison with the identical system without chirp, for which (as shown in Paper I) the maximum value of $p_{\text{max}} / mc$ was only about 30 (i.e., just about $p_{\text{phase}} / mc$), the maximum accelerated particle energy was increased by chirping by a factor of about 2, with maximum energies going from 15 MeV to 30 MeV well above the phase value but well short of the ultimate value where there are no limits on plasma length or simulation time.

To emphasize the connection with the UCLA experiment, which uses a driver CO$_2$ laser wavelength of $l_0 = 10.275$ μm and hence a plasma wavelength of 30 times this, we will also indicate the relevant distances in ordinary units for that case. As a first example, the phase space data of Fig. 3 also exhibit clearly the fact that the acceleration mechanism produces tight electron bunches which are typically submillimeter (about 0.25 mm) in length when scaled to those of the UCLA experiment.

To show how the acceleration of the electrons in a given phase-space "bucket" evolves, a moving window display was constructed, with length $l = 3 \lambda_e$ (about 18$c/\omega_p$, corresponding to 1 mm in the UCLA case), and effective velocity chosen equal to the linear phase velocity value (very close of the light velocity). Some of those results are shown in Fig. 4. (The spatial location of this moving window throughout the simulation is indicated in Fig. 2 by an arrow on the longitudinal electric field snapshot plots.) The particle population of the moving window experiences a nearly constant acceleration field during their motion. Thus, at time $t \omega_p = 500$, some electrons located between $200 < x \omega_p / c < 220$ have gained at least 30 MeV in traversing $200c/\omega_p$ (corresponding to about 950$\lambda_0$) or a length of about 1 centimeter (at UCLA) plasma wave region, which corresponds to an average accelerating field of more than 2.8 GeV/m.

3. Manley–Rowe action evolution

For a better understanding of the difference in the behavior of the chirped drive considered here, it is instructive to compare the evolution of the action density of the different modes involved in the parametric instability. In the companion paper (I) we have derived the Manley–Rowe relations in a finite causal system from a three-wave (or four-wave if the...
anti-Stokes mode is included). It is useful—especially as regards the interpretation of simulation results—to recapitulate briefly, following our earlier work (given in Ref. 11) the form taken by the Manley–Rowe relations in the present study.

The sources in this space–time system are the net action fluxes injected and lost (in this case the latter are zero since in the time of the simulation the exit boundary is not reached) from the pump and idler waves. These net normalized action fluxes at the boundaries (the “surface” terms) are denoted by \( F_i \) [defined by relation \( F_i = a_i a_i^* \omega_p / (n_p mc^3) = S_i \omega_i / c \)]. Here \( S_i = a_i a_i^* \omega_p / n_p mc^2 \) is the normalized action density and \( (a_i a_i^*) \) represents the unnormalized action density (see Ref. 3 for more details). Thus, \( F_i \) represents the normalized net action (photon) flux penetrating the plasma slab at \( x = 0 \) less that leaving at \( x = L \) (which has not happened in these simulations), with \( i \) now denoting either 0 or \( s \), for the pump and idler, respectively.

Defining the normalized total action (equivalent to the number of photons or plasmons per area unit in the plasma slab of length \( L \) by \( N_i = \int_0^L S_i dX \), where \( X_i = x \omega_i / c \), with \( i \) now denotes “0” for the pump wave, “s” for the idler wave, and finally “e” for the plasma wave, the Manley relations can then be written in the form

\[
\frac{d}{dt} (N_0 + N_s) = F_0 + F_s, \tag{6a}
\]

\[
\frac{d}{dt} (N_0 + N_e) + 2 \mu N_e = F_0, \tag{6b}
\]

\[
\frac{d}{dt} (N_e + N_s) + 2 \mu N_e = -F_s. \tag{6c}
\]

We obtain then the form useful for checking action transfer to electrons (where \( \mu \) is a phenomenological damping factor):

\[
2 \mu N_e = F_0 - \frac{d}{dt} (N_0 + N_s). \tag{6d}
\]

In the lossless Vlasov plasma, with a single plasma wave being responsible for the energy transferred to fast electrons, we have hypothesized that the kinetic (relativistic) energy of all electrons above the lower momentum boundary of the wave instantaneous separatrix would account for the energy missing and (on division by the electron plasma wave frequency and \( h \)) for the corresponding missing “mean number of plasmons of wave–particle interaction (per unit area). Therefore, defining

\[
N_{WP} = \frac{mc^2}{\hbar \omega_e} \int_0^L dx \int_{p_{\text{low}}}^{+\infty} dp_x (\gamma - 1) f(x, p_x, t),
\]

Eqs. (6a), (6b), and (6c) can now be rewritten in the following form (with \( \tau \) as the normalized time variable \( \omega_p \tau \)):

\[
\frac{d}{d\tau} (N_0 + N_s) = F_0 + F_s, \tag{7a}
\]

\[
\frac{d}{d\tau} (N_0 + N_e + N_{WP}) = F_0, \tag{7b}
\]

\[
\frac{d}{d\tau} (N_e + N_{WP} - N_s) = -F_s. \tag{7c}
\]

Note that Eq. (7a) generalizes, to the case of an open system with incoming flux, the first (electromagnetic) invariant sum of this Manley–Rowe system as met in an earlier study3 of a periodic system in the usual form \([i.e., C_i(t) = |a_i|^2 + |a_i|^2 = C_i(t = 0)] \). While for the periodic system conservation of the previous sum action \( C_i(t) \) means photon conservation, here we have to take into account the photon injection in the open system. For the time of our simulation, while considerable action flux has been injected, no flux has yet left the system yet, so conservation is indicated by linear growth for a uniform beatwave.

Since the plasma wave interacts nonlinearly with both pump and idler wave as well as with the trapped and nearly trapped electrons, we have to consider the action sum of pump, plasma wave, and action transferred to fast electrons described in relation (7b). In addition to the total electron plasma wave action \( N_e \), we also have as before used the trapping separatrix boundary (see, for instance, Ref. 3) to define the total transferred action (or equivalently) the normalized total equivalent number of plasmons \( N_{WP} \) transferred to trapped electrons due to wave–particle interactions using relation (21) of paper I. As we emphasized in Sec. III of the paper, both the electron plasma wave action (as \( N_e \)) and the action \( N_{WP} \) transferred from the plasma wave to fast electrons are included. [We have defined fast electrons as those which are above the lower boundary of the separatrix and action sum \( N_{WP} \) as being their energy sum divided by the associated wave (i.e., plasma) frequency.]

For the normalized chirp time of \( 5 \times 10^5 \), the corresponding time evolution of different quantities described in Eqs. (7a) \( (N_0, N_s, \text{ and } N_{em}) \) and (7b) \( (N_0, N_e, N_{WP}, \text{ and } N_s) \) are represented in Fig. 5(a) and Fig. 5(b), respectively, as solid curves. In order to make a comparison with the case where the pump wave is not chirped, we have superimposed as dashed curves in each figure the corresponding curves [shown in Fig. 7 of paper (I)] for the zero chirp case (i.e., for \( T \omega_p = \infty \)).

The temporal behavior of the electromagnetic actions \( N_0, N_e, \) and their sum \( N_{em} = N_0 + N_e \) is first displayed in Fig. 5(a), where one can compare the effectiveness of the mode conversion from pump to Stokes (idler) wave with associated the plasma wave in Fig. 5(b), as shown by the increasing gap between \( N_e \) and \( N_0 \). The evolution of \( N_{em} \) is identical for both cases with and without chirp, as should be the case since this sum is really a check on the fact that there is no action loss for the electromagnetic waves. At early times (i.e., until \( T \omega_p = 200 \) or so, before relativistic detuning can play a role in either case) the behavior for the individual \( N_s \) and \( N_0 \) components is also quite similar in both cases. Beyond that time in the chirped case there is little increase in total injected pump action \( N_0 \) because this slow chirp is nonetheless so effective that it leads to nearly complete conversion of the recently injected pump action to Stokes action. [This is why the Stokes (idler) total action \( N_e \) evolves linearly with time, at late times, with a slope of \( F_0 + F_s \), the same as the slope of the \( N_{em} \) sum.] Because of the decou-
negligible without chirp, was enormously increased. With chirp, the rate of conversion to fast electrons at the end of the simulation was more than half the maximum action transfer rate possible (which is that of electromagnetic action transfer).

By all the measures just discussed [the conversion of energy from pump to idler in Fig. 5(a) and from pump to plasma waves and to fast electrons in Fig. 5(b)], it is clear that application of this relatively conservative chirp rate has dramatically improved the efficiency and speed of transfer from the beatwave source to plasma waves and fast electrons.

The various final action sums, as presented in Table I, are in good agreement with the expected values.

### III. COMPARISON WITH THE ROSENBLUTH–LIU RELATIVISTIC LAGRANGE OSCILLATOR PREDICTION

The chirped beatwave concept has been explored previously using the relativistic Rosenbluth–Liu oscillator, which in normalized (to $c/\omega_p$) Lagrangian coordinates $\xi$ has the following form:

$$\frac{\gamma^3}{\omega_p^2} \frac{d^2 \xi}{dt^2} + \xi = \frac{\epsilon(t)}{2} \sin(\xi_0 - \psi(t)).$$

where $\xi$ and $\xi_0$ are the Lagrangian coordinate and its reference value, respectively, of an oscillating electron cold fluid planar element whose position $x$ is related to the Lagrangian variable $\xi$ by $x \omega_p/c = \xi + \xi_0$, $\xi_0$ being its equilibrium point (usually zero when one speaks of only one oscillator at a time as here) and $\epsilon = v_{osc}^2 c^2 / \omega_p^2$ is the (small) beatwave source term. The beat frequency chirping if present is manifest when $\psi(t)$ has a form other than $(\omega_0 - \omega_s) t$ where $\omega_0$ and $\omega_s$ are constants. With nonzero chirp the general expression for the phase $\psi$ of the driving force becomes

$$\psi(t) = \int_0^t dt (\omega_0(t) - \omega_s).$$

Using appropriately slowly chirped beatwave pumping in numerical integration of Eq. (8), the amplitude of plasma wave has been observed to increase dramatically (even to nominal wave-breaking levels (that is, to where $\langle \xi^2 \rangle^{1/2}$ becomes comparable to 1), because the phase lock be maintained for a much longer time than without chirp. Below what proves to be a critical value for losing phase lock with the driver pair, the penalty for too low a chirp rate is simply inefficiency, in that it takes longer to reach the same value for $\xi$, and usually with more oscillations in $\xi$ as seen in the results shown later (in Fig. 6).

<table>
<thead>
<tr>
<th>Action sum</th>
<th>Photon flux</th>
<th>Theoretical value</th>
<th>Numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_f + N_s + N_{WP}$</td>
<td>$F_0$</td>
<td>0.075</td>
<td>0.072</td>
</tr>
<tr>
<td>$- N_s + N_f + N_{WP}$</td>
<td>$F_5$</td>
<td>0.077</td>
<td>0.078</td>
</tr>
<tr>
<td>$N_f$</td>
<td>$F_0 + F_5$</td>
<td>0.1526</td>
<td>0.1531</td>
</tr>
</tbody>
</table>

The chirped beatwave concept has been explored previously using the relativistic Rosenbluth–Liu oscillator, which in normalized (to $c/\omega_p$) Lagrangian coordinates $\xi$ has the following form:

$$\frac{\gamma^3}{\omega_p^2} \frac{d^2 \xi}{dt^2} + \xi = \frac{\epsilon(t)}{2} \sin(\xi_0 - \psi(t)).$$

where $\xi$ and $\xi_0$ are the Lagrangian coordinate and its reference value, respectively, of an oscillating electron cold fluid planar element whose position $x$ is related to the Lagrangian variable $\xi$ by $x \omega_p/c = \xi + \xi_0$, $\xi_0$ being its equilibrium point (usually zero when one speaks of only one oscillator at a time as here) and $\epsilon = v_{osc}^2 c^2 / \omega_p^2$ is the (small) beatwave source term. The beat frequency chirping if present is manifest when $\psi(t)$ has a form other than $(\omega_0 - \omega_s) t$ where $\omega_0$ and $\omega_s$ are constants. With nonzero chirp the general expression for the phase $\psi$ of the driving force becomes

$$\psi(t) = \int_0^t dt (\omega_0(t) - \omega_s).$$

Using appropriately slowly chirped beatwave pumping in numerical integration of Eq. (8), the amplitude of plasma wave has been observed to increase dramatically (even to nominal wave-breaking levels (that is, to where $\langle \xi^2 \rangle^{1/2}$ becomes comparable to 1), because the phase lock be maintained for a much longer time than without chirp. Below what proves to be a critical value for losing phase lock with the driver pair, the penalty for too low a chirp rate is simply inefficiency, in that it takes longer to reach the same value for $\xi$, and usually with more oscillations in $\xi$ as seen in the results shown later (in Fig. 6).
When the chirp rate is too large the plasma remains phase-locked to the chirping driver but for only a limited time, at which point there occurs a sudden loss of phase and frequency lock, followed by a transition to a combination of a much lower-amplitude source-driven state together with a free oscillation continuing at the oscillation frequency when the frequency unlocking occurred. In previous work (as yet published only in abstracts) the critical linear chirp rate for losing phase lock was determined numerically for the linear chirp rate for a beatwave driver with a constant amplitude in the Lagrangian oscillator approximation.

The numerically determined normalized critical chirp rate $F_{c_{\text{crit}}}$ (in the normalization used by Mora given in Ref. 14) was determined to be $1.89938$. (This value is for a linear chirp rate and a constant amplitude drive. Other drive or chirp forms such as that of Deutsch et al. would require their own analysis. Laser experts would find a significant linear chirp rate challenge enough without requiring other complications such as a specific form such as an exponential.) In the units used here this normalized rate translates to $\omega_p T_{\text{crit}} = 2(\omega/\omega_p)R^2/1.89938$, with $R$ defined as $(256/3)^{1/3}(c^2/\omega_p os90^2 os53)^{1/3}$. In the case at hand this becomes $\omega_p T_{\text{crit}} = 7.3568 \times 10^3$. Although the RLO model is highly idealized, it was decided to explore the effect of different chirp rates and comparing the results with the chirped RLO results.

In Fig. 6 are shown some numerical results (as yet unpublished elsewhere) for the Lagrangian oscillator using the full normalization as introduced by Mora for a constant amplitude drive. The results for various chirp rates are shown both above and below the maximum critical linear chirp rate $F_{c_{\text{crit}}}^*$ at which oscillator locking to the drive is suddenly lost. The various rates are labeled as follows: the two cases close to critical are labeled as ‘‘supercritical’’ for the chirp rate slightly above critical, as ‘‘subcritical’’ for the case slightly below critical, and as ‘‘fast’’ for the chirp rate well above critical and ‘‘slow’’ for the case of a rather slow chirp. For reference the well-known unchirped periodic result of Rosenbluth and Liu (see Ref. 7) is also shown (labeled as ‘‘$R-L$’’). After frequency lock is lost for chirp rates above critical (i.e., ‘‘supercritical’’ and ‘‘fast’’ cases), the observed amplitude oscillations at steadily increasing frequency, have been determined as being due to the beating of a large but unforced oscillation still at the frequency at which frequency lock was lost, and the smaller-amplitude phase-locked forced response possible at the current value of the beatwave drive frequency.

A. Chirped beatwave experiment in the case of a too slow chirp rate

To explore the effects of varying the chirp rate, we begin by using a chirp rate of about 0.6 that of Sec. II, with a longer chirp time of $T_{\omega_p} = 8.5 \times 10^5$ (as compared with the earlier value of $T_{\omega_p} = 5 \times 10^5$). A numerical simulation is performed with this slower chirp rate and the results are shown in Fig. 7 (at a convenient common time $t_{\omega_p} = 400$). The results shown in Fig. 7 include the spatial behavior of both of the beatwave driver’s electromagnetic component envelopes [the pump wave in Fig. 7(a) and idler wave in Fig. 7(b)] in normalized density action units, as usual, together with the oscillating longitudinal electric field, shown in Fig. 7(c) (normalized as usual to $m \omega_p c/e$), with the corresponding action envelope plotted in Fig. 7(d).

The envelopes of driver modes resemble the general features, but with less marked variation, of those observed in the previous case of Fig. 2 with a stronger chirp rate. There are, however, some noticeable differences in the shape of the
envelope of the plasma wave. The plasma wave in Fig. 7 shown at \( t v p = 400 \) has already reached its maximum level, which is lower at a normalized value of about 0.23 as compared with the earlier value of 0.35 than that of Fig. 2 at the same time. Of course the value is still much greater than the value of 0.17 in the no-chirp case of Fig. 1.

Examining the electric field results at the same time (\( t v p = 400 \)) for the three cases, one can see clearly that, while there is no sign yet of leveling off in plasma wave field amplitude for the fastest chirp case, Fig. 2, the typical no-chirp oscillation of the type discussed by Rosenbluth and Liu (see Ref. 7) and by others (see Refs. 8, 9) is clearly evident in Fig. 1. The present case is in all respects intermediate between these two, already showing signs of leveling off and likely to begin to show the typical “slow chirp” oscillatory behavior of Fig. 6.

Repeating, in Fig. 8, the integrated action comparisons between this weak chirp case and the no-chirp case (1) that were carried out in Fig. 5 for the significant chirp and no-chirp case, we can see again that this weak-chirp case is intermediate between the two. To begin with, using Fig. 8(a) (which shows the evolution of both driver electromagnetic wave total actions \( N_0 \) and \( N_s \), together with their sum \( N_{en} = N_0 + N_s \)), one see that, while the \( N_0 \)-to-\( N_s \) conversion is something like three times the no-chirp result, it is only half that using the stronger chirp. The difference is also striking when one examines Fig. 8(b), where we have plotted [as for Fig. 5(b)] the temporal behavior of \( N_2 = N_0 + N_e + N_{WP} \) and of each quantity taken separately. Although the beat frequency chirping indeed enhances the growth of the plasma wave with respect to the no-chirp result (but not to the level of the stronger chirp result), the energy in trapped particles (proportional to \( N_{WP} \)), is only about a third of that for the stronger chirp, presumably because the plasma wave is less than for the stronger chirp. The \( N_{WP} \) is relatively less compared with the \( N_e \) for this intermediate chirp rate because significant nonlinearity of the extraction and acceleration of the electrons in the hot tail.

Of course, with a slower chirp one could use a longer plasma, but in most cases that one might imagine, obtaining longer plasmas of acceptable uniformity is difficult, so one tries to make the most of plasma length one has. It is for this reason that it is desirable to explore to what level the chirp rate might be raised before some natural limit process manifests itself.

B. Chirped beatwave experiment with a too fast chirp rate

In this subsection we examine the saturation of the electron plasma wave as a result of using a chirp rate which is too fast. A first series of numerical simulations with the much shorter chirp time of \( T_0 = 8.5 \times 10^5 \) was carried out and the numerical results are shown in Fig. 9. As was the case for Fig. 7 these curves exhibit, at time \( t_0 p = 400 \), for this very rapid chirp, the spatial behavior...
of both driver modes and the corresponding longitudinal electric field. To gain some insight into these effects, which might appear puzzling in isolation, let us also consider a second example obtained by decreasing the chirp time even more. We employed an enormously fast chirp rate, 10 times the original value of Figs. 2 and 3, and 3 times the previous one which is already very much too fast (the chirp time now being used is $T_{\omega_p} = 5.0 \times 10^4$) and the numerical results for this extremely rapid chirp are summarized in Fig. 10.

When these two sets of results are looked at together, it is clear that they are just what is expected from the chirped RLO model when the chirp rate is set at such a high rate that the plasma oscillations become uncoupled from the driving frequency, when one could say that the beatwave drive is “over-chirped.” As may be seen in Fig. 6 for supercritical and fast chirps, in the RLO model, when the drive is over-chirped, the plasma wave amplitude displays a decreasing modulational oscillatory behavior (around a constant value) with time, at a modulation frequency that increases linearly with time. Increasing the chirp rate reduces the amplitude (at least when starting from zero) and reduces the time at which frequency unlocking occurs as well (of course) increasing (i) the rate of change of modulational frequency and (ii) the decrease in modulation amplitude. All these features are present in Figs. 9 and 10, together with the expected effect feedback on the electromagnetic drivers (something one cannot readily include in the RLO model). Just why the amplitude of the beat modulation in the supercritical chirp cases also varies linearly with space in these $H-V$ simulations is not evident.

C. Critical chirp value: Comparison between the RLO model and the Vlasov plasma

Because the fully normalized RLO model presents very little load to a computer it was relatively easy to check that the Mora normalization (see Ref. 14) for the RLO model worked and to determine by trial and error the normalized critical chirp value (that value $F'_{\text{crit}}$, being, in Mora’s units, the highest for which no frequency unlocking occurs) as discussed in Sec. II. For the situation discussed here the translates to a chirp time of $\omega_p T_{\text{crit}} = 7.3568 \times 10^7$, but we find that a somewhat smaller normalized chirp time value of $5.0 \times 10^5$ is still not too short although $1.5 \times 10^5$ definitely is so. (A detailed exploration of this topic presented an unacceptable computer burden.) One might guess that the actual critical chirp value (time) might be something like a factor of 2 above (below) the RLO-based estimate.

IV. HIGHLY NONLINEAR REGIME OF PARTICLE ACCELERATION INDUCED BY BEAT FREQUENCY CHIRPING

In the previous simulations, in order to reduce the computation burden to an acceptable level the driver amplitudes were increased more rapidly than in a comparable experiment such as that at UCLA. In order to see what would happen with a more realistic rise time and with an injected electron beam rather than a high energy tail another simulation was run with the following parameters: $\omega_0/\omega_p = 30$, electron beam injection at 2 MeV energy (but at a number density ratio $n_b/n_0 = 10^{-3}$, much higher than of the experiment to avoid problems of numerical truncation), and at a plasma temperature of only 3 keV. This gives a value for $k_c/\omega_p = 1.0094$, which corresponds to $k_c \lambda_B = 0.077$. For a value of $I \lambda^2 = 5.4710^{16} \mu^2 W/m^2$, giving normalized quiver momenta of 0.2 and 0.206 for driver and idler, respectively, the rise time was 120 ps corresponding to 600 $\omega_p^{-1}$, rather than the 50 $\omega_p^{-1}$, used in the other simulations just discussed. The chirp rate was chosen to be $T_{\omega_p} = 8 \times 10^3$.

Using the format of Figs 7, 9, and 10, in Figs. 11, 12, and 13 one can see the spatial snapshots of the behavior of the pump, idler, and plasma wave. At first things appear to have gone well and by $T_{\omega_p} = 400$ in Fig. 11 this slowly-rising chirped case has reached the plasma wave level of the unchirped case with a much more rapid rise in amplitude. However, as shown in Fig. 12, at a normalized time of 500, the normalized electric field $(eE_{\text{max}}/m \omega_c)$ has reached the very large value of something like 1.2 (at the $x \omega_p/c$ value of about 60), just to the right of a very large dip at $x \omega_p/c$ of about 30. This last is clearly associated with a Stokes dip and a pump peak, all of which indicate a very rapid spatial dephasing resulting in energy being returned to the pump. Even more unpleasant is the situation shown in Fig. 13, at the normalized time of 700, when these localized structures have become more intense with narrower widths and the structures to their left have become dismaying erratic. Looking at the associated moving-window phase space plots [along the lines of Figs. 12 (a,b,c)], in the window ahead of this peak-field region, shown in Fig. 14, the acceleration is clearly quite conventional and reaches the healthy normalized momentum value $(p_i/mc)$ of 70. However, on looking at a window for electrons that have come through this extraordinarily high field region, one sees a much more complicated and relatively badly structured acceleration, one

FIG. 10. Numerical results for an even faster chirp rate than for Fig. 9 (corresponding to $T_{\omega_p} = 8.5 \times 10^3$) are given in the same format. The rapid oscillations of the envelopes are even more obvious.
which would be quite unacceptable for an accelerator. In Fig. 16 energy distributions corresponding to the frames in Figs. 14 and 15 for the times of 700 show the same behavior. In view of this behavior, it seems to be pointless to discuss the action behavior along the lines used discussing Figs. 5 and 7.

As expected, the maximum amplitude of the longitudinal fields exceeds the Rosenbluth and Liu limit, given by \( eE_{\text{RL}}/m\omega_p c = 0.475 \), when we take into account the weak temporal variation of the pump frequency. Nevertheless, a useful comparison with the theoretical value of the relativistic hot plasma wave breaking limit seems doubtful because of the presence of the injected beam electrons accelerated to high energies. However, for what it is worth, we note that the electric field, strong as it is, is nonetheless still below the relativistic wave-breaking value (now increased because of our lower temperature). We have, in fact, \( 1.60 < eE_{\text{max}}/m\omega_p c < eE_{\text{WB rel}}/m\omega_p c \approx 3.27 \).

More details of particle acceleration can be found in Fig. 14 and Fig. 15, in which we have represented the time evolution of two different windows moving at the phase velocity of the plasma wave. The spatial location of each moving window throughout the simulation is indicated in Fig. 12(c) by an arrow. Furthermore the gray-shading indicates again the magnitude of the particle distribution function. (We have represented \( f \) between \( 10^{-5} \) and \( 10^{-4} \) as black for \( f \geq 10^{-4} \) and white for \( f \leq 10^{-5} \).) Since the windows are carefully tailored to move at the phase velocity which is very close to \( c \), the acceleration structures seen in phase space are quite stationary in this frame, giving thus a time history of the same population of trapped electrons. It proved helpful to draw the limiting trapped orbit trajectory, i.e., the separatrix of particles in the windows at the same time. Two cases are considered here. The first window shown is the right-hand one marked as “1” in Fig. 12, and shown in Fig. 14 at four different times during its evolution. (It was chosen initially at time \( t\omega_p = 400 \) at the left-hand side of the plasma box, in a region of a strong electric field close to \( eE_{\text{max}}/m\omega_p c = 0.40 \), but this window proves to contain electrons which have not
passed through the anomalous field region once the anomaly became manifest. Thus for this electron population, the acceleration behaves in an adiabatic way, leading to energies up from 10 MeV up to 35 MeV. We can notice that, at the end of the window evolution, a beam is formed and decoupling from the plasma bulk. Our second window marked as ‘‘2’’ in Fig. 12 shows the complicated phase-space structure associated with the trapped electrons which have passed through this anomalous region of an intense but highly localized field. We see indeed that the phase-space structures which characterize the over-acceleration become more and more stochastic while the field goes on time increasing. However, the phase space structures vortices clearly demonstrate, however, stronger acceleration associated with the beat frequency chirping leading to particle acceleration till $p_x/mc > 120$, which means to energies that exceed 60 MeV. Further confirmation is provided by the plot in Fig. 16 of the mean distribution function versus the kinetic relativistic energy (given in MeV units) for both windows, shown at the same time $\omega_p t_0 = 700$, in Figs. 14 and 15, for the first and second window, respectively. A preliminary estimate of the accelerated particle density indicates that in the range of 10–60 MeV (corresponding to plasma regions of an intense electric field) is roughly 20 times higher in comparison with the population of the first window (accelerated up to 35 MeV). By considering an interaction length of $200\lambda_0$ (i.e., 6$\lambda_\perp$) for the electric field peak, we can therefore take the effective acceleration length as 2 mm (for a laser wavelength of $\lambda_0 = 10.275 \mu$m). Combining this with the numerically measured energy gain of 55–60 MeV implies a peak accelerating gradient of 25–30 GeV/m, which means 10 times the value obtained without a chirp term. Powerful though this is, the anomalous and ill understood nature of this field makes it an unreliable candidate for an accelerator.

As a final remark on this Section, it should be mentioned that an initial suspicion that the development of this intense peak might be an artifact of the $V–H$ code was allayed when it was noticed (i) that a similar phenomenon had been observed in a simple wave-coupling model without nonlinear plasma dynamics (other than the usual mode-coupling terms) and (ii) that the phenomenon could be seen to be beginning in other simulations such as that shown in the plasma wave in Fig. 7.

V. CONCLUSION AND DISCUSSION

In this paper numerical simulations using a kinetic Hilbert–Vlasov model have shown that one can increase the plasma wave amplitude above the saturation amplitude limit of Rosenbluth and Liu by time variation (‘‘chirp’’) of the frequency difference to stay in resonance with the plasma
oscillations. The results are in reasonably consistent with calculations using the Lagrangian oscillator model of Rosenbluth and Liu with "chirp" added. The simulations have shown the appearance of a stronger particle acceleration process induced by the beat frequency chirping in the highly nonlinear regime, leading to a high acceleration gradient of more than 25 GeV/m.

Of considerable importance is the measure of action transferred to fast electrons since this determines accurately the potential efficiency of fast electron production. This action can be directly estimated by considering accelerated particles above the lower separatrix limit. Because the hybrid Vlasov model has essentially no noise, very fine details of the particle distribution function can be easily elucidated, allowing therefore the precise calculation of action transfer. The beat frequency chirping enhances the action transfer to accelerated particles by a factor 2 in comparison with the case without temporal variation of the pump frequency.

For drivers with a rapidly-rising amplitude, chirping seemed to perform very well, but when slower-amplitude rates of rise were used extremely disquieting localized field structures were seen, structures which would pose a threat to well-organized acceleration. Since the nature of this phenomenon is unresolved, it is not clear whether it is unavoidable or not. It would take a significant study to elucidate this point. Unfortunately, this is not a wave-like instability (for which much exists in the way of analytic tools), but rather something like a singular layer which is perhaps self-organizing. It would be likely difficult to persuade technologists that these chirp rates are worth pursuing if they seem to lead to accelerators with field singularities.

While the numerical experiments shown in this paper explain clearly the growth of the plasma wave and the limiting due to relativistic detuning and what happens when the frequency is appropriately chirped, the analysis is far from complete, however. Among other aspects, two-dimensional and ion-mediated physics are still to be included. If ion motion and two-dimensional motion is included, a variety of instabilities can develop that will limit the amplitude of plasma wave in beatwave experiment and render it incoherent thus unsuitable for sustained particle acceleration. Recent experimental observations (presented in Ref. 14) and also numerical simulations (see, for instance, Ref. 13) are strongly suggestive of the importance of the contribution of the mode-coupling saturation mechanism via the modulational instability in the beatwave experiment. However, the introduction of a beat frequency chirping could be a competitive process to the occurrence of modulational instability.

An another important question is whether the particle acceleration process can be altered by two dimensional spa-
tial geometry. To check such basic concepts, the much more limited and less demanding spatially two dimensional (2D) periodic Hilbert–Vlasov simulations can be very useful, since in this case, one needs to consider the behavior in time only of the discrete spatial Fourier modes. Thus, it will be possible to take into account the transverse spatial dimension of the electromagnetic driver waves including a complete description of relativistic effects for both the longitudinal and transverse directions. An effort to take into account 2D periodic geometry in the Hilbert–Vlasov code is well in hand and these results should be reported in due course.
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