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Abstract 

Purpose 

Some IRT models have the advantage of being robust to missing data and thus can be used 

with complete data as well as different patterns of missing data (informative or not). The 

purpose of this paper was to develop an algorithm for response shift (RS) detection using IRT 

models allowing for non-uniform and uniform recalibration, as well as reprioritization RS 

recognition and true change estimation with these forms of RS taken into consideration if 

appropriate. 

Methods  

The algorithm is described and its implementation is shown and compared to Oort’s  

Structural Equation Modeling (SEM) procedure using data from a clinical study assessing 

health-related quality of life in 669 hospitalized patients with chronic conditions. 

Results 

The results were quite different for the two methods. Both showed that some items of the SF-

36 General Health (GH) subscale were affected by response shift, but those items usually 

differed between IRT and SEM. The IRT algorithm found evidence of small recalibration and 

reprioritization effects whereas SEM mostly found evidence of small recalibration effects.  

 

Conclusion 

An algorithm has been developed for response shift analyses using IRT models and allows the 

investigation of non-uniform and uniform recalibration as well as reprioritization. Differences 

in RS detection between IRT and SEM may be due to differences between the two methods in 



handling missing data. However, one cannot conclude on the differences between IRT and 

SEM based on a single application on a dataset since the underlying truth is unknown. A next 

step would be to implement a simulation study to investigate those differences. 

Keywords: item response theory, response shift, missing data, attrition, bias, quality of life 

Introduction 

Response shift (RS) is an important issue in clinical research and missing data remains a 

challenge when assessing longitudinal Patient Reported Outcomes (PRO) data and possibly 

associated response shift (RS) phenomenon. Indeed, most proposed analytical statistical 

strategies, such as Structural Equation Modeling (SEM) [1] allowing for the detection of all 

forms of RS (recalibration, reprioritization and reconceptualization), assume that data are 

either missing completely at random (MCAR) or missing at random (MAR). In these cases, 

the missingness probability either depends on the observed data (MAR) or is independent of 

all previous, current and future assessments (MCAR). However, it is very likely that most 

data are not missing at random (MNAR) [2] and that the probability of missingness depends 

on unobserved data (e.g. patients might be too tired to fill in the PRO on fatigue). This type of 

data is truly problematic since it can lead to very poor and biased estimates of RS and true 

change in PRO data [3]. The issues regarding the choice of the most appropriate 

methodological approach for both the identification of RS occurrence and its appropriate 

adjustment in the analyses of longitudinal PRO data with possibly informative missing data 

(MNAR data) is challenging and remains debated.  

Item Response Theory (IRT), and in particular Rasch family models [4], could be an 

interesting alternative for response shift detection, with some advantages compared to SEM. 

Indeed, with IRT it is possible to estimate a latent trait with interval scale property, unlike raw 

scores or their linear transformations [5]. That is, a unit difference characterizes the same 



amount when measured from different initial levels on the latent trait scale. Furthermore 

regarding the management of missing data, Rasch-based IRT models possess a very 

interesting property of specific objectivity, which allows one to obtain consistent estimates of 

the parameters associated with the latent trait (quality of life for instance) whether or not an 

item is observed [6, 7]. Consequently, unbiased estimates of the latent trait can be obtained 

even when some items are missing, in a framework that can be ignorable (MCAR or MAR 

data) or not (MNAR data) [8, 9, 10, 11]. Rasch family models could therefore provide a valid 

methodological approach for RS identification in longitudinal studies with potentially 

informative missing data.   

The purpose of this paper was to develop an algorithm for RS detection using IRT models 

allowing for non-uniform and uniform recalibration, as well as reprioritization RS recognition 

and true change estimation with these forms of RS taken into consideration if appropriate. The 

algorithm follows the sequence of the algorithm of Oort's procedure for SEM and relies on 

longitudinal polytomous IRT models including the Partial Credit Model (PCM) of the Rasch 

family model and the Generalized Partial Credit Model (GPCM). The algorithm is described 

and its implementation is shown and compared to Oort’s SEM procedure using data from a 

clinical study assessing health-related quality of life in hospitalized patients with chronic 

conditions.  

Methods 

Algorithm for response shift detection using IRT models  

We propose a new algorithm for response shift analyses using polytomous IRT models 

following the sequence of the algorithm of Oort's procedure for SEM [1]: the RespOnse Shift 

ALgorithm in Item response theory (ROSALI). This algorithm makes it possible to detect two 

types of RS using data from two measurement occasions: non-uniform and uniform 



recalibration and reprioritization. After this detection, the true change (the mean change of the 

latent trait between the two times) can be estimated taking RS into account. Unlike the Oort 

SEM method, ROSALI is currently based on unidimensional IRT models and does not yet 

include the possibility of reconceptualization detection which would require multidimensional 

IRT modeling.  

Finally, the observed change can be separated into two components: change due to response 

shift and true change in the level and variability of the latent construct the PRO is intended to 

measure. The different steps of the algorithm are the following: a preliminary step for 

estimating the item difficulties at the first measurement occasion (step 0), establishing a 

measurement model (step 1), fitting a model with no RS and overall evaluation of RS (step 2), 

RS detection (step 3) and true change estimation (step 4). Figure 1 summarizes each step for 

both methods, IRT and SEM. 

Item response theory models 

Suppose patients’ quality of life is measured using a questionnaire which includes polytomous 

items on two measurement occasions t (t=1, 2). The presentation of the IRT algorithm will 

focus on one dimension of this questionnaire assumed to be composed of J items.  

The items’ responses of the patients on the two measurement occasions can be modeled using 

a longitudinal Generalized Partial Credit Model (GPCM) as follows: 
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With    
   

 the response of patient i (i=1,…,N) to item j (j=1,..,J) at time t (t=1,2),   
   

 a 

realization of the random variable  , that is the latent trait of patient i at time t.    is the 

covariance matrix  
  

     

      
 

  where   
        

  are the variances of the latent trait at times 

t=1 and t=2, respectively and     =      is the covariance between the latent traits at times t=1 

and t=2. The parameter     corresponds to the item difficulty for each positive category p of 

item j and the number of positive response categories for this item is equal to   .    
   

 is the 

change in item difficulties between time t=1 and time t=2 with     
   

 = 0       .   
    are the 

discriminating powers at time t=1 and t=2 respectively for each item j=1,…,J. In order to 

obtain a PCM at time t=1, the following constraints are used:   
   

            . 

If no RS is assumed,   
      for all values of t (t=1, 2) and j (j=1,..,J) and the former 

longitudinal Generalized Partial Credit Model becomes a longitudinal Partial Credit Model 

(PCM). In this model, only characteristics of the latent trait (level of the individuals on the 

measured concept) can vary over time, unlike the items parameters which are held fixed. 

Response-shift can be considered as a modification of the perception of the questionnaire over 

time by the patients. If RS is assumed, the most flexible model allowing for response-shift is 

used to model the data: the longitudinal Generalized Partial Credit Model (equation 1) which 

includes parameters allowing for change in item difficulties and in discriminating powers 

between time t=2 and time t=1 for each item j=1,…,J to allow for modeling possible non-

uniform and/or uniform recalibration and/or reprioritization response-shift.  

Modeling and interpretation of different sources of response shifts 

Recalibration  



Recalibration is considered as change in the respondent’s internal standards of measurement 

[12]. For non-uniform recalibration (Figure 2), it is assessed by a change of item difficulties 

(parameter    
   

 with    
   

 = 0      ) that can occur in various directions and magnitude 

towards lower or greater difficulties. For uniform recalibration (Figure 3), this phenomenon is 

assessed by a change of all difficulties of a given item in the same direction and to the same 

extent. Figures 2 and 3 show the two types of recalibration (non-uniform and uniform) when 

IRT was applied on the clinical data from the illustrative example. For both, recalibration 

involves a change of item difficulties between the two times,    
   

. For example, if we observe 

a non-uniform recalibration on item j, each curve on the graph can be shifted in different 

directions and/or magnitude. If we observe a uniform recalibration on item j, each curve on 

the graph will be shifted at time t=2 by the same amount.  

Reprioritization 

Reprioritization corresponds to a change in the respondent’s values, that is to say a shift in the 

importance of items constituting the target construct. The change in discriminating power for 

each item between the two times can be used to assess this type of RS. If there is 

reprioritization on an item, the value of its discriminating power, which is equal to 1 at time 

t=1 is different from 1 at time t=2 (Figure 4 illustrates the application of IRT on the clinical 

data from the illustrative example). In this case, this item has become more or less 

discriminating at time t=2 than at time t=1. For example, for item j, if its discriminating power 

is higher than 1 at time t=2, item j is more predictive of the latent trait level and conversely, if 

it is lower than 1 at time t=2, item j is less predictive of the latent trait level.  

Procedure 



The procedure was developed with the SAS software by adapting Oort’s procedure [1] to 

obtain an algorithm for RS detection using IRT models. It is composed of 5 steps and 4 

models as in the Oort’s procedure. A preliminary step (step 0) was added to estimate items 

parameters at time t=1.  

Step 0: Estimation of item parameters 

This preliminary step allows estimating the item difficulties at time t=1 δjp by fitting a Partial 

Credit Model whose fit is assessed using the MIRT software [13, 14]. For all the next steps of 

the algorithm, the item difficulties are fixed to their estimated values at step 0.  

Step 1: Establishing a measurement model (Model 1) 

Model 1 is a Generalized Partial Credit Model (equation 1) which takes into account the two 

possible types of RS: recalibration (non-uniform or uniform) and reprioritization. The 

discriminating powers are all equal to 1 at time t=1 and their values are estimated at time t=2 

as well as the change in item difficulties between the two times    
   

.  

Step 2: Overall evaluation of response shift (Model 2) 

Model 2 is a model assuming no RS. It is a longitudinal Partial Credit Model because we 

impose invariance constraints such that we assume no non-uniform or uniform recalibration 

and no reprioritization. To evaluate the presence of overall RS, we compare model 1 and 

model 2 using a likelihood ratio test. If the test is significant, we go to step 3 to improve 

model 2 and detect which type of RS occurs on which item. If the test is not significant, we 

may assume that there is no RS and we skip step 3.  

Step 3: Response shift detection (Model 3) 



Step 3 is an iterative step in which model 3 is updated constantly according to the results. The 

first model used at this step corresponds to model 2 and we remove the constraints of model 2 

one by one to identify RS. The algorithm first tests the presence of recalibration on each item 

j. For each j, a test to detect if a change in item difficulties, estimated by    
   

, has occurred is 

performed using the likelihood ratio test to compare the new model with the previous one. If 

the test is significant we consider the presence of recalibration on item j. Among the items for 

which significant tests are found, we choose the item associated with the model with the 

maximum value for the likelihood. Then we determine the type of recalibration on this item 

by testing whether the item difficulties change in the same direction and to the same 

magnitude. If this test is significant, non-uniform recalibration is suspected, else uniform 

recalibration is assumed. Finally, the model is updated to take into account recalibration if 

appropriate. This first part of step 3 may be repeated on the updated model until there are no 

more items displaying recalibration remaining and we obtain a model taking into account all 

non-uniform and uniform recalibrations that have been detected.   

After detecting recalibration, the algorithm determines if there is reprioritization by looking at 

the change in discriminating powers between the two times. To begin, a global test is 

performed to determine if there is reprioritization on some items by testing whether all 

discriminating powers on all items are equal to 1 at time t=2 using a likelihood ratio test. If 

the test is significant, we consider that reprioritization has occurred on at least one item. To 

locate the involved item(s) a likelihood ratio test is performed on the discriminating power of 

each item to determine if there is reprioritization. Among the significant tests, we choose the 

item associated with the model which maximizes the likelihood. Finally, the model is updated 

to take into account the detected reprioritization. This part of step 3 may be repeated until 

there are no more items displaying reprioritization remaining.  



Step 4: True change assessment (Model 4) 

During the last step the true change is estimated and tested. The true change is evaluated using 

model 4 that contains the significant parameters found in step 3 for RS adjustment. True 

change is evidenced if the difference of the means of the latent variable between the two times 

of the study is significantly different from 0. The test of true change is performed with a Wald 

test.  

Response shift detection using SEM 

Detection of RS using SEM was performed using Oort’s procedure [1]. This procedure has 

four steps: (1) establishing an appropriate measurement model, (2) fitting a no RS model, (3) 

RS detection, and (4) assessment of true change. Each of these steps is associated with a 

particular longitudinal Confirmatory Factor Analysis model. SEM models were fitted using 

robust maximum-likelihood estimator with a Satorra-Bentler correction [15]. SEM analyses 

were conducted using lavaan 0.5-13 package [16] for R software 3.0.1 [17]. 

Step 1: Establishing a measurement model (Model 1) 

The appropriate measurement model (Model 1) is established following the structure of the 

chosen questionnaire. No across time constraints are imposed. A root mean square error of 

approximation (RMSEA) close to 0.05 (p of close fit > 0.10), comparative fit index (CFI) ≥ 

0.95 and standardized root mean residual (SRMR) ≤ 0.05 are used as indicators of good fit 

[18]. 

Step 2: Overall evaluation of response shift (Model 2) 

Model 2 is a model assuming no RS in which all RS parameters are constrained to be equal 

across times. Model 1 and model 2 are compared using a likelihood ratio test. If the test is 



significant, we go to step 3 to improve model 2 and detect which type of RS occurs on which 

item. If the test is not significant, we may assume that there is no RS and we skip step 3. 

Step 3: Response shifts detection (Model 3) 

Untenable constraints on RS parameters are released one at a time, starting from model 2. 

Each modification is tested by likelihood ratio tests [19]. Specification search is guided using 

modification indices. Releasing constraints on error variances (non-uniform recalibration) is 

tested first, followed by intercepts (uniform recalibration) and factor loadings 

(reprioritization). 

Step 4: True change assessment (Model 4) 

A final model is estimated, in which differences in factor means is indicative of “true change” 

after accounting for RS. 

 

Handling of missing data 

Missing data are not handled in the same way if IRT models or SEM are used. With IRT 

models, there is no need for imputation, which is usually associated with some unverifiable 

assumptions, and it is possible to use these models on all available data even if some items 

responses are missing. This “available case” approach was chosen for IRT models since 

Rasch-family models were shown to provide unbiased estimations and good power for 

MCAR but also MNAR data [7, 10]. With SEM, several strategies can be used: complete case 

analysis (observations with any missing values are discarded) [20], assuming MCAR data, 

Full Information Maximum Likelihood assuming MCAR or MAR data as well as normality 

[21] or some data imputation technique under ignorable missing data conditions (MCAR or 

MAR data) [20]. For the latter, robust maximum-likelihood estimator with a Satorra-Bentler 



correction can be used when data are not assumed to be normally distributed [15]. This last 

approach was used since SEM analyses were performed at the item level to be comparable 

with IRT analyses. 

Application of the IRT- and SEM-based procedures for RS detection on clinical data – 

An illustrative example 

The algorithm that was developed for RS detection using IRT models was applied on a 

clinical dataset and compared to Oort procedure for SEM.   

 

Study sample and data collection procedures 

The application of both procedures based on IRT or SEM was performed on a subsample of 

the SatisQoL study. The SatisQoL study is a French multicenter (3 centers) cohort study 

designed to assess the relationships between satisfaction with care and Health-Related Quality 

of Life (HRQL) after being hospitalized in a university hospital for a medical or surgical 

intervention related to a chronic disease [22]. 

The exclusion criteria were the following: patients under 18 or above 75 years old, if they 

were patients not suffering from a chronic disease for less than 6 months at initial admission, 

and if there were no medical or surgical intervention during hospitalization. Patients were 

asked to fill in a variety of questionnaires (including HRQL measurement) shortly after 

admission, and at 6 months after discharge. In this study, we focused on patients who 

underwent surgery which was believed to initiate a response shift (catalyst). 

Main outcome 

HRQL was assessed at baseline and 6 months after discharge using the SF-36 v1.3 in French 

[23, 24]. As it was necessary to work on a unidimensional psychometric construct to allow 

comparisons of RS detection techniques between SEM and IRT, it was decided to restrict the 

application of both procedures to the General Health (GH) dimension of the SF-36. 



 

Missing data 

Handing of missing data in this study is depicted on Figure 5. For both methods (IRT and 

SEM), the 91 patients (13.6%) who did not respond to any of the 5 items of the GH subscale 

on one or two of the measurement occasions were excluded from the analyses. Missing data 

were subsequently handled in a different way according to whether IRT or SEM was used. 

For IRT analyses, no imputation was done and all available remaining data were used: the 

IRT analyses were thus performed on 578 patients, corresponding to 86.4% of the initial 

sample size. For SEM analyses, missing data were handled according to guidelines of the SF-

36 manual [25]. As such, if no more than 2 items were missing at one time of measurement 

for a patient, missing items were imputed by the mean of other responses at the corresponding 

time of measurement. Therefore, if there were more than 2 items missing at any time of 

measurement for a patient, he/she was excluded from SEM analyses. Hence, 537 patients 

(80% of the initial sample size) remained for SEM analyses since 41 patients had more than 

two items missing at the first or second time of measurement. For SEM, in accordance with 

the guidelines of the SF-36 manual, imputation by the mean was performed on 38 patients 

(38/537 = 7.1%), as responses to one or two items were missing to at least one time of 

measurement for these 38 patients. Table 1 presents the characteristics of participants with 

and without missing data. 

Results 

Sample characteristics  

Table 2 summarizes characteristics of the 669 patients included in the SatisQoL study. The 

average age was 55 years old, 356 (53.2 %) were men. These 669 patients went through 

various surgical procedures belonging to 11 medical areas. The average observed GH score 

was 58.5 at baseline, almost equal to the average GH score at 6 months after discharge (58.1). 



Detection of response shift using IRT and SEM  

Step 1 – Model 1  

For IRT, a measurement model (longitudinal Generalized Partial Credit Model, model 1) was 

established for the 5 items of the GH subscale dimension. The fit of model 1 was correct (p-

value = 0.34). For SEM, a longitudinal measurement model with the 5 items of the GH 

subscale loading on one dimension at each time point led to RMSEA (0.054, p of close fit = 

0.32), CFI (0.982) and SRMR (0.038) being below the desired cut-off.  

Step 2 – Model 2 (no RS model) 

For IRT and SEM, the test of overall RS was significant (p<10
-4

 for IRT and p<0.016 for 

SEM) which was considered as overall evidence for RS for both procedures. Consequently, 

step 3 was realized for IRT and SEM to determine the type of RS.  

Step 3 – Model 3 

For IRT, non-uniform recalibration on item 1 “In general, would you say your health is …” 

(figure 2) and uniform recalibration on item 4 “I expect my health to get worse” (figure 3) of 

the GH subscale were detected. Moreover, all items seemed affected by reprioritization 

(example given for item 2 “I seem to get sick a little easier than other people” on figure 4). 

For SEM, non-uniform recalibration was detected in two different items of the GH subscale as 

compared to IRT: items 2 and 4; uniform recalibration was similarly found on item 4 but also 

on item 3 “I am as healthy as anybody I know” of the GH subscale. Moreover, reprioritization 

was only found on item 5 “My health is excellent” for SEM.  

Step 4 – Model 4 



For IRT, the estimation of true change in model 4 was nearly the same as in model 2 with no 

RS (0.027 versus -0.014). RS seemed to have a very small impact on the true change 

estimation. Both true changes estimated in the GH subscale dimension for model 2 (with no 

RS) and for model 4 (RS accounted for) were not significantly different from 0 at α = 5 %. 

For SEM, change in factor means over time in model 4, as indicative of true change in GH 

after taking RS into account, was slightly larger in absolute value than in model 2 (- 0.034 

versus - 0.025). Both of them were non-significantly different from 0 at alpha = 5%.  

The parameter estimates for IRT and SEM applied on the SATISQOL data appear in Table 3. 

Discussion 

We proposed an algorithm, the RespOnse Shift ALgorithm in Item response theory 

(ROSALI), following the sequence of the algorithm proposed by Oort for SEM, to detect 

response shift. IRT, and in particular Rasch family models are robust to missing data and thus 

can be used with complete data as well as all patterns of missing data [7, 10]. This procedure 

allows detecting two types of RS: non-uniform and uniform recalibration as well as 

reprioritization. The true change can be subsequently estimated after taking RS into 

consideration, if appropriate. The technical feasibility of the IRT algorithm was assessed 

through its application on a clinical dataset and the results were compared to the ones 

obtained using Oort's procedure for SEM on the same data. We may note that usually, the 

methods used to detect RS are applied at the dimension level and that one of the consequences 

of the use of IRT models is that we worked at the item level; both applications presented here, 

comparing IRT and SEM, were thus performed at the item level. 

The whole procedure of the IRT algorithm could be performed and applied on the clinical 

data as well as Oort's procedure for SEM. The results were quite different for the two methods 

(Table 4) and showed that some items of the GH subscale of the SF-36 were affected by 



response shift and that they usually differed according to the chosen approach (IRT or SEM). 

Non-uniform recalibration was found on item 1 for IRT whereas it was found on item 2 and 

item 4 for SEM. Uniform recalibration was found on item 4 for IRT and SEM, but it was also 

detected on item 3 using SEM. Finally, reprioritization was evidenced on all items of the GH 

subscale for IRT: items 1, 3, and 5 became more predictive of the latent trait level at 6 months 

while items 2 and 4 became less predictive of the latent trait level. However, in SEM, 

reprioritization was only detected on item 5 and it went in an opposite direction as compared 

to IRT. Indeed, this item became less predictive of the latent trait level at 6 months. We 

cannot rule out, for IRT, the possibility that change in items difficulties parameters with time 

(recalibration) can affect the slope of the Item Characteristic Curves and that it could have an 

influence on the discrimination parameters values. Consequently, recalibration could possibly 

create an artificial detection of reprioritization.  However, true change estimations were close 

for both methods and both were not significantly different from 0.  

Several reasons might explain some of the differences obtained between the two methods. 

Firstly, these methods do not handle missing data in the same way. For SEM, missing data 

were imputed when it was possible whereas, in IRT, imputation was not realized. Thereby, 

these two methods were not performed on the same number of patients. In the framework of 

IRT they were N=578 patients available for analysis (patients who have responded to at least 

one item among the 5 items of the GH dimension at the two times of measurement). However, 

fewer patients were available for analysis for SEM (N=537) corresponding to the available 

sample for IRT minus the patients who had more than 2 missing items to at least one time of 

measurement (N=41). Among those 537 patients, the data of 38 patients were imputed at least 

once. For imputation, we assume that the missing data are MAR, hence ignorable, but it is not 

possible to know whether missing data in the SatisQol study come from an ignorable (MCAR 

or MAR) or a non-ignorable mechanism (MNAR). Some assumptions can only be made 



looking at the data and the results: it seems that patients with missing data at one or two 

measurement occasions (N=170) were more likely to have a deteriorated quality of life than 

patients without missing data (N=499). At baseline, the average observed GH score was 

59.5±20.9 for patients without missing data compared to 55.2±22.6 (p=0.04) for patients with 

at least one missing item; at 6 months after discharge, it was 58.9±22.1 (without missing data) 

versus 51.5±26.2 (patients with at least one missing item, p=0.03). This might suggest that the 

missing data could be MNAR. Moreover, if the missing data were MCAR, we could have 

expected that the results regarding RS detection would have been similar between SEM and 

IRT which was not the case, most items displaying RS being different for the two methods. 

However, this is very speculative and testing the hypothesis of ignorable missing data relies 

on strong and unverifiable assumptions because the data that would allow testing for 

ignorability (MCAR or MAR versus MNAR data) are actually missing [26]. Hence, 

uncertainty caused by missing data is high and seriously challenges appropriate inference 

from the data.  

We have chosen to work with a method based on IRT models because they have interesting 

performances in presence of missing data. They indeed allow estimating parameters of the 

latent trait without making any assumptions regarding missing data. In particular, imputation 

is not required for these models [9, 27]. Furthermore, using Rasch family models, we benefit 

from the specific objectivity property. This property implies that the estimation of the latent 

trait is independent of the set of items used for the measurement. Consequently, unbiased 

estimation of the latent trait can be obtained even when some items responses are missing. 

Previous simulation studies have shown that Rasch family models provided unbiased 

estimations and were more powerful than Classical Test Theory-based analyses in the 

framework of incomplete datasets and especially in presence of MNAR data [7, 10, 11]. We 

thus can hypothesize that the IRT-based algorithm may provide an interesting tool for RS 



analysis in case of missing data and in particular MNAR data as compared to SEM which 

makes the assumption that missing data are either MCAR or MAR. For SEM, simple 

imputation has been made following the SF-36 manual; multiple imputation could also be of 

value for SEM and may provide interesting results but it is usually performed assuming 

MCAR or MAR data as well. Finally, among the methodological choices that were made, the 

use of the longitudinal Generalized Partial Credit Model for reprioritization can be discussed. 

Indeed, this model does not possess the specific objectivity property of the Rasch family 

models and hence, it implies that, unlike the  Partial Credit Model (used for recalibration 

detection), we don’t know if we are adequately dealing with missing data regarding bias and 

power in presence of reprioritization with possibly MNAR data. 

 

Conclusion 

An algorithm has been developed for response shift analyses using IRT models and allows the 

investigation of non-uniform and uniform recalibration as well as reprioritization. This IRT-

based procedure has been applied and compared to the procedure proposed by Oort for SEM 

on a clinical dataset. This gives some clues regarding the technical feasibility of the proposed 

procedure for IRT but does not provide any formal conclusion on whether IRT and SEM 

differ or not regarding RS analyses with missing data or if they both appropriately deal with 

missing data at the item level. In fact, the underlying “truth” is never known with certainty 

using a single dataset: was RS truly present or not? Which items were really affected by RS? 

What was the population true change magnitude? Were the missing data MCAR, MAR or 

MNAR? Etc. Moreover, we have hypothesized that the IRT-based method for RS detection 

should be reliable in the presence of missing data but its performances have to be explored 

more thoroughly according to the type and amount of missing data. 



The next step is to implement a simulation study to be able to assess and compare the 

suitability of the different statistical models as well as the bias in the parameter estimates in 

relation to a known simulated truth. Such a study would allow validating both IRT- and SEM- 

based procedures and ensure that the different steps can detect the correct form of RS, on the 

appropriate items and that true change estimation is unbiased. A simulation study can help in 

investigating the complex relationship between missing data and response-shift detection by 

controlling for the amount of missing data and missing data mechanisms as well as the 

presence and type of response-shift.  
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Appendix 

The category probability curves (Figure 6) represent the responses’ probabilities for an 

individual to endorse each response category for an item as a function of his latent trait level. 

    can be interpreted as the value of the latent trait for which the probability to respond 

negatively to item j is equal to the probability to answer positively to the first positive 

category (coded 1) for item j. The item characteristic curves (Figure 7) are a representation of 

the expected score to an item as a function of the latent trait level. For example, for item j at 

time t, the slope of the curve is linked to the value of the discriminating power   
   

 .  

  



Tables  

Table 1. Comparison of patient characteristics with and without missing data at baseline and 

at 6 months. 

Characteristic, measure 

Sample without 

missing data 

(n = 499) 

Sample with 

missing data 

(n = 170) 

Age (y), mean ± SD 54.3± 13.5 57.5± 13.4 

Gender (M/F), n (%) 265/234 (53.1/46.9) 91/79 (53.5/46.5) 

   

Medical diagnosis n (%),    

ENT - Ophtalmology 103 (20.6) 36 (21.1) 

Gastrointestinal 90 (18.0) 30 (17.6) 

Rheumatology 92 (18.4) 27 (15.8) 

Circulatory system 60 (12.0) 40 (23.5) 

Urology – Nephrology 61 (12.0) 12 (7.1) 

Others 93 (18.6) 24 (14.1) 

   

SF-36 General Health (GH) score (/100), mean ± SD   

Baseline 59.5 ± 20.9 55.2 ± 22.6 

6 months after 58.8 ± 22.1 51.5 ± 26.2 

 

  



Table 2. Patient characteristics at baseline and SF-36 scores on the General Health (GH) 

subscale at baseline and at 6 months 

Characteristic, measure Sample (n = 669) 

Age (y), mean ± SD 55.1 ± 13.5 

Gender (M/F), n (%) 356/313 (53.2/46.8) 

  

Medical diagnosis n (%),   

ENT - Ophtalmology 139 (20.8) 

Gastrointestinal 120 (17.9) 

Rheumatology 119 (17.8) 

Circulatory system 100 (14.9) 

Urology – Nephrology 73 (10.9) 

Others 118 (17.7) 

  

SF-36 General Health (GH) score (/100), mean ± SD  

Baseline 58.5 ± 21.3 

6 months after 58.1 ± 22.6 

 



Table 3. Parameter estimates for Item Response Theory (IRT) and Structural Equation Modeling (SEM) applied on the SATISQOL data 

   

IRT  

 

SEM 

    

 

Time 1 

 

Time 2 

 

Time 1 

 

Time 2 

Item 

 

 

Response  

category 

 
 

djp 

 

 

aj 

 

 
 

djp+ hjp
* 

 

 

djp + hjp
** 

 

 

aj
*** 

 

 
 

Intercepts
* 

 

 

Error
**

  

variances 

 

Factor
***

 

 loadings 

 
 

Intercepts 

 

 

Error  

variances 

 

Factor  

loadings 

 
Item 1 

   

1 

   
1.67 

 

3.37 0.32 0.62 

 

3.37 0.32 0.62 

 

1 

 
-3.85 

  
djp + 0 djp + 0.98 

         

 

2 

 
-1.28 

  
djp + 0 djp + 0.46 

         

 

3 

 
1.7 

  
djp + 0 djp - 0.55 

         

 

4 

 
2.39 

  
djp + 0 djp + 0.24 

         Item 2 

   

1 

   

0.78 

 

3.72 1.09 0.62 

 

3.72 0.94 0.62 

 

1 

 
-2.11 

  
djp + 0 djp + 0  

         

 

2 

 
-1.25 

  
djp + 0 djp + 0 

         

 

3 

 
-0.47 

  
djp + 0 djp + 0 

         

 

4 

 
0.12 

  
djp + 0 djp + 0 

         Item 3 

   

1 

   

1.38 

 

3.23 0.53 0.85 

 

3.33 0.53 0.85 

 

1 

 
-2.24 

  
djp + 0 djp + 0 

         

 

2 

 
-0.5 

  
djp + 0 djp + 0 

         

 

3 

 
-0.38 

  
djp + 0 djp + 0 

         

 

4 

 
1.91 

  
djp + 0 djp + 0 

         Item 4 

   

1 

   

0.84 

 

3.43 1.03 0.67 

 

3.33 0.87 0.67 

 

1 

 
-2.69 

  
djp + 0.16 djp + 0 

         

 

2 

 
-1.06 

  
djp + 0.16 djp + 0 

         

 

3 

 
0.42 

  
djp + 0.16 djp + 0 

         

 

4 

 
0.45 

  
djp + 0.16 djp + 0 

            : item difficulty for each positive category p of item j;     : change in item difficulties between time t=2 and time t=1 for item j with      = 0 

at time t=1 for all p;   : discriminating power at time t (t=1, 2) for item j with   =1 at time t=1 for all j. Item 1 to item 5 are the items of the 

General Health (GH) subscale of the SF-36. *: uniform recalibration; **: non-uniform recalibration; ***: reprioritization.  



Table 3 (cont.). Parameter estimates for Item Response Theory (IRT) and Structural Equation Modeling (SEM) applied on the SATISQOL data 

   

IRT  

 

SEM 

    

 

Time 1 

 

Time 2 

 

Time 1 

 

Time 2  

Item  

 

Response  

category 

 
 

 djp 

 

 

 

aj 

 

 

 

 

djp+ hjp
* 

 

 

djp + hjp
** 

 

 

aj
*** 

 

 

 

Intercepts
* 

 

Error
**

  

variances 

  

Factor
***

 

 loadings 

 
 

Intercepts 

 

 

Error  

variances 

  

Factor  

loadings 

 
Item 5 

   

1 

   

1.78 

 

2.98 0.36 1.04 

 

2.98 0.36 0.96 

 

1 

 
-1.48 

  
djp + 0 djp + 0 

         

 

2 

 
-0.25 

  
djp + 0 djp + 0 

         

 

3 

 
-0.15 

  
djp + 0 djp + 0 

         

 

4 

 
2.43 

  
djp + 0 djp + 0 

         Mean of latent trait 

 
0.004 

 
0.017 

 

0  -0.034 

Variance of latent 

trait 

  1.239   1.329   1   1.193 

   : item difficulty for each positive category p of item j;     : change in item difficulties between time t=2 and time t=1 for item j with      = 0 

at time t=1 for all p;   : discriminating power at time t (t=1, 2) for item j with   =1 at time t=1 for all j. Item 1 to item 5 are the items of the 

General Health (GH) subscale of the SF-36. *: uniform recalibration; **: non-uniform recalibration; ***: reprioritization.  
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Table 4. Uniform, non-uniform recalibration, and reprioritization response shift detection 

using Item Response Theory (IRT) and Structural Equation Modeling (SEM)  

 

  Non uniform 

recalibration 

Uniform 

recalibration 

Reprioritization 

  IRT SEM IRT SEM IRT SEM 

 

Item 1
*
 

 

 

In general, would you say 

your health is X - - - X - 

 

Item 2§ 

 

 

I seem to get sick a little 

easier than other people - X - - X - 

 

Item 3§ 

 

 

I am as healthy as anybody 

I know - - - X X - 

 

Item 4§ 

 

 

I expect my health to get 

worse - X X X X - 

 

Item 5§ 

 

My health is excellent - - - - X X 

*answers: Excellent/Very good/Good/Fair/Poor; §answers: Definitely true/Mostly true/Don’t 

know/Mostly false/Definitely false; X: Response-shift detected; -: no response shift detected. 
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Figures 

Figure 1. Steps and constraints for each method: SEM and IRT 

IRT  SEM 
   

STEP 0 : Estimation of items parameters 
 

Objectives: estimate    
 with PCM at time1 

and    
  

,    
  

 with longitudinal PCM 
 

Constraints:    
1
= 0 for PCM  

 
1
=  

2 
 and  1

2 =  2
2  for longitudinal PCM  

 

  

   

STEP 1 : Establishing a measurement model 
 

Objective: Determine model 1, an appropriate measurement model 

                                                    
 

                     With longitudinal GPCM                                                With longitudinal CFA                 

Constraints: δjp =    
  

 
1
=  

2 
 estimated 

 1
2 =  2

2 fixed at     
  

=    
  

 
 

 

Constraints: 

 
1
=  

2 
   

 1
2 =  2

2 = 1 
            

   

STEP 2 : Overall evaluation of RS 
 

Objective: Compare model 2 without RS with model 1 

     
                         

        With longitudinal PCM                                                  With longitudinal CFA                 

Constraints:  δjp =    
  

 
1
and  

2 
 estimated 

 1
2 =   1

2 
 and  2

2 estimated 

 Constraints: 

 
1
=  ,  

2
 estimated 

 1
2 = 1,  2

2 estimated 
 

 
 

  

STEP 3 (if AIC model 1 < AIC model 2, else go to go step 4) : evaluation of different types of RS 
 

Objective: detect the different types of RS (model 3) 
 

Constraints: δjp =     
  

 
1
and  

2 
 estimated 

 1
2 =   1

2 
 and  2

2 estimated 

Each constraint of model 2 released one at 

a time. Testing changes in: 

- item difficulties (uniform and non-

uniform recalibration) with longitudinal 

PCM 

- power discrimination (reprioritization) 

with longitudinal GPCM 

  onstraints: 
 
1
=                 

 1
2 = 1,  2

2 estimated 

Each constraint of model 2 released 

one at a time. Testing changes in 

with longitudinal CFA:   

- Error variances (non-uniform 

recalibration) 

- Intercepts (uniform recalibration) 

- Factors loadings (reprioritization) 
 

   

STEP 4: Estimation of true change  

Objective: estimate and test the true change (model 4) taking into account the 

different types of detected RS  
 

Constraints: same as model 2                 

+ parameters detected for RS 

 Constraints: same as model 2             

+ parameters detected for RS 
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PCM partial credit model; GPCM generalized partial credit model; CFA confirmatory factor 

analysis; IRT item response theory; SEM structural equation modeling; RS response shift 
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Figure 2. Category probability curves for non-uniform recalibration on item 1 for the 

SATISQOL data 

 

 

Item 1 is one of the items of the General Health (GH) subscale of the SF-36: “In general, 

would you say your health is” with responses: Excellent/Very good/Good/Fair/Poor. The 

parameter     is the change in item difficulties between time t=2 and time t=1 for item 1 with 

1p = 0 at time t=1 for all p (p=1,…,4). 
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Figure 3. Category probability curves for uniform recalibration on item 4 for the SATISQOL 

data 

 

Item 4 is one of the items of the General Health (GH) subscale of the SF-36: “I expect my 

health to get worse” with responses: Definitely true/Mostly true/Don’t know/Mostly 

false/Definitely false. The parameter 4 is the change in item difficulties between time t=2 and 

time t=1 for item 4 with 4 = 0 at time t=1 for all p (p=1,…,4). 
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Figure 4. Item characteristic curves on item 2 for reprioritization for the SATISQOL data 

 

 

Item 2 is one of the items of the General Health (GH) subscale of the SF-36: “I seem to get 

sick a little easier than other people” with responses: Definitely true/Mostly true/Don’t 

know/Mostly false/Definitely false. The parameter   
   

is the discriminating power at time t 

(t=1, 2) for item 2. 
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Figure 5. Flow chart depicting missing data patterns for the General Health (GH) subscale of 

the SF-36.  

 

  
Sample size 

N=669  

All 5 GH items missing (T1 or T2)  

N=91 (13.6%) 

Sample size available for IRT 

analyses 

N=578 (86.4%) 

Sample size available for SEM 

N= 537 (80.3%) 

More than 2 items missing (T1 or T2) 

N=41 (7.1%) 
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Figure 6. Categories probabilities curves of item j 

 

 

 

 

 

 

 

 

 

 

 

 

The parameter     corresponds to the item difficulty for each positive category p (p=1,…,3) 

of item j. 
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Figure 7. Item characteristic curves for item j at time t 

 

 

 

 

 

 

 

 

 

 

 

The parameter   
    is the discriminating power at time t (t=1, 2) for item j. 

 


