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Abstract. A model based on the elastic theory of continuously distributed

dislocations that accounts for the transport of geometrically necessary dislocations

(GND) on slip systems is developed. It allows keeping the crystallographic nature of

glide by allocating velocities specific to slip systems to GND. At grain boundaries,

the dislocation transport equation is resolved between a specific system in a grain and

a specific system in the adjacent grain. It is used to simulate a compression creep

test followed by unloading of a multiple slip deforming multi-crystal of ice during

which kink band formation, grain boundary migration and localized grain nucleation

are observed. The model predictions are compared to 2D strain fields obtained by

digital image correlation and show a good agreement. Besides, the kink band position

corresponds very well with an area of strong lattice misorientation predicted by the

model and is also bounded by opposite densities of edge dislocations, in agreement

with kink banding theory and characterization. Furthermore, the grain boundary

migration is observed to happen from predicted low dislocation density area towards

high dislocation ones, also in agreement with the theory. Lastly, the triple junctions

where nucleation is observed are also characterized by high GND density and especially

strong gradient of elastic energy density. These different features show the relevance

of using a continuum theory of polarized dislocations per slip system to study the

onset of relaxation mechanisms like kink banding, grain boundary migration and grain

nucleation and possibly to propose nucleation and migration criteria.
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1. Introduction

Ice Ih has a hexagonal crystallographic structure and its plasticity is extremely

anisotropic with huge predominance of basal slip [1]. Strong gradients of plastic strain

are therefore expected in polycrystals and accordingly large amount of geometrically

necessary dislocations (GND) [2, 3]. The consideration of GND effects can be well

captured by the elastic theory of continuously distributed dislocations that was initiated

by Kröner [4] and others [5–7]. This theory deals with the Nye’s dislocation density

tensor α [8] which is a measure of lattice incompatibility [9]:

α = −curlF ∗
−1

, (1)

with F ∗
−1

the inverse of the elastic part of the deformation gradient. Using

the Stokes’ theorem, it provides the resulting Burgers vector b of all dislocation lines

threading a surface S delimited by a given contour C:

b =
∫

S
αndS = −

∮

C
F ∗

−1

dx. (2)

Hence, the measure of α is scale dependent. It reflects the density of GND at a

given scale. The elastic theory of continuously distributed dislocations was rethought

some years ago by Acharya and co-workers in considering the permanent deformation

arising due to dislocation motion through the so-called Field Dislocation Mechanics

(FDM) theory [10, 11]. The FDM theory thus accounts for the evolution of Nye’s

tensor through the resolution of the Mura’s transport equation [6, 10, 12]. The FDM

theory is well suited to be applied at a fine scale of resolution where the dislocations

population can effectively be represented by GND densities. At higher scale, one should

consider the coupling of GND with statistically stored dislocations (SSD) [13–18]. SSD

compensate each others to give net zero Burgers vector andα = 0. The coupling of GND

and SSD can be considered in models called Phenomenological model of Mesoscopic

Field Dislocation Mechanics (PMFDM) or Reduced PMFDM (RPMFDM) thanks to

a spatial averaging procedure [13, 15]. RPMFDM disregards the uniqueness of the

Stokes-Helmholtz orthogonal decomposition of the elastic distortion into compatible

and incompatible parts, which is possible when the material is taken initially free of

GND [15]. It was shown that (R)PMFDM can account for size effects in connection

with plastic strain gradients [14, 16, 18]. Compared to more classical Crystal Plasticity

(CP) models, the distribution of elastic fields and the kinematic hardening are modified

in (R)PMFDM due to the building-up of a polarized dislocation microstructure [14,17].

Given the polarized nature of GND densities, (R)PMFDM is also particularly relevant

in dealing with complex loading paths, such as reverse loading, since it can model the

annihilation of dislocations of opposite signs without having to prescribe additional

rules [12, 16, 17,19].

Until now, (R)PMFDM was applied by considering only the global dislocation

density tensor α at each material point. As a consequence, the plastic distortion

rate due to GND was obtained by the cross product with a single dislocation velocity
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vector, α × V [13–18]. This setting is acceptable in case of single slip in a single

crystal [13–16] or in FDM models, if nonlinear crystal elasticity is used to incorporate

lattice periodicity and symmetry [11, 20]. However, (R)PMFDM uses standard linear

elasticity and the crystallographic character of plasticity is partially lost in multiple

slip situations [17,18]. In particular, dislocation velocity depends on the resolved shear

stress and thus GND should not glide in the same way whether they are located on

a highly or weakly stressed system. In strongly anisotropic materials like those with

hexagonal structure, the crystallographic nature of plasticity is even more crucial since

plastic deformation takes place by glide on slip families with different properties and

notably different critical resolved shear stresses.

Actually following the original development of Acharya [10, 11], the present paper

deals with RPMFDM where Nye’s tensor is decomposed into edge and screw components

on slip systems. This setting enables to allocate GND velocities specific to their slip

system and eventually to their edge or screw character. Several approaches dealing with

edge and screw densities on slip systems were already developed in the literature [21–27].

In the approach of [25, 26], GND are assumed to contribute to the hardening of the

material but not to its plastic flow, meaning that all GND are deemed immobile.

In [22–24], the generation of SSD is accounted for through the expansion of rectangular

dislocation loops with edge and screw sides. This setting ensures the continuity of

dislocation lines and the conservation of Burgers vectors. Furthermore, Arsenlis and

co-workers [22, 23] make the distinction between positive and negative densities and

introduce the coupling with GND densities through the contribution of Nye’s tensor to

the increment of positive and negative edge and screw densities on each slip system.

In [23], the expression of Nye’s tensor is different from (1) and leads to a different

evolution equation as the one used in the present work (see thereafter (26)). Other

authors have also been interested been in the continuous modeling of dislocations

transport [27, 28]. For instance, in [27], a kinematic theory of plasticity is developed

which comes off to an evolution equation that depends on four internal variables per

slip system: total dislocation density, edge and screw GND densities and dislocation

curvature density. A strong benefit of such theory is that it can account for line tension

effects associated with dislocation curvature [27]. The aforementioned models that take

into account the evolution of Nye’s tensor were exclusively applied to simple or idealized

cases, like single crystals [22,23,25,27,28] or bicrystals [26] and most often in single slip

situations.

The present work deals with the application of a continuum theory of polarized

dislocations per slip system to solve the dynamic problem of a multiple slip deforming

multi-crystal with change of loading path. Hence, the issue of the transport of GND

densities from a slip system in a grain to another slip system in an adjacent grain is

tackled, albeit in a first simplified approach. Besides, the material is ice and given its

strong plastic anisotropy [1], only GND densities on basal slip systems are considered.

The paper outline is as follows. Notation conventions are settled in section 2. The

equations of the model are described in section 3.1 while their numerical implementation
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is detailed in section 3.2. The experimental procedure is briefly indicated in section 3.3.

The identification of the model parameters is explained in section 4.1. In sections 4.2 and

4.3, the model is respectively used to simulate forward and reverse torsion creep curves

of two ice single crystals with different sizes and temperatures, as well as the creep

behavior of a multi-crystal of ice for which the 2D strain field is followed by Digital

Image Correlation (DIC). Characterization of c-axis orientations before and after the

test is also performed, which allows identifying kink band formation, grain boundary

migration and grain nucleation. Ice can indeed be considered as a model material to

study these relaxation phenomena since they appear at very small strains (∼ 1%) [29,30].

It is expected that accurate estimate of the internal stress level and of the dislocation

distribution may allow progressing in their understanding [29, 30]. The outputs of the

simulation are accordingly used to discuss the onset of these mechanisms, as well as the

account of kinematic hardening in section 5. Concluding remarks follow in section 6.

2. Notations

Matrices and tensors are written in boldface type. The Einstein summation convention

over repeated indices is used but summations over crystallographic slip systems are

indicated explicitly. A superimposed dot denotes a time derivative. Standard notations

are used with ⊗ the tensorial product, : the double contracted product between two

tensors, × the cross-product, ∂, grad, div and curl the differential, gradient, divergence

and curl operators, det and tr the determinant and trace of a matrix and ‖‖ the

magnitude of a vector. In particular, ifC is a fourth-order tensor, A andB second-order

tensors and w a vector, we have in rectangular Cartesian coordinates:

(Aw)i = Aijwj, (3)

(AB)il = AijBjl, (4)

(curlw)l =∈ljk wk,j, (5)

(curlA)il =∈ljk Aik,j, (6)

(A×w)il =∈ljk Aijwk, (7)

(C : A)ij = CijklAkl, (8)

where ∈ljk is a component of the third-order alternating Levi-Civita tensor X.

3. Methods

3.1. Model

3.1.1. Finite strain Crystal Plasticity (CP) framework In the following, a finite strain

CP formulation is presented in a condensed form. It follows the works of [31–34].

The deformation gradient F maps vectors of a stress-free reference configuration to
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a deformed configuration. It is written according to the standard multiplicative

decomposition:

F = F ∗F p. (9)

Stretching and rotation of the crystallographic lattice are included in F ∗. F p

denotes the plastic part of the deformation gradient which is assumed to leave the

lattice unchanged. F p is induced by glide on specific slip systems (s) characterized by

their unit slip directions b(s) and their unit slip plane normals n(s). In the deformed

configuration, the slip directions and the slip plane normals are, respectively, denoted

b∗
(s)

and n∗
(s)

and are defined as follows:

b∗
(s)

= F ∗b(s), (10)

n∗
(s)

= n(s)F ∗−1. (11)

b∗
(s)

and n∗
(s)

remain orthogonal but are not necessarily unit vectors anymore. The

velocity gradient L = gradv = Ḟ F−1, with v the material velocity, can be split into

an elastic and a plastic parts, L∗ and Lp respectively:

L = L∗ +Lp, (12)

L∗ = Ḟ ∗F ∗−1, (13)

Lp = F ∗Ḟ pF p−1F ∗−1. (14)

The plastic portion Lp is related to the slipping rate γ̇(s) of slip systems (s) by:

Lp =
∑

s

γ̇(s)b∗
(s)

⊗ n∗
(s)

. (15)

The tensors L, L∗ and Lp can be decomposed into symmetric (stretching) and

skew-symmetric (spin) parts:

L = D +Ω, (16)

L∗ = D∗ +Ω∗, (17)

Lp = Dp +Ωp. (18)

For each slip system, the symmetric and the skew-symmetric orientation Schmid

tensor are respectively introduced as:

R(s) =
1

2

(

b∗
(s)

⊗ n∗
(s)

+ n∗
(s)

⊗ b∗
(s)
)

, (19)

S(s) =
1

2

(

b∗
(s)

⊗ n∗
(s)

− n∗
(s)

⊗ b∗
(s)
)

. (20)

Then, the tensors Dp and Ωp can be written as:
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Dp = D −D∗ =
∑

s

R(s)γ̇(s), (21)

Ωp = Ω−Ω∗ =
∑

s

S(s)γ̇(s). (22)

Following [31], the Jaumann rate of Cauchy stress σ is the corotational stress rate

on axes that rotate with the lattice, σ̊∗ = σ̇−Ω∗σ+σΩ∗, and is related to the tensor

of elastic moduli C by:

σ̊∗ + tr(D)σ = C : D∗. (23)

Static stress equilibrium without body forces is resolved for the Cauchy stress σ:

div σ = 0. (24)

The resolved shear stress on a slip system, τ(s), is defined such that the product

τ
(s)γ̇(s) is the intrinsic dissipation associated to system (s) per unit reference volume

[32–34]:

τ
(s) = b∗

(s)

Jσn∗
(s)

, (25)

with J = detF and Jσ being the Kirchhoff stress.

3.1.2. Coupling with the transport of GND and constitutive assumptions Our material

is assumed to be initially free of GND. The Nye tensor (1) is therefore updated at each

time step through the resolution of the transport equation which gives the rate of GND

density α̇ [6, 10, 12, 13,35]:

α̊ = −curl
(

F ∗−1Lp
)

. (26)

α̊ actually represents a convected derivative of α following material elements which

is obtained from Nanson’s formula [10, 20]:

α̊ = α̇+ (div v)α−αLT , (27)

Given that our intention is to handle GND densities related to slip systems, (26) is

re-written from (15) and (10) as [10]:

α̊ =
∑

s

−curl
(

γ̇(s)b(s) ⊗ n∗
(s)
)

=
∑

s

b(s)⊗curl
(

−γ̇(s)n∗
(s)
)

=
∑

s

α̊(s),(28)

with the convected derivative of the GND density on slip system (s), α(s), given

by:

α̊(s) = α̇(s) + (div v)α(s) −α(s)LT = b(s) ⊗ curl
(

−γ̇(s)n∗
(s)
)

. (29)

Considering the unit vectors bu∗
(s)

= b∗
(s)
/‖b∗

(s)
‖, nu∗(s)

= n∗
(s)
/‖b∗

(s)
‖ and

ku∗(s)
= bu∗

(s)
× nu∗(s)

which corresponds to the tangent line direction of edge
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dislocations on system (s) [23], α(s) can be related to the screw and edge GND densities

on system (s) as follows:

α(s) = α(s)
screwb

(s) ⊗ bu∗
(s)

+ α
(s)
edgeb

(s) ⊗ ku∗(s)

. (30)

α(s)
screw and α

(s)
edge hence represent dislocations whose true Burgers vectors point in

the direction b(s) in the intermediate configuration and whose lines are parallel to bu∗
(s)

and ku∗(s)
in the deformed configuration, respectively [10].

In the present model, it is assumed that GND cannot leave their slip system, i.e.,

dislocation climb and cross-slip are disregarded in the transport equations (29) (see

explanations in the Appendix). These mechanisms could be taken into account by

considering out-of-plane motions in a more general transport equation for α̊(s) [11].

However, it is actually illusive to reproduce these elementary mechanisms through the

transport equations (26) at the scale of our simulations which intend to model areas of

several centimeters (mesh size ∼ 300µm). Climb and cross-slip are nevertheless invoked

to explain the multiplication of basal dislocations [36, 37]. Therefore, these phenomena

are here indirectly taken into account through an evolution equation for the mobile

statistical dislocation density ρ(s)m [16, 38]:

ρ̇(s)m =





C
(s)
1

b(s)
2 − C

(s)
2 ρ(s)m





∣

∣

∣γ̇(s)
∣

∣

∣ , (31)

where the mobile statistical dislocations multiplication is related to the parameter

C
(s)
1 whereas C

(s)
2 characterizes mobile statistical dislocations annihilation. Furthermore,

for the sake of simplicity, the same velocity magnitude v(s) is considered for all the

dislocation species (screw, edge and mobile statistical dislocations) on a slip system (s),

which is rather justified in ice for basal dislocations [39,40]. Details of the derivation of

γ̇(s) are given in the Appendix. Its writing in the form of a classical Orowan relation (32)

is obtained by assuming that the dislocation velocity is proportional to the projection

of the driving force on the slip plane [11]:

γ̇(s) =

(

ρ(s)m b(s) +

√

α
(s)
screw

2
+ α

(s)
edge

2
)

v(s), (32)

where b(s) is the Burgers vector magnitude. The average dislocation velocity on

system (s), relative to the material, is assumed to depend on thermal activation and on

the local resolved shear stress according to a power law relationship [41]:

v(s) = v
(s)
0 e−

G
kT

∣

∣

∣

∣

∣

τ
(s)

τ
(s)
c

∣

∣

∣

∣

∣

n(s)

sgn (τ(s)), (33)

where v
(s)
0 is a reference velocity that will be adjusted, k the Boltzmann’s constant

and G the activation energy related to temperature T . n(s) is the inverse of the

dislocation velocity sensitivity of stress, τ(s) the resolved shear stress (25) and sgn (τ(s))

the sign of τ(s). τ
(s)
c stands for the critical resolved shear stress of slip system (s). It
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should be noted that no phenomenological back-stress is introduced in (33) as is usually

done in the constitutive flow rule of ice in order to reproduce loading path change [16,29].

τ
(s)
c is written as the sum of the lattice friction stress τ

(s)
0 and an expanded Taylor relation

that accounts for dislocation interactions between systems [42]:

τ
(s)
c = τ

(s)
0 + µb(s)

√

∑

l

a(sl)ρ
(l)
t , (34)

a(sl) denotes the interaction coefficient which is related to the strength of the

interaction between system (s) and (l) [43, 44]. µ is the isotropic shear modulus. ρ
(l)
t

depicts the total dislocation density on system (l). It corresponds to the sum of the

SSD (mobile and immobile) and GND densities on system (l):

ρ
(l)
t = ρ(l)m + ρ

(l)
f + ρ

(l)
GND with ρ

(l)
GND =

√

α
(l)
screw

2
+ α

(l)
edge

2

b(l)
. (35)

Besides, the same formalism as the one derived in [43] in face-centered cubic (fcc)

crystals is adopted concerning the evolution equation of the immobile SSD densities:

ρ̇
(s)
f =





C3

b(s)

√

∑

l∈forest

a(sl)ρ
(l)
f +

C4

b(s)





√

a(ss)ρ
(s)
f +

∑

l∈copl

√

a(sl)ρ
(l)
f



− C5ρ
(s)
f





∣

∣

∣γ̇(s)
∣

∣

∣ . (36)

This formalism makes the distinction of the dislocation storage rate due to

interactions between forest slip systems (junction formations pictured by constant

C3) and the storage rate due to self and coplanar interactions (constant C4). The

storage rate due to collinear interactions is not accounted for in (36) since such kind

of interactions essentially produce annihilations [43]. Finally, the constant C5 allows to

describe dynamic recovery.

3.1.3. Transport at grain boundaries Glide on basal (0001) < 112̄0 > (B), prismatic

(11̄00) < 112̄0 > (P) and pyramidal (112̄2) < 112̄3̄ > (Py) slip families are taken into

account [3, 45] but, as mentioned in the introduction, only GND densities on basal

slip systems are considered. It is noteworthy that the resolution of the transport

equations (29) naturally takes into account the intra-granular rotation of the crystal

lattice through the update of n∗
(s)
. The situation of transport is however more complex

at grain boundaries though grain boundaries just correspond to strong variation of

lattice orientation in the present model. For a given slip system in a grain, another

system in the adjacent grain has to be chosen to resolve equation (29). This choice does

not affect the value of α̊ but it modifies the values of α̊(s), i.e. the GND distribution on

the different slip systems. For convenience, it has been chosen to resolve the transport

equations for all basal slip systems labeled 1, whether in the same grain or not, and the

same for basal slip systems labeled 2 and 3. Hence, a re-numbering of basal systems has

been performed through the 12 hexagonal lattice equivalent rotations. In the present

first simplified approach, this re-numbering is such that systems labeled 1 has always

the highest (positive) initial Schmid factor among the three basal systems and systems
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Figure 1. Scheme illustrating the re-numbering of basal slip systems in order to resolve

the transport equations on slip systems at grain boundaries. The arrows represent the

projections of the c-axis and the 3 a-axis of the hexagonal lattice in the global plane

(x,y). SF denotes Schmid Factor. The values correspond to grain 1 and 2 of the

compressed ice multi-crystal (see figure 3).

labeled 2 the second highest (positive) one (see figure 1). As a consequence, in all the

grains, the initial resolved shear stresses are positive for systems labeled 1 and 2.

The current treatment is very simple and should clearly be improved in future

work. For instance, slip systems involved in the resolution of the transport equations

at grain boundaries could be better selected by following the geometrical criteria which

were established experimentally for slip transmission [46–48]. It should be mentioned

also that many different continuum approaches were already developed to handle the

interactions between dislocations and grain boundaries [26, 49–55]. In [26] for instance,

an additional resistance to slip, which is representative of the residual defect left at

the boundary after transmission or absorption of a dislocation, is introduced in the

flow rule in the vicinity of grain boundaries. The difficulty of such kind of approach

lies in the width of the grain boundary influence zone since it is overestimated with

mesh sizes practical for polycrystals. Many models, particularly within strain gradient

crystal plasticity theories [49–55], therefore focus in specifying higher order boundary

conditions at grain boundaries, which allow reducing the grain boundary to an interface

layer. Strain gradient models involve however additional complexity due to the choice of

phenomenological internal length scales. Impenetrable interfaces are commonly modeled

with conditions corresponding to zero plastic distortion at grain boundaries [50, 52].

Coupling the behavior of adjacent grains can also be achieved by constraining the full

continuity of plastic distortion accross the grain boundary [49,54] or just the tangential

part of it [17, 18, 35]. More complex frameworks include also the consideration of

additional interface energy terms [51,53,55].
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Figure 2. Unstructured FE mesh used in the simulations: single crystal A (left)

with dimensions 46 mm (diameter) ∗ 50 mm (height) and multi-crystal (right) with

dimensions 47.7 mm (height) ∗ 48 mm (width) ∗ 1.2 mm (thickness).

3.2. Numerical implementation

The model equations were numerically solved by the finite element method thanks to

the use of the open source software freefem++ [56]. Unstructured mesh made of 106152,

71400 and 70650 triangular P1 (linear) Lagrangian elements were used for meshing the

multi-crystal, single crystal A and single crystal B, respectively (figure 2). For the

multi-crystal, the initial regular mesh was remeshed to adapt to an isotropic geometric

metric tensor field obtained from the error estimate corresponding to a compression

test in anisotropic linear elasticity thanks to softwares mshmet and mmg3d present in

freefem++ [56].

A Newton-Raphson algorithm was used to maintain a constant applied torque

(or force) from the rotation (or axial) velocity on the boundary in the torsion (or

compression) creep tests, respectively. D and Ω were computed from the material

velocity v which derives from the equilibrium of σ (24). Following the rate tangent

modulus method developed in [57], a linear interpolation within the time increment ∆t

was employed to define the slip increment on system (s):

∆γ(s) = ∆t
[

(1− β)γ̇
(s)
t + βγ̇

(s)
t+∆t

]

, (37)

where the time integration parameter β = 0.5. Besides, the approximation J = 1 is

made in (25), meaning that the variation of mass density is neglected. It is noteworthy

that this assumption implies ‖b∗
(s)
‖‖n∗

(s)
‖ = 1 in (15) and (25) and div v = 0 in (27)

and (29).

The transport equations were resolved following the explicit Galerkin/least squares

formulation as introduced in [12]. It involves the adjonction of isotropic artificial

diffusion terms in order to damp undesirable oscillations [12]. Therefore, at the small

strain-rates investigated in the current simulations (< 10−5s−1), the additional term

of the finite strain form of the transport equations (27) (α(s)LT ) is likely negligible

compared to the diffusion term. In addition, a further simplification is made by resolving



Modelling the transport of geometrically necessary dislocations on slip systems 11

each transport equation in the orthonormal frame
(

bu∗
(s)
,nu∗(s)

,ku∗(s)
)

associated to its

slip system and taking ‖n∗
(s)
‖ = 1. The resolution then reduces to two scalar equations

for each basal slip system:

α̇(s)
screw =

∂γ̇(s)

∂ku∗(s) =
∂γ̇(s)

∂x

∂x

∂ku∗(s) +
∂γ̇(s)

∂y

∂y

∂ku∗(s) +
∂γ̇(s)

∂z

∂z

∂ku∗(s) , (38)

α̇
(s)
edge = −

∂γ̇(s)

∂bu∗(s) = −
∂γ̇(s)

∂x

∂x

∂bu∗(s) −
∂γ̇(s)

∂y

∂y

∂bu∗(s) −
∂γ̇(s)

∂z

∂z

∂bu∗(s) , (39)

with (x,y, z) the macroscopic rectangular Cartesian frame. The explicit

Galerkin/least squares formulation then corresponds to:

∫

V
α(s)
screw(t+∆t)w1dV =

∫

V
α(s)
screw(t)w1dV +∆t

∫

V

∂γ̇(s)

∂ku∗(s)w1dV

+
∆t2

1 + χ

(

∫

V
V

(s)
3

∂w1

∂ku∗(s)

∂γ̇(s)

∂ku∗(s) dV +
∫

V
V

(s)
1

∂w1

∂ku∗(s)

∂γ̇(s)

∂bu∗(s) dV

)

− η∆h2
∫

V

(

∂w1

∂bu∗(s)

∂α(s)
screw

∂bu∗(s) +
∂w1

∂ku∗(s)

∂α(s)
screw

∂ku∗(s)

)

dV, (40)

∫

V
α
(s)
edge(t+∆t)w2dV =

∫

V
α
(s)
edge(t)w2dV −∆t

∫

V

∂γ̇(s)

∂bu∗(s)w2dV

−
∆t2

1 + χ

(

∫

V
V

(s)
1

∂w2

∂bu∗(s)

∂γ̇(s)

∂ku∗(s) dV +
∫

V
V

(s)
3

∂w2

∂bu∗(s)

∂γ̇(s)

∂bu∗(s) dV

)

− η∆h2
∫

V





∂w2

∂bu∗(s)

∂α
(s)
edge

∂bu∗(s) +
∂w2

∂ku∗(s)

∂α
(s)
edge

∂ku∗(s)



 dV. (41)

∆t is the time increment, w1 and w2 are test functions, V is the volume of the

domain and ∆h is the average length between adjacent nodes. V
(s)
3 and V

(s)
1 correspond,

respectively, to velocities of screw and edge densities on slip system (s) (see (A.3) in

the Appendix). These resolution schemes involve the use of three numerical parameters

(table 1): χ which gives the weight of the Galerkin terms relative to least-squares

terms, η an isotropic artificial diffusion factor and c the Courant number. The Courant

condition for numerical stability established a maximum value for ∆t:

∆t ≤ c
∆h

vmax
, (42)

where vmax is the maximal dislocation velocity among all slip systems. The values

used for χ, η and c are given in table 1.

3.3. Experimental procedure

Two torsion creep tests of ice single crystals (A and B) oriented with their c-axis

parallel to the torsion axis [16, 58] were used as references to fit the model material
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Table 1. Numerical parameters used in the resolution of the transport equations

(unitless).

χ η c

1 0.01 0.15

parameters. The maximal applied shear stress was the same in both tests (0.1 MPa)

but the temperature (A: −10.5˚C, B: −13.5˚C) and the sample’s size (A: 46 mm

(diameter) ∗ 50 mm (height), B: 30 mm ∗ 40 mm) were different. The applied torque

was reversed after 5% and 4% of shear strain in tests A and B, respectively (see figure 4).

Details of the experimental procedure can be found in [16,37,58]. Torsion tests on single

crystals are ideal to calibrate the parameters of a (R)PMFDM model since the applied

shear stress increases from the axis to the exterior of the sample, which generates a

gradient of plastic distortion and thus significant GND density [16]. Moreover, the

prediction of the reverse creep curves can only be achieved if annihilation of polarized

dislocation densities is included in the model.

Besides, a multi-crystal of ice (15 grains) with rectangular shape (48 ∗ 47.7 ∗

12.1mm3) (see figure 3) was specifically deformed in a cold room at −4˚C under a

compression creep stress of 0.25MPa along the vertical axis until 1.9% of macroscopic

strain and then unloaded. In order to reduce friction, the contact between the press and

the sample was made through Teflon sheets. The lateral surfaces were stress free. The

sample was cut from polycrystalline columnar ice elaborated following [29] such that

the column axis was along the thickness of the sample. Hence, the sample contained

one grain through the thickness and grain boundaries were almost perpendicular to

the sample’s surface. The c-axis coordinates were measured over the entire sample’s

surface, before and after the test, using an optical Automatic Ice Texturer Analyser

(AITA) [59]. The initial full lattice orientations of the grains were characterized in some

representative areas by using Electron BackScatter Diffraction (EBSD) on the Crystal

Probe Scanning Electron Microscope of Geosciences Montpellier (CNRS, University of

Montpellier 2) mounted with a GATAN cold stage modulus (see details in [60]). During

the test, 2D strain field measurements were obtained by DIC with a spatial resolution

of 0.51mm/pix (see details in [29]).

4. Results

4.1. Material parameters identification

Table 2 provides the parameters that are related to the ice crystal lattice, table 3 the

values of the material parameters that are specific to slip families, table 4 those that are

not specific and table 5 the interaction coefficients between slip systems. Contrary to

previous simulations of ice crystals [3, 29, 45], n(s) does not represent the inverse of the

strain rate sensitivity of stress but the inverse of the dislocation velocity sensitivity,
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Figure 3. Specimen microstructure measured before and after deformation with the

Automatic Ice Texturer Analyser (AITA). The angular color scale corresponds to the

orientation of the c-axis and is provided by the colorwheel. The dotted red lines

indicate the presence of a kink band that crosses grains 3 and 7. The red arrows

represent the projections of the first basal slip direction in the global plane (x,y). The

dashed black arrows indicate the supposed directions of grain boundary migration.

Table 2. Parameters related to the ice crystal lattice at −16◦C [61].

c/a b<a> b<c+a> µ

1.629 4.52 Å 8.63 Å 3.00GPa

C11 C33 C44 C12 C13

12.93GPa 15.01GPa 3.01GPa 7.08GPa 5.76GPa

which can make a difference in case of strong evolution of the mobile dislocation

density (see (32)). Hence, for basal slip, the value was not 2 but 1, in agreement

with the linear relation observed between basal dislocation velocity and resolved shear

stress [39, 40]. For the exponents of prismatic and pyramidal systems, the same values

as those determined in [45] for strain-rate sensitivity were used since very low mobile

dislocation multiplication were considered on these systems (there is no GND on non-

basal slip systems and the value of the multiplicative constant C1 (31) is eight times

lower on non-basal slip systems compared to basal ones (see table 3)). A unique value

of the activation energy G was used. It corresponds to the value measured in [40]

for basal screw dislocations. The values of the basal-prismatic (aBP ) , prismatic-

basal (aPB) and prismatic-prismatic (aPP ) interaction coefficients associated with the

formation of junctions, as well as the values of the strong basal-prismatic collinear

interactions (acoli) were those evaluated in [44] from dislocation dynamics simulations in

ice single crystals. The coefficient for basal self-interaction (aBB) was taken relatively

high, following the recommendation of [44] that this coefficient may be considered as an

effective self-interaction coefficient accounting for the strong interaction with collinear

superjogs due to double cross-slip mechanisms. In [44] however, pyramidal-< a > glide
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Table 3. Model parameters that are specific to slip families. B: (0001) < 112̄0 >, P:

(11̄00) < 112̄0 >, Py: (112̄2) < 112̄3̄ >.

B P Py

τ0 0.04MPa 0.1MPa 0.5MPa

n 1 2.85 4

C1 8 · 10−9 1 · 10−9 1 · 10−9

ρf0
1 · 106 m−2 1 · 105 m−2 1 · 105 m−2

ρm0
8 · 107 m−2 8 · 106 m−2 8 · 106 m−2

Table 4. Model parameters that are not specific to slip families.

v0 G C2 C3 C4 C5

1.2 · 108 ms−1 0.76 eV 17 2 · 10−2 1 · 10−3 10

Table 5. Values of the interaction coefficients between slip systems (see text).

aBP aPB aPP acoli aBB aPy

0.034 0.082 0.1 0.65 0.04 0.15

(101̄1) < 112̄0 > was considered instead of pyramidal-< c + a > (112̄2) < 112̄3̄ >, as

done usually [3, 29, 45] and in the present work. As a consequence, a unique arbitrary

value (aPy) was considered for the interactions involving pyramidal systems (table 5).

The initial dislocation density in ice single crystals is estimated to be around

108 m−2 with a predominance of mobile dislocations [37]. ρf0 and ρm0 were adjusted

accordingly with values ten times lower on non-basal slip systems compared to basal

ones in order to allow for the strong plastic anisotropy of ice (table 3). The remaining

material parameters (τ0, v0, C1, C2, C3, C4, C5, a
Py) were first chosen by considering

the values used in previous crystal plasticity models for ice [16,29,45] and then slightly

adjusted to fit the mechanical response of the two torsion creep tests in ice single crystals

described in section 3.3. For instance, our initial critical resolved shear stress for basal

systems is a bit lower than in [16,29,45] due to the difference of viscosity (n = 1 compared

to n = 2) but the ratios with prismatic and pyramidal systems are comparable to those

in [29, 45]. In our formulation, the quantity ρ(s)m0
b(s)v

(s)
0 e−

G
kT is equivalent to a reference

slip rate. Its value, from 8 ·10−9s−1 at −13.5˚C to 2 ·10−7s−1 at −4˚C, stands between

the one used in [16] (2 · 10−10s−1) and the one used in [29,45] (10−6s−1). C2 value is the

same as in [16] whereas C1 value is very close to the one used in [16] (8 · 10−9 compared

to 10−8). Following dislocation dynamics computations in fcc crystals [43], it seems

sound to consider that constant C3 which is associated with junctions formation should

be higher than C4 which is associated with self and coplanar interactions. Our C3 and

C4 values are of similar magnitude order but lower than those found for fcc metals [43],

meaning weaker isotropic hardening in ice than in metals. Finally, the value chosen for

the constant C5 corresponds to a typical initial annihilation distance of 5b.
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Figure 4. Experimental and simulated creep curves for single crystals A and B. γ

represents the macroscopic torsion strain.

4.2. Torsion creep experiments of ice single crystals

Figure 4 compares the experimental and simulated creep curves for single crystals A and

B. The acceleration of creep-rate during forward creep is interpreted as being caused by

the multiplication of GND owing to the existence of a permanent deformation gradient in

the sample. Experimental reverse creep curves display a slowing-down of the creep-rate

which is followed by a re-acceleration. Such behavior is globally well reproduced with

the present model although the mechanical behavior is very sensitive to initial conditions

such as crystal orientation, temperature and dislocation density. Some disparity in these

parameters might explain the discrepancy between the simulated and experimental creep

curves. When the torque is reversed, GND with opposite sign as those formed during

forward creep build up. These new GND thus annihilate with the GND of opposite

sign present in the sample, leading to a complete decrease of the total GND density

(figure 5). Then, a new GND microstructure, which is inversely polarized, arises and

induces the re-acceleration of the reverse creep-rate. It is worth mentioning that single

crystal B has actually a smaller radius than single crystal A. Hence, it displays a stronger

GND production which involves softer behavior [16]. However, single crystal B is also

deformed at a lower temperature, which involves harder behavior due to lower dislocation

mobility (see (33)). This last effect is predominant since single crystal B exhibits a lower

creep-rate.

4.3. Compression creep behavior of a multi-crystal of ice

4.3.1. Numerical simulation The multi-crystal compression creep test with an

unloading after 1.9% of macroscopic axial strain was simulated using the present model.

The simulated sample had dimensions 47.7 ∗ 48 ∗ 1.2mm3. Although some of the real

grain boundaries displayed some deviations from orthogonality, grain boundaries were
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Figure 5. Evolution of the statistical mobile (ρm), immobile (ρf ), GND (ρGND) and

total (ρt) dislocation densities, summed over all slip systems and averaged over the

specimen, during torsion creep of single crystal A.

Table 6. Initial statistical dislocation densities used for the simulation of the multi-

crystal.

B P Π
<c+a>
2

ρf0
1 · 108 m−2 1 · 107 m−2 1 · 107 m−2

ρm0
5 · 108 m−2 8 · 107 m−2 5 · 107 m−2

taken perfectly perpendicular to the sample’s surface. The same parameters as those

used in the torsion of the two single crystals were considered, except for the initial SSD

densities which were adjusted to get closer to the initial observed creep rate (see table 6).

Initial dislocation densities in the multi-crystal might indeed differ from those in the

single crystals due to different elaboration conditions. Moreover, in order to take into

account friction, the dislocation velocity was slowed down at the top and bottom surfaces

of the sample by multiplying the reference velocity v
(s)
0 (33) by a pre-factor. Different

values were tested and the best compromise was obtained with a value of 0.1 which was

applied during loading only. Because of the unknown friction and the fact that the top

and bottom sample surfaces might be not perfectly parallel, this compression test was

mechanically trickier to model than the torsion tests.

4.3.2. Macroscopic behavior and strain patterns Figure 6 exhibits the experimental

and simulated macroscopic creep curves of the multi-crystal. Some discrepancy is

clearly seen. The experimental creep rate is more or less constant whereas the

simulation displays some creep acceleration before reaching a steadier rate. Moreover,

the reverse strain jump at unloading is small compared the one measured. The

continuously increasing macroscopic strain under zero load nevertheless shows that some
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Figure 6. Experimental and simulated creep curve for the multi-crystal.

non negligible reverse plasticity occurred in the simulation.

Strain patterns εyy, εxx and εxy obtained from DIC measurements and the

simulation are displayed at −1% of macroscopic strain in figures 7, 8 and 9, respectively.

In this case, an overall good match between simulation and experiment is observed,

which is confirmed by quantitative comparisons along horizontal and vertical lines

(figure 10). The scattering is however a little bit more salient in the experiment,

especially concerning the positive values of εyy in grain 2 (figure 7). Furthermore,

the strongest localization of experimental strains in grains 3 and 7 is explained by

the presence of a large kink band that cross both grains and which is perpendicular

to the first basal glide direction (see figure 3). The presence of this kink band was

experimentally confirmed by c-axis misorientation measurements across grains 3 and 7.

The average kink band c-axis misorientation relative to the parent grain was about 6˚

in grain 7 and about 4˚ in grain 3.

4.3.3. Evolution and distribution of dislocation densities Figure 11 shows the average

evolution of the different dislocation species ρm, ρf , ρGND and ρt summed over all slip

systems and figure 12 their spatial distribution. It is noteworthy that the global GND

density decreases after unloading. This decrease is caused by dislocations annihilation

similarly to what happened during the reverse creep of the single crystals (see figure 5).

Hence, it confirms the presence of reverse plasticity in the simulation. The mobile

SSD density follows area that exhibit high plastic slip rates, as does the immobile SSD

density. Due to their evolution equation (36), the latter also localize in multiple slip

deforming area, i.e. around grain boundaries in the present simulation. As expected,

the GND density starts to grow from triple junctions and grain boundaries and then

progressively extends towards the interior of the grains (e.g., see the dislocation pattern

that extends from the triple junction between grains 3, 10 and 11 towards the interior

of grain 11). Given the distribution of the total dislocation density, it is noteworthy
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Figure 7. Distribution of strain εyy at −1% of macroscopic strain: DIC measurement

(left) and RPMFDM (right). The initial positions of the grain boundaries are indicated

in black (left) or in dotted green lines (right). The dimensions of the sample are given

in mm.

Figure 8. Distribution of strain εxx at −1% of macroscopic strain: DIC measurement

(left) and RPMFDM (right). The initial positions of the grain boundaries are indicated

in black (left) or in dotted green lines (right). The dimensions of the sample are given

in mm.

that the dislocation mobility (see (33) and (34)) is strongly reduced close to some grain

boundaries.

4.3.4. Observation of relaxation mechanisms From the observation of the specimen

microstructure after deformation (figure 3), it can be inferred that grain boundary

migration and grain nucleation also took place as relaxation mechanisms in addition

to kink banding. These are common phenomena in ice after 1% macroscopic strain at

high temperature. In particular, despite the local character of grain boundary motion,

it can be asserted that (see figure 3):

• GB 1-2 → 1,
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Figure 9. Distribution of strain εxy at −1% of macroscopic strain: DIC measurement

(left) and RPMFDM (right). The initial positions of the grain boundaries are indicated

in black (left) or in dotted green lines (right). The dimensions of the sample are given

in mm.

Figure 10. Quantitative comparisons of εxy between DIC measurement and

RPMFDM along horizontal and vertical lines at −1% of macroscopic strain.
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Figure 11. Evolution of the statistical mobile (ρm), immobile (ρf ), GND (ρGND)

and total (ρt) dislocation densities, summed over all slip systems and averaged over

the specimen, during compression creep of the multi-crystal.

Figure 12. Distribution of the mobile SSD (ρm), immobile SSD (ρf ), GND (ρGND)

and total (ρt) dislocation densities in m−2, summed over all slip systems, at −1%

macroscopic strain (from left to right and top to bottom, respectively).
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• GB 1-5 → 1,

• GB 4-7 → 7,

• GB 7-8 → 8,

• GB 8-9 → 8,

where the notation “GB i-j → i (or j)” means that the grain boundary between grains

i and j has globally moved towards grain i (or j). Concerning, the boundary between

grains 5 and 7, local migration took place but no global tendency is observed (figure 3).

Furthermore, grain nucleation is visible around the triple junction between grains 1, 2

and 3 and the one between grains 3, 7 and 11 (figure 3).

5. Discussion

Experimental strain patterns are globally well retrieved by the simulation despite the

observed presence of a large kink band which reinforces strain localization. As a matter

of fact, the present model is not designed to fully account for the mechanism of kink

band formation. However, it is very interesting to notice that the observed kink band

position corresponds very well with an area of strong c-axis misorientation predicted by

the simulation (figure 13). What is particularly striking is the continuity predicted

by the simulation of the c-axis misorientation between grains 3 and 7. Moreover,

figure 14 shows the distribution of screw and edge GND densities on the first basal

slip system. Remarkably, it is seen that the area of the observed kink band is bounded

by opposite densities of edge dislocations as it is expected from the theory [54, 62] and

the observations [63, 64].

Besides, following recrystallization and grain boundary motion theories [65], the

predicted dislocation distribution is perfectly consistent with the observed movements of

grain boundary migration, i.e. the boundaries migrate from low dislocation density area

towards high dislocation ones (see section 4.3.4 and figure 12). In addition, there is no

considerable difference of dislocation density between grains 5 and 7 in agreement with

the absence of a global migration tendency in this case. The observed moving boundaries

also often coincide with predicted area of high lattice misorientation (figure 13) and

strong gradient of elastic energy density (figure 15). Moreover, the triple junctions where

grain nucleation is observed (see section 4.3.4) are characterized in the simulation by

high GND densities (figure 12) and especially strong gradient of elastic energy density

(figure 15). This last quantity seems the most relevant one to be correlated with grain

nucleation.

So, the model seems to capture correctly the area with high stored elastic energy

which are afterward relaxed by recrystallization mechanisms. However, as observed

in [30] in ice, recrystallization processes are followed by a redistribution of local strain

fields. The non-consideration of these mechanisms in the model may explain some of

the differences noticed with the experience in the strain patterns distribution (figures 7,

8, 9 and10) and in the macroscopic behavior (figure 6). Disparity from the macroscopic
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Figure 13. Distribution of the c-axis misorientation in degrees in relation to the

initial orientation at −1% of macroscopic strain.

Figure 14. Distribution of screw (left) and edge (right) GND densities in m−2 on

the first basal slip system at −1% macroscopic strain. The black circles indicate

the presence of opposite edge dislocation densities in grains 3 and 7 that bound the

observed kink band.

behavior may also partly result from not truly realistic initial and boundary conditions

which are expected to affect even more the mechanical response since the sample is far

from a Representative Volume Element (RVE). Still, the unrealistic creep acceleration

seems to be correlated with the GND increase (figure 11), similarly to what was observed

in the torsion tests. Actually, assuming that the total dislocation density scales almost

like the GND density (see figure 11) the slipping rate γ̇(s) would scale, in a first

approximation, as ρ
(s)
GND

1−n(s)

2 from (32), (33), (34), (35), i.e. γ̇(s) ∼
√

ρ
(s)
GND for basal

slip systems. Hence, there is a tendency that the basal slip rates increase with the growth

of the GND densities. However, γ̇(s) is also influenced by kinematic hardening through

the evolution of the resolved shear stress τ(s) that intervenes in the computation of the

dislocation velocity v(s) (33). Kinematic hardening is indeed present in our simulation
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Figure 15. Distribution of the gradient of the elastic energy density in MJm−4 at

−1% of macroscopic strain.

as it is illustrated in figures 16 and 17 where it is seen that, despite the absence of a

phenomenological kinematic hardening term in the constitutive equations, back-stresses

of the same order of magnitude than the applied resolved shear stresses are present.

Figure 16 displays the distribution of the resolved shear stress on the first basal slip

system, τ(1), just after loading, at −1% of macroscopic strain, just before unloading and

after unloading. By construction, τ(1) is positive everywhere at the very beginning of the

creep test (see section 3.1.3). In most places τ(1) decreases and becomes even negative in

some grains. As a consequence, τ(1) is mostly negative after unloading, which explains

the reverse plastic strain. Since the macroscopic stress remains constant during a creep

test, the evolution of the resolved shear stresses on slip systems depicts the effect of the

building up of an internal stress field or, in other words, the emergence of back-stresses

on slip systems. As another illustration, figure 17 exhibits the evolution of back-stresses

on the three basal systems averaged over the specimen. Because of lattice rotation,

these mean back-stresses τ
(s)
BS were evaluated as follows:

τ
(s)
BS = | < τ

(s) > −Σu < R
(s)
22 > |, (43)

where <> denotes spatial averaging over the specimen, Σu the applied uniaxial

macroscopic stress (−0.25MPa during loading and null at unloading) and R
(s)
22 the

component 22 of the Schmid orientation tensor (see (19)). Figure 17 shows that the

three mean back-stresses on the basal systems increase continuously during the loading

creep and then decrease exponentially to zero during unloading.

This kinematic hardening is responsible for the reverse plasticity that was

established after unloading in section 4.3. However, the rate of the reverse plasticity

appears too small compared with the quasi-instantaneous inelastic reverse strain

observed experimentally. Accordingly, the acceleration of the creep rate and the too

small reverse strain both suggest that the level of kinematic hardening is not high

enough in our simulation. This level notably depends on how is modeled the interactions
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Figure 16. Distribution of the resolved shear stress in MPa on the basal slip

system numbered 1, τ(1), just after loading, at −1% of macroscopic strain, just before

unloading at −1.9% of macroscopic strain and just after unloading (from left to right

and top to bottom, respectively).

Figure 17. Evolution of the mean back-stress on basal slip systems as estimated by

(43).
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between dislocations and grain boundaries and how is resolved the transport at grain

boundaries. Although the dislocation mobility is already strongly reduced around some

grain boundaries (see section 4.3.3), the current simplified treatment can clearly be

improved in future work as explained in section 3.1.3. In particular, the introduction

of a phenomenological GND induced back-stress, as done for instance in [16, 18,52,55],

could surely increase the recoverable viscoplastic deformation after unloading. Moreover,

line tension effects are also not included in the present model but may be important

at unloading. For instance, it was recently shown thanks to a higher order continuum

dislocation theory that a global decrease of dislocation line curvature can produce a

strong softening [27]. However, our simulated back-stresses on slip systems are already

of the order of magnitude of the applied resolved shear stresses (figure 16 and figure 17)

and thus new back-stresses could not be so much greater that the current ones since

otherwise the sample would be in tension and not in compression during loading. Hence,

given the difference of strain jumps, it is likely that even such an improved setting may

be not sufficient to capture the totality of the reverse inelastic strain. As mentioned, the

kinetics at unloading is strongly different between observation and modeling. In order

to explain such a difference, the dislocation velocity law used (33) can also be put into

question. Indeed, the model uses the same constitutive law as during loading, while the

fast strain decrease observed suggests that dislocations move back with abnormally huge

velocity when the imposed stress is removed. This could be linked to the well known

avalanche-like behavior of dislocations in ice [66, 67] and/or to inertial effects.

6. Conclusions

A Reduced Phenomenological model of Mesoscopic Field Dislocation Mechanics that

accounts for the transport of GND densities on slip systems was developed. It was

applied to the simulation of the forward and reverse torsion creep behavior of two

single crystals of ice with different sizes and temperatures and to the compression

creep behavior of a multi-crystal of ice followed by unloading. With the same set

of parameters, good agreement was obtained between the experimental and simulated

forward and reverse creep curves of the single crystals, as well as with the 2D strain

fields obtained by DIC on the multi-crystal and the ones simulated. It was shown

also that this model is capable of simulating significant kinematic hardening without

considering a phenomenological back-stress in the dislocation velocity constitutive law.

However, in the multi-crystal compression test, the inelastic strain jump at unloading

was small compared to the one observed, suggesting that mechanisms that are not

included in the model, like inertial and/or line tension effects, might actually prevail

in the building up of the back-stresses responsible for the inelastic reverse strain jump.

Besides, the compression of the multi-crystal was characterized by the formation of a

large kink band across two grains, grain boundary migration at several places and some

grains nucleation. Remarkably, the kink band position corresponded very well with

an area of strong c-axis misorientation predicted by the model and was also bounded
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by opposite densities of edge dislocations, in agreement with kink banding theory and

characterization [54, 62–64]. Furthermore, grain boundary migration was observed to

happen from predicted low dislocation density area towards high dislocation ones, also in

agreement with the grain boundary motion theory [65]. The observed moving boundaries

were also often coincident with predicted area of high lattice misorientation and strong

gradient of elastic energy density. Lastly, the triple junctions where nucleation were

observed were also characterized in the simulation by high GND density and especially

strong gradient of elastic energy density. These different observations suggest that the

developed model still correctly captures the main physical mechanisms leading to the

building up of an internal stress field and dislocation patterns. In particular, it shows

the relevance of using a continuum theory of polarized dislocations per slip systems to

study the onset of relaxation mechanisms like kink banding, grain boundary migration

and grain nucleation. In future work, such a theory could certainly help to provide

nucleation and migration criteria.
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8. Appendix

Following Acharya [11], the driving force for GND on the slip system (s) is

f = X
(

σα(s)
)

, (A.1)

where X is the third-order alternating tensor as defined in section 2. It is actually

analogous to the Peach-Koehler force that is applied to a discrete dislocation line. In

order to estimate the contribution of the GND to the slipping rates γ̇(s), we consider

that b(s) and bu∗
(s)

are close to each other and that J = 1 (see section 3.2). In the

orthonormal frame
(

bu∗
(s)
,nu∗(s)

,ku∗(s)
)

associated to the slip system (s), the driving

force f can thus be approximated as:

f =









σ12α
(s)
edge

σ13α
(s)
screw − σ11α

(s)
edge

−σ12α
(s)
screw









. (A.2)

The terms σ13α
(s)
screw and −σ11α

(s)
edge represent driving forces for cross-slip of screw

dislocations and climb of edge dislocations, respectively, that is for out-of-plane motions

[11]. The two remaining terms correspond to driving forces for glide of edge and screw

components, that is for in-plane motions. It would be irrelevant to account for climb

and cross-slip through the transport equations (26) in our simulations which intend to
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model areas of several centimeters. Hence, only in-plane motions are taken into account.

The GND velocity is then assumed proportional to the in-plane part of the driving force,

which is the most simple way to ensure positive dissipation [11]:

V (s) = v(s)



















α
(s)
edge

√

α
(s)
screw

2
+α

(s)
edge

2

0

− α
(s)
screw

√

α
(s)
screw

2
+α

(s)
edge

2



















, (A.3)

where v(s), the velocity magnitude given by (33), is of the same sign as σ12. Indeed,

in the frame associated to the slip system (s), σ12 coincides with the resolved shear

stress τ(s) (25) given our assumptions. Moreover, the contribution of GND to the plastic

slipping rate γ̇
(s)
GND also coincides with the component 12 of the plastic distortion rate

(

α(s)
× V (s)

)

12
[10]:

γ̇
(s)
GND = α

(s)
edgeV

(s)
1 − α(s)

screwV
(s)
3 =

√

α
(s)
screw

2
+ α

(s)
edge

2
v(s). (A.4)

Supplementing (A.4) with the contribution of mobile SSD, ρ(s)m b(s)v(s), the total

slipping rate γ̇(s) can finally be expressed in the form of a generalized Orowan relation

as given by (32).
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