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ABSTRACT

This paper describes a methodology to generate stochastic models of 3D cave
systems. It combines existing geostatistical techniques, namely object-based and
variogram-based geostatistics. The first is used to simulate Discrete Fracture
Networks (DFNs) which in addition of bedding planes drive the development of
karst features. The discontinuity network and the matrix are jointly discretized into
a graph of connectivities. Preferential flow paths determining the topology of the
cave system are then extracted using graph search algorithms. The distance map
to the selected paths is used to conditioned the spatial extent of karst features, i.e.,
the probability to simulate karst decreases moving away from “dissolution paths”.
Eventually, multiple realizations of a distance cutoff are generated with Sequential
Gaussian Simulation to perturb the distance function. Resulting models efficiently
reproduce the spatial variability of karst features in term of geometry and their

spatial organization in term of connectivity.

INTRODUCTION

Carbonate formations exposed to dissolution processes are characterized by
extreme spatial heterogeneity due to the presence of complex networks of
highly permeable features (e.g. karst conduits and cavities) embedded in less
permeable fractured rocks. Cave and paleocave system considerably impact the
fluid circulation respectively in groundwater and petroleum reservoirs, involving
many engineering issues. For water resources management, karstified aquifers
are particularly vulnerable to contaminants which can be transported over wide
distances with no or little dilution (Bakalowicz, 2005). In oil and gas reservoirs,
paleokarsts form extended brecciated and fractured zones which act either as
seals or conduits depending on the type of cementation (Loucks, 1999). Static
and dynamic modeling of such reservoirs calls for properly capturing the spatial
organization of karst network and the geometry of individual conduits, i.e.
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generating realistic 3D karst systems.

The construction of such inter-connected tortuous conduits conditionally to
possibly dense observation data is a difficult task. Pixel-based multi-point
simulation could be used for this purpose, provided an adequate training image,
but is known to break the continuity of large objects, which is a problem for karst
networks where connectivity is paramount.

A stochastic methodology has been developed for creating complex and realistic 3D
cave system models that honor field data. It can also accommodate many different
observations such as sources and sinks location, water level, bed thicknesses
and other subsurface observations. These elements provide constraints for karst
conduits location and their geometry. This approach generate multiple equally
probable models of 3D cave systems which topology and geometry is consistent
with structural geology and other constraints.

APPROACH OVERVIEW

Karst originates from the dissolution of rock by groundwaters. Water preferentially
circulates in largest apertures usually fractures and bedding planes. Dissolution
causes their enlargement and conduits progressively develop around these
preferential flow paths and get organized in a connected karst network. Although
the proposed method does not quantitatively model the dissolution process
governing karst development, it attempts to create realistic 3D cave systems by
stochastic simulations of the main factors driving the topology and geometry of
karst conduits.

Since fractures and bedding planes act as drivers for karst development, the first
step of the method consists in generating 3D models of rock discontinuity surfaces
consistent with structural geology of the considered region. Karst processes are
however highly selective, enlarging only some of the original discontinuities and
developing a conduit network progressively organized in the same way as fluvial
systems. For this reason, the fracture network and the matrix are discretized into
a graph of connectivities allowing extraction of preferential flow paths using graph
search algorithms. This screening test attempts to keep only the most favorable
paths for karst development depending on their connectivity and transmissibility;
some data conditioning may also come into play at this stage, for instance by
selecting the cave outlet or sinkhole as a root for the graph search algorithms.
Once the “dissolution paths” have been extracted, the main problem is to simulate
the spatial extent of open cave passages. For this purpose, the Euclidean distance
map related to the selected flow paths is computed, and used as a constraint for
karst development. Then, multiple realizations of a correlated random noise,
termed distance cutoff, are generated using sequential Gaussian simulation. The
composition, given a criterion, of the distance map and of the distance cutoff
produce final images of karst systems (Figure 1).

The whole procedure involves the following steps (Figure 2):

— 3D modeling of the structural geology including stochastic realization of a
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Figure 1: The distance map to “dissolution paths” (a) is computed (b) and compared to a random
distance cutoff (c), to produce realistic cave geometry (d)

discrete fracture network;

Property modeling of the resulting 3D grid (porosity, permeability) and of

the discontinuity network (porosity, permeability, aperture);

— Discretization of rock matrix and discontinuities into a graph of
connectivities;

— Integration of data on the graph, such as field data, source and sink location,
water level;

— Preferential flow paths extraction using a graph search algorithm;

— Computation of the Euclidean distance map to flow paths in every points of
the 3D grid;

— Sequential Gaussian simulation of a distance cutoff;

— Composition of the distance map and of the distance cutoff to indicate the
presence of karst or matrix.

The implementation of this methodology is detailed in the following sections.

RESULTS AND DISCUSSION
Structural modeling

Karst formation results from near-surface processes where the two major controls
are chemical kinetics and discharges. Chemical kinetics are set by a combination
of climate, mineralogy, CO; concentration, water table and interaction with other
dissolved components. Although these factors can vary considerably, both spatially
and temporally, it is unlikely that their variations have a first order impact on flow
paths in a given carbonate terrain. In contrast, there are great variations in discharge
from one flow path to another and this is the main control over which early flow
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Figure 2: (a) Structural model and (b) Discrete Fracture network. (c) Discretization into a graph of
connectivities (PipeNetwork) and (d) definition of input and output point. (e) extraction of
preferential flow paths. (f) Distance function to the selected paths and (g) random cutoff
distance simulation. (f) Realization of final cave system
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paths might evolve into cave passages.

Palmer (1991) estimates that 99% of mapped continental cave passages are initiated
along fractures and bedding-planes. However, only a few fractures can evolve into
open conduits because karst processes are highly selective, enlarging only the most
favorable discontinuities. At an early stage, fissures are narrow and the flow is
dispersed among many different routes, each of them with its own overall hydraulic
gradient, mean fissure width, flow length and mean discharge. The influence of
these parameters have been investigated by geochemical and digital models (see
e.g. Dreybrodt and Gabrovsek (2003)). Results show that the ideal situation for
cave passage development is large fissures with short flow paths, high discharge
and steep hydraulic gradient, embedded in thick layers. These facts are important
because they can aid in the prediction of cave passages distribution and geometry.
For these reasons a structural model of the area of interest is build integrating all
available subsurface informations.

Discrete Fracture Networks are simulated using object-based simulation (Stoyan
et al., 1995) and constitute with bedding planes the discontinuity network around
which karst will preferentially develop. A key issue from a geostatistical
perspective, is the inference of the parameters of the stochastic models (fracture
density, orientation and size). All sources of informations (wells, seismic, analog
outcrops) provide a first evaluation about such fracture density and fracture
properties. None of these attributes are however well constrained in the inter-wells
space due to the poor seismic resolution and the clustering of 1D data along
wells. To more realistically model the spatial distribution and the properties of
fractures, a variety of numerical techniques have been developed. Basically, we
can distinguish geometrical approaches and geomechanical one. The first consist
to look for geometrical attributes revealing zone of intense deformation (structural
curvature, distance to major fault) and to relate these to fracture density (Lisle,
1994; Fischer and Wilkerson, 2000; Ouenes, 2000). Geomechanical approaches
consist to compute stress and strain field which is then combined with a failure
criterion to infer fracture orientation and likely locations (Bourne et al., 2000; Macé
et al., 2005; Maerten et al., 2006; Maerten and Maerten, 2006; Moretti, 2008).
Geomechanical approaches compared to geometrical indicators have the quality to
be based on physical laws that govern geological deformation, which make them
more reliable to predict fracture attributes. The resulting fracture orientation and
density models are then used to inform further stochastic simulations of DFN.

Extraction of preferential flow paths

The 3D structural model is discretized into a graph of connectivities, namely
a PipeNetwork, using the method developed by Vitel and Mallet (2005). It
basically consist in a set of segments linking a set of nodes which structure
derives directly from the representation of a grid based on connectivities. The
PipeNetwork discretization provide a flexible framework to handle complicated
geological configurations as in fractured reservoirs. The matrix and the DFN are
jointly discretized. The resulting PipeNetwork is a completely unstructured graph
constituted of three SubPipeNetworks : one for the matrix, another for the fractures
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and the last one for the connections between matrix and fractures. Fracture nodes
and matrix nodes hold their own set of properties (porosity, permeability, fracture
apertures) and pipes hold hydraulic properties (conductivity, transmissibility). A
screening test with graph search algorithm is then performed on the PipeNetwork
in order to extract preferential flow paths where dissolution is more likely to occur.
Path research is made between input and output points representing sinks and
sources of the karstic system. Graph search algorithms finds the least-cost path
between given nodes using a distance-plus-cost function heuristic to determine the
order in which nodes of the graph are visited. In the example presented here (Figure
2(e)), the inverse of the hydraulic property stores on the pipes of the graph have
been used.

Field data conditioning

Another issue of cave system modeling is the conditioning to field observations.
Data can come from many different sources (wells, exploration survey, geophysics)
and provide a set of points where karst or matrix appears.

The conditioning to observations revealing karst or matrix occurrence is treated
during the search path step. The data are ported on nodes of the PipeNetwork in
order to force preferential flow paths to pass close of karst observations and away
from host rock observations. To ensure karst conditioning, the distance between
a flow path and the data point must not exceed the minimal size of conduits to be
simulated. Hence, a node of the PipeNetwork is randomly chosen in the minimal
distance neighborhood of the data point and is included as a conditioning node in
the path search (Figure 3). On the contrary, to respect matrix data, the distance
between a path and data point must exceed the maximal size of karst conduits.
For this, the transmissibility of the segments linking nodes in the maximal distance
neighborhood of the data are reduced to prevent any path from crossing these nodes
(Figure 3).

In addition to hard data conditioning, the structure of the PipeNetwork allows to
easily integrate secondary information by transposing it in a coherent manner on the
nodes and pipes properties. For instance the distribution of karst, and particularly
the maximum depth at which karst can develop, is strongly linked to the water level
of the phreatic table. Base level of karst system realizations can be constrained by
modifying transmissibilities on the pipes with a multiplier coefficient, greater ones
along the water level and lower ones below this surface.

Geostatistical simulation of karst conduits

The previously extracted preferential flow paths define the spatial organization
of the cave system. The last step of the methodology consist in simulating the
geometry of conduits. The distance to the flow network can be seen as a map of the
potential for karst development, i.e. the probability to have karst facies decreases
with distance to flow paths and becomes null beyond a given threshold. This
linear distance function is perturbed by simulating a random cutoff distance with
variogram-based geostatistics. The resulting geometry of karst conduits depend
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Figure 3: The neighboring nodes of each data points are searched in the graph. Left: Conditioning
of host rock data point: the transmissibility value is reduced for all the segments. Right:
Conditioning of karst data: one point is randomly selected and its karst value is set to 1.

on the probability density function (PDF) and the variogram model of the cutoff
used to inform the stochastic simulation. The first control the final dimensions of
the conduits (Figure 4) while the parameters of the variogram model control the
undulations of the karst surface (Figure 5). Resulting 3D karst models present
realistic spatial organization and geometry of individual conduits. Moreover they
can be easily conditioned by secondary informations. For instance conduits size
usually increase toward the source of the karstic system. This could be rendered by
using kriging with a trend model. Another possibility is to use co-kriging to localy
correlate the conduit extent to bed thickness.

Figure 5: Karst realizations with, from left to right, increasing ranges of a Gaussian variogram model.
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CONCLUSION

The methodology proposed in this paper enables to render the complexity of
cave systems. Their organization in space is addressed through 3D geological
modeling and object-based simulation of discrete fracture networks. Special
care must be brought to the simulation of multiple fracture networks because it
provides the first order variability of the proposed simulation workflow. Indeed
preferential flow paths along fractures and bedding planes are retrieved from an
appropriate discretization of the structural model and defines the final topology of
the cave systems. The simulation of cave passages around the fracture gives the
second order variability. The simple idea of the method, based on geostatistical
perturbation of the distance to the preferential flow paths, proves its potential to
produce different and complex geometries of cave passages.
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