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Abstract

The main objective of the present paper is to define a new benchmark test
for macrosegregation in axisymmetry and to verify a novel meshless method
on it. The test case represents a solidification of Al4.5wt%Cu alloy in two
different types of geometries, a solid and a hollow cylinder, cooled at the
vertical boundaries. The volume averaging method is used to formulate
the coupled mass, energy, momentum, and species transport equations for
solid-liquid flow. The lever rule is used for determination of liquid and solid
fraction.

The meshless numerical approach, verified in this paper, is called the
diffuse approximate method. The method is formed by using the weighted
least squares approximation, where the second-order polynomial basis and
Gaussians are used as trial and weight functions, respectively. The method
is localised with the use of subdomains, each containing thirteen computa-
tional nodes. The explicit Euler scheme is used to perform the temporal
integration. The fractional step method is used to couple the pressure-
velocity fields. The stability of the method is attained by an adaptive shift
of the computational node and Gaussian weight in the upstream direction.

Results are presented for three geometrically different simulations. The
results are compared with the classical finite volume method. All results
show a very good agreement with the finite volume method. The simulations
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are performed on an uniform equidistant node arrangements of different node
densities and the convergence of the node spacing is evaluated and compared.
The results can also be used as a benchmark for other numerical methods.

Keywords: columnar solidification, macrosegregation benchmark, meshless
diffuse approximate method, finite volume method, axisymmetry

1. Introduction

Macrosegregation is defined as an uneven distribution of the alloying
elements on the macro-scale [1]. It is an undesired consequence of the solid-
ification and represents one of the major casting defects. Modelling of the
macrosegregation is therefore highly important for metallurgical and casting
industries. Macrosegregation is caused by the transport of solute enriched
(or depleted) liquid phase on the macroscopic scale. The root cause of the
solute enrichment/depletion is different solubility in the liquid and in the
solid phase. The main mechanisms for macroscopic transport of the rejected
solute are: convection, shrinkage, floating of the solid grains, and forced flow.
In general, each mechanism works in a different direction and with a dif-
ferent magnitude. The simulation of macrosegregation patterns is a highly
complex, non-linear problem, and involves the solution of strongly coupled
heat, mass, momentum and species transport equations. Furthermore, the
problem exhibits multi-scale nature due to the coupling of the transport
equations with the microsegregation model.

Meshless methods [2, 3] are in rapid development, especially in the last
two decades, and are being applied to a growing number of various numeri-
cal applications. In contrast to the classical numerical approaches, such as
finite volume or finite element method, the meshless methods do not require
a computational mesh in form of a set of nodes, connected into a geomet-
rical network. Only a set of uniformly or non-uniformly distributed com-
putational nodes inside the global domain is used instead [2]. This greatly
reduces the amount of effort required to generate the discretisation and thus
allows a flexible application of the method to complex geometries. Further-
more, computation on scattered node arrangements, which are in addition
adaptive in time and space [4], is also easier than in mesh-based numerical
methods.

The numerical benchmark, presented and described in this paper, rep-
resents solidification of a binary alloy in a solid and hollow cylinder shaped
cavity. The benchmark resembles the macrosegregation benchmark pre-
sented in [5]. A more complex macrosegregation benchmark, where the
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channel segregates are present, has also been solved and presented [6, 7, 8].
Yet, a related benchmark in axisymmetry, which requires a different imple-
mentation of the mathematical operators, has not been proposed and solved
yet.

The test case represents an important step towards proper simulation
of direct chill (DC) casting for round billets. Numerical models for simula-
tion of DC casting and similar industrial processes in cylindrical coordinate
systems have already been described in multiple papers [9, 10, 11, 12, 13],
but to the best of authors knowledge there is no benchmark test case com-
bining solidification, melt-flow, and segregation in axisymmetry available in
the literature.

Therefore the newly proposed benchmark is structured in a cylindrical
coordinate system. The movement of the solid phase is not modelled, which
is consistent with the previous benchmark cases simulated in Cartesian co-
ordinate system [5, 6, 7, 8]. The problem is solved with two completely dif-
ferent approaches; a) a meshless diffuse approximate method (DAM) with
the explicit-Euler time-stepping and b) the finite volume method (FVM)
with the implicit time-stepping. The FVM solution is obtained by using
macroS3D which is a numerical solver developed using the open-source C++
library OpenFOAM [14].

2. Model formulation

A volume-averaging formulation [9] is used to describe the two-phase so-
lidification problem. The conservation equations are microscopically posed
first, and along with the interphase boundary conditions form an exact de-
scription of the solidification process. The volume-averaging of the micro-
scopic equations and the adjacent interphase conditions over a representa-
tive elementary volume results in a formulation that is free from the explicit
shapes of the interphase boundaries and can thus be used for solving a
spectrum of problems of practical interest. The governing macrosegregation
equations are in the present work simplified to the largest possible degree
in order to enable easier comparison of different numerical procedures. The
liquid phase is modelled as an incompressible Newtonian fluid. Laminar flow
is assumed. The solid and the liquid densities and the specific heats are con-
stant and equal for both phases. The solid phase is static. The mushy zone
is modelled with Darcy flow and Kozeny-Carman relation for permeabil-
ity [15]. The buoyancy effect of the thermal and solutal density differences
is modelled with the Boussinesq approximation. The dynamic viscosity of
the liquid is assumed to be constant. The diffusion of the species on the
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macroscopic level is neglected for both phases. The local thermal equilib-
rium is assumed in the entire volume. The lever rule is used to calculate the
liquid volume fraction. Each representative volume element is saturated.
The listed assumptions result in the following volume-averaged governing
equations for columnar solidification [16]

∇ · (glvl) = 0, (1)

∂ (glvl)

∂t
+∇ · (glvlvl) = −gl

ρ
∇p+

µ

ρ
∇2 (glvl)−

g2l µ

ρK
vl + glb;

K =K0
g3l

(1− gl)2
;

b =g [1− βT (T − Tref )− βC (Cl − Cref )] ,

(2)

ρ
∂h

∂t
+ ρglvl · ∇hl = λ∇2T, (3)

∂C

∂t
+ glvl · ∇Cl = 0, (4)

where t is the time, vl is the liquid velocity, ρ is the density, gl is liquid
mass fraction, p is the pressure, µ is the dynamic viscosity, K0 is the Darcy
constant, βT and βC are the temperature and the concentration volume ex-
pansion coefficients, respectively. T is the temperature, Tref is the reference
temperature, Cl is the liquid concentration, Cref is the reference concen-
tration, g is the gravitational acceleration vector, h is the enthalpy, hl is
the liquid enthalpy, λ is the thermal conductivity, and C is the average mix-
ture concentration. The average concentration C is obtained from the phase
quantities as

C = glCl + (1− gl)Cs. (5)

We assume that the solid and the liquid are locally in thermodynamic equi-
librium. The phase concentration and temperature are thus related by

Cs = kpCl,

T =


h
cp

for h < cpTs

Tf +mlCl for cpTs ≤ h < cpTl + Lf
h−Lf

cp
for cpTl + Lf ≤ h

,
(6)
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where Lf is the latent heat of fusion, kp is the solid-liquid partition coeffi-
cient, cp is the specific heat capacity, Tf is the fusion temperature of pure
metal, and ml is the liquidus slope of a linearised binary phase diagram. Tl
and Ts are the local liquidus and solidus temperatures, calculated from the
phase diagram

Ts = max [Tf −msC, Te] ,

Tl = max [Tf −mlC, Te] .
(7)

The temperature, the liquid concentration and the liquid volume fraction
are determined by using the constitutive relation for the volume-averaged
enthalpy

h = cpT + glLf , (8)

and the lever rule. A quadratic equation for temperature is constructed,
where only the following is physically valid

T =
−b−

√
b2 − 4ac

2a
,

a = (1− kp) cp,
b = (Lf − cpT − h) (1− kp)− Lf ,

c = (hTf − LfTf ) (1− kp) + TlLf .

(9)

The liquid fraction and liquid concentration are obtained by inserting the
temperature in equation (8) and (6).

3. Numerical benchmark definition

The peculiar geometry is chosen in order to thoroughly test solidifica-
tion model for the r-z coordinate system, which is typically used for casting
simulations of round geometries. Three cases of static casting are numer-
ically evaluated in the present paper. All cases are of a cylindrical shape.
Case 1 represents a solid cylinder, while Cases 2 and 3 are hollow cylinders
with different inner and outer radii rin and rout, respectively (see Figure 1).
Axi-symmetry is assumed in all cases.

The results of the following three cases are presented in the present
paper:

• Case 1: rin = 0 mm, rout = 20 mm,
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• Case 2: rin = 10 mm, rout = 30 mm,

• Case 3: rin = 1000 mm, rout = 1020 mm.

The height of all three cylinders is equal to zmax = 20 mm.

rin rout

zmax

z

r
0
0

r

(b)

(c)
routrin

(a)

r

z

Figure 1: (a) 3D geometry of the hollow cylinder. (b) Cross section along the r-z plane.
(c) The top view.

The heat is extracted on vertical walls of the solid and hollow cylinders.
The top and the bottom walls are thermally insulated. The solidifying metal
is an Al4.5wt%Cu alloy, with the material properties given in Table 1.
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Table 1: Material properties of Al4.5wt%Cu alloy used in simulation.

Property Symbol Unit Value

Specific heat capacity cp J/kgK 1.00× 103

Thermal conductivity λ W/mK 1.92× 102

Density ρ kg/m3 2.45× 103

Dynamic viscosity µ kg/ms 1.2× 10−3

Gravity acceleration g m/s2 9.80

Darcy constant K0 m2 5.56× 10−11

Latent heat Lf J/kg 4.00× 105

Melting temperature of pure Al Tf
◦C 660

Eutectic temperature Te
◦C 548

Eutectic concentration Ce
◦C 32.60

Liquidus slope ml
◦C/wt% −3.43

Partition coefficient kp − 0.173

Thermal expansion coefficient βT 1/K 1.30× 10−4

Solutal expansion coefficient βC 1/wt% −7.30× 10−3

Reference temperature Tref
◦C 465

Reference concentration Cref wt% 4.50

The initial temperature and concentration are constant and set to T0 =
700 ◦C and C0 = 4.5 wt%, respectively. The liquidus temperature is 644.565 ◦C.
The liquid metal is at rest at the beginning of the simulation. The total du-
ration of the simulation is 50 s. Symmetry of the geometry and the fields
coincide with the z-axis, therefore only the right half of the ingot is modelled.
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(b) Case 2 and 3

Figure 2: Boundary conditions for momentum, heat, and species transfer.
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Dirichlet type boundary condition with concentration C0 is used every-
where except at the symmetry axis. This boundary condition can be im-
posed, as it is the solution of the species transport equation at the boundary
nodes that correspond to walls. The no-slip velocity boundary condition is
imposed everywhere except at the symmetry axis. The north and the south
boundaries are thermally insulated and the temperature gradient in the nor-
mal direction is equal to zero at these boundaries. The east and the west
boundaries are cooled and modelled with the Robin-type boundary condi-
tion, where the heat transfer coefficient equals to 500 W K−1 m−2 and the
external temperature is set to 20 ◦C. In Case 1 the west boundary is a sym-
metry axis and symmetry boundary conditions are used for all quantities
instead. The cylinder geometry and the boundary conditions are displayed
in Figure 2. Figure 3 shows the positions of the points and cross sections,
where the transient and the final results are compared.

rin

P3(rin + 10, 10)

H1

H2

H3

V2

rin + 5 rin + 10 rin + 15

0

10

20

rin + 20
r [mm]

z [mm] V1 V3

P4(rin + 5, 18) P5(rin + 15, 18)

P1(rin + 5, 2) P2(rin + 15, 2)
5

15

Figure 3: Geometry of the solidifying system. Three vertical and horizontal cross sections
used for numerical verification are denoted with dashed line. Five sample points, used to
show the time-evolution of solidification, are marked with the hollow squares.

4. The numerical procedure

The meshless diffuse approximate method is used for the spatial discreti-
sation. DAM represents a strong form meshless method where the fields are
represented by weighted least squares method on overlapping subdomains.
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The method has been first proposed in [17] and further developed mainly by
the group of Professor H. Sadat [18, 19, 20]. The method shows a second-
order rate of convergence for the quadratic polynomial base [21].

The diffuse approximate method has been used by different research
groups to solve a large spectrum of physical problems, such as convective-
diffusive heat transfer problems [22], 3D fluid flow [23] and 2D fluid flow on
an irregular domain [24], computation of hydromagnetic stagnation point
flow in 2D [25], simulation of phase transformation with front tracking [26],
and the phase field model simulation of Rayleigh-Taylor instability [27] and
microjet flow in axisymmetry [28]. The numerical method has already been
used to simulate the macrosegregation benchmark in a x-y coordinate system
[29]. Of all the listed problems solved with DAM, only the microjet flow has
been simulated in the cylindrical coordinate system. An application to an
industrial problem of low-frequency of electromagnetic DC casting [4] has
also been performed with DAM in axisymmetry, however it is hard to verify
the method in such complex situations.

Computational nodes are positioned inside and on the boundary of the
domain. A local subdomain of its closest neighbouring nodes is assigned to
each computational node. Figure 4 shows two examples of global domains.
The first one (a) is of an arbitrary shape, which has non-uniform distribution
of computational nodes. The second one (b) is a square cavity with uniform
and equidistant distribution of nodes, which is used for computations in the
present paper. The local subdomains for boundary and domain nodes are
denoted with dotted and dashed line, respectively.

Γ
Ω

Ωloc1

Ωloc2

Γ - Global domain boundary
Ω - Global domain
Ωloc1

Ωloc2

- Subdomain for boundary node

- Subdomain for domain node

- Central node of the subdomain

(a)

h

(b)

Figure 4: Scheme of the subdomains for domain and boundary computational nodes with
thirteen local nodes for an arbitrarily shaped domain with non-uniform distribution of the
nodes (a) and a rectangular geometry with uniform computational node arrangement (b).

The weighted least squares method is used to determine locally smooth
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and differentiable approximation of the discrete data on the overlapping
subdomains. The approximation f̂ l of the given value f in the chosen sub-
domain l is given by the following expression

f̂ l(r) = p(r, rl) ·αl =

J∑
j=1

pj(r, rl)α
l
j , (10)

where rl is the position vector of the central node of the subdomain
l. p(r, rl) is the polynomial basis vector of size J and αl is the vector of
coefficients. The second-order basis is used in simulations (i.e. J = 6)

p(ri, rl) = [1, (x1i − x1l), (x2i − x2l),
(x1i − x1l)(x2i − x2l), (x1i − x1l)2, (x2i − x2l)2

]
.

(11)

The approximation (10) is obtained with the weighted least squares ap-
proach, by minimization of the expression

El =
n∑

i=1

θ(ri, rl)
[
f̂ l(ri)− f(ri)

]2
, (12)

where n is the number of the nodes in the subdomain and θ is the
Gaussian weight function. The weight function has a peak value of 1 at the
chosen position rl and decreases with increasing Euclidean distance from
the node

θ(ri, rl) = exp

(
−c‖ri − rl‖2

h2

)
(13)

with h denoting the distance between the central node of the subdomain
and its nearest neighbour. h is used to scale the Euclidean distance by
the local domain size. The free parameter of the weight function is c, which
determines how gradual the decay of the Gaussian from 1 to 0 is. An upwind
approach is required in order to stabilize the convective terms. This is
particularly important in Equation (4), since the species transport exhibits
pure advection. A detailed description of the upwind approach using the
weight function is described in [4].

The derivative of the basis vector (11) has to be used in the approxima-
tion expression (10) and minimisation expression (12) at the nodes where
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the Neumann boundary conditions are implemented. The vector of coeffi-
cients for each subdomain αl is obtained from the solution of the system of
equations √

θ(ri, rl)p(ri, rl)α
l =

√
θ(ri, rl)f(ri); for every i. (14)

The number of the nodes in the local neighbourhood has to at least match
the size of the basis vector, which is equal to 6 for the case of quadratic
polynomial base, in order to guarantee the solvability of Equation (14). The
local neighbourhoods used in simulations contain thirteen nodes. The same
number of the local nodes was used in our previous simulations with DAM
[4, 29] for solidification problems.

The explicit-Euler time-stepping scheme is used for the spatial discreti-
sation. The simple first order stepping performs well when it is used to
solve thermo-fluid problems. This has already been confirmed by numerous
benchmark cases [5, 8, 24, 29, 30, 31, 32, 33, 34].

5. Numerical implementation

The meshless model, described in the previous section, is written in
Fortran 2008 and compiled into a 64-bit executable with Intel Visual Fortran
compiler (XE 14).

The FVM reference results are obtained with macroS3D, a numerical
solver developed using the OpenFOAM [14] platform, which was compiled
using the GNU Compiler Collection (GCC). It uses an iterative method to
couple the temperature, liquid fraction, solute concentration, liquid veloc-
ity and pressure. A two-iteration PISO algorithm is used in the velocity-
pressure coupling. The van Leer scheme is used for stabilisation of the
advective terms. With respect to the linear solvers, a preconditioned conju-
gate gradient method is used for the pressure, while a Gauss-Seidel method
is used for the temperature.

Operators used in conservation equations (1-4) have a different imple-
mentation for Cartesian and Cylindrical coordinate system. Definitions for
gradient, divergence and Laplace operators in cylindrical coordinates are
given in Appendix A.

6. Time and spatial discretisation

Simulations are performed on uniform distributions with the total num-
ber of nodes (DAM) and cells (FVM) equal to 40x40, 100x100, 140x140,
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200x200, and 240x240. The time step is equal to 2× 10−5 s for DAM and
5× 10−4 s for FVM. The comparison of computational node arrangements
for DAM and cell centres for FVM used in each of the numerical codes
is shown in Figure 5. The comparison is shown for arrangement with the
largest node spacing.

z
[m

m
]

r [mm]

(a) DAM nodes

z
[m

m
]

r [mm]

(b) FVM cell centres

Figure 5: Comparison of 40x40 discretisation used in DAM and FVM.

7. Results

The calculated transient of the solidification process is shown in Figures
6 to 8. The time evolution of the fields is shown for five characteristic points.
The positions of the points are given in Figure 3. DAM and FVM predic-
tions are shown with the solid lines and discrete points, respectively. The
temporal evolution of the liquid fraction, temperature and velocity is nearly
the same for all characteristic locations in all three simulated geometries.
From the concentration evolution it is observed that the pattern is the same
for both numerical methods. There is a slight discrepancy in the magnitude
of segregation in the observed points. The conservation of concentration
field is evaluated due to this fact. It is estimated from the relative loss of
the concentration (∆VC) in the entire volume of the geometry

∆VC =
1

V

∫
(C − C0)

C0
dV ≈

∑n
i=1 r

(Ci−C0)
C0

∆Ai∑n
i=1 r∆Ai

. (15)

The values of ∆VC are similar for Cases 1, 2 and 3 and are equal
to 4.108× 10−4 , 2.822× 10−4 and 2.466× 10−4 for DAM, respectively. All

13



of the listed values are very small and it is confirmed that the species
mass is globally conserved. The relative loss of the concentration in FVM
simulations is even smaller, because it is a conservative method by con-
struction, both locally and globally. The ∆VC is equal to 1.629× 10−5 ,
2.511× 10−7 and 4.410× 10−6 for Cases 1, 2 and 3, respectively.
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arrangement for both numerical methods.
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Solidification process is similar for all three cases. The melt flow is the
most intensive after about 4 s of simulation time just before the solidification
begins. The velocity magnitude at that point is about 1.0 - 1.5 cm/s and is
the largest for Case 1. The solidification starts near the vertical walls, at the
area where the temperature first drops below liquidus temperature (644.5
◦C). The macrosegregation profile starts to form simultaneously. The so-
lidification is finished after 42 s. The macrosegregation evolution completes
when the solid fraction is high enough to sufficiently restrict the melt flow in
the mushy zone. This happens before the end of solidification, after about
25 s, when the liquid fraction is equal to ∼0.4 (see Figures 6 to 8). The
macrosegregation pattern at that time is positive at the south and negative
at the north part of the cavity, respectively.

The final macrosegregation patterns are presented with the contour plots
in Figures 9 - 11. Blue and red colour are reserved for positive and negative
macrosegregation, respectively. The colour-filled contour plots are shown
only for DAM simulations, as the differences with FVM results are not visible
to the naked eye. The limit between the positive and negative segregation
values is denoted with the solid black isoline for DAM and with the dashed
black isoline for FVM.
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Figure 9: Final macrosegregation pattern for Case 1.
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Figure 10: Final macrosegregation pattern for Case 2.
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Figure 11: Final macrosegregation pattern for Case 3.
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Three different simulation Cases (1,2,3) are distinguished by the value
of rin and rout. For the Case 1 and 2 the solidification is not symmetrical
across the vertical line at the midpoint (rin + rout) /2. This happens due to
hollow cylinder geometry, which has a larger cooling surface on the outer
wall. Consequently, the heat extraction is faster at the outer boundary. Yet,
for Case 3, the difference between the inner and the outer radius is very
small. The cooling rate is almost equal at both vertical walls. Therefore the
solidification is practically symmetrical across the midpoint vertical line (at
r = 1010 mm). The results for Case 3 resemble the ones obtained for the
macrosegregation in a square cavity [5].

Figure 12: Liquid fraction, temperature contours and velocity vectors of the melt flow for
Case 1 at t = 10 s.
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Figure 13: Liquid fraction, temperature contours and velocity vectors of the melt flow for
Case 2 at t = 10 s.

Figure 14: Liquid fraction, temperature contours and velocity vectors of the melt flow for
Case 3 at t = 10 s.

With the onset of solidification, the growing solid rejects solute into the
liquid, reinforcing the thermal effect in the buoyancy driven flow, which is
depicted in Figures 12-14. In Case 1, a clockwise circulation can be observed
due to its symmetry condition on its west boundary, while in the other cases,
there are two circulations in opposite sense of rotation. The formation of
solute enriched channels, due to the liquid flow in the mushy zone, can be
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noticed close to the bottom wall and it follows the relation ∂C
∂t ∼ vlr · ∇T ,

where vlr is the horizontal component of the liquid velocity.
The differences between DAM and FVM solutions are best seen from the

cross section plots (Figure 15). The agreement between the results is very
good. The largest discrepancies are observed in the local extreme values
of macrosegregation. The agreement is better as the inner and the outer
radius of the hollow cylinder are increased. The matching is almost perfect
for Case 3.
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Figure 15: Cross sections of the final macrosegregation patterns for all three simulated
cases. Horizontal and vertical sections are shown on the left and the right side,

respectively. All results are for 240x240 computational node arrangement. Note that the
range of the concentration axis is not the same for all cases.
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The tabulated results of the final macrosegregation pattern for DAM
are given in Tables 2 and 3 for each horizontal and vertical cross section, re-
spectively. The results are obtained with the finest density of computational
nodes for all cases. Note that the results in the table are interpolated with
the weighted least squares from the computational nodes to the reference
nodes. Furthermore, the normalized root-mean-square deviance (NRMSD)
between both results is calculated for the concentration values at the refer-
ence nodes

NRMSD =
RMSD

C0
=

√∑n
i=1

(
CDAM
i − CFVM

i

)2
C0

2n
, (16)

where n is the total number of the reference points, listed in Tables 2
and 3. The superscripts DAM and FVM represent the solutions obtained
with the diffuse approximate and the finite volume method. The NRMSD is
equal to 0.181× 10−1 , 0.378× 10−3 and 0.272× 10−3 on the 240x240 node
arrangement for Cases 1, 2 and 3, respectively. The NRMSD is small for
all cases and confirms the good agreement between both methods. The
agreement is better for higher values of inner radius, when the conditions
are similar to the ones in a square cavity (x-y coordinate system). The
largest differences between model predictions are for Case 1 in the area,
where the concentration gradient is at its largest.

Table 2: Tabulated results of the diffuse approximate method for each horizontal cross
section.

Case 1 Case 2 Case 3

r H1 H2 H3 H1 H2 H3 H1 H2 H3

0.000 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500

0.002 4.557 4.665 4.517 4.557 4.512 4.393 4.573 4.486 4.405

0.004 4.835 4.606 4.431 4.537 4.529 4.365 4.636 4.480 4.373

0.006 4.800 4.528 4.369 4.524 4.536 4.402 4.572 4.482 4.386

0.008 4.667 4.487 4.331 4.522 4.552 4.479 4.605 4.506 4.448

0.010 4.614 4.457 4.315 4.633 4.519 4.494 4.514 4.535 4.508

0.012 4.645 4.453 4.312 4.585 4.477 4.419 4.607 4.504 4.447

0.014 4.727 4.460 4.318 4.605 4.459 4.381 4.571 4.480 4.386

0.016 4.647 4.473 4.342 4.655 4.465 4.382 4.636 4.478 4.374

0.018 4.549 4.492 4.392 4.562 4.485 4.414 4.573 4.486 4.405

0.02 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500
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Table 3: Tabulated results of the diffuse approximate method for each vertical cross
section.

Case 1 Case 2 Case 3

z V1 V2 V3 V1 V2 V3 V1 V2 V3
0.000 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500

0.002 4.520 4.613 4.518 4.541 4.632 4.521 4.528 4.513 4.528

0.004 4.543 4.523 4.509 4.503 4.552 4.528 4.531 4.535 4.532

0.006 4.569 4.504 4.530 4.492 4.524 4.536 4.526 4.542 4.526

0.008 4.594 4.482 4.531 4.493 4.517 4.508 4.503 4.541 4.503

0.010 4.623 4.457 4.502 4.501 4.520 4.490 4.491 4.535 4.491

0.012 4.654 4.436 4.472 4.511 4.526 4.473 4.482 4.529 4.482

0.014 4.683 4.411 4.428 4.497 4.532 4.455 4.471 4.523 4.471

0.016 4.667 4.374 4.388 4.467 4.522 4.442 4.456 4.517 4.455

0.018 4.560 4.315 4.432 4.429 4.495 4.440 4.435 4.508 4.435

0.02 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500 4.500
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Figure 16: Node spacing convergence for variables ∆Cmax (left) and σC (right). Results
are for Case 1 (a, b), 2 (c, d) and 3 (e, f).
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The node spacing convergence of variables ∆Cmax and σC is shown in
Figure 16. We expect that the exact solution is obtained when the node
spacing ∆x approaches zero. ∆Cmax is the maximum value of the segrega-
tion in the computational domain at the end of solidification (t = 50 s)

∆Cmax = max [Ci − C0] , (17)

where i are the indices of the computational nodes in the domain for
the 240x240 node arrangement. σC is the global segregation index and
represents the standard deviation of the concentration in the domain at the
end of solidification.

σC =

√√√√ 1

N rin+rout
2

N∑
i=1

ri (Ci − C0)
2, (18)

where Ci is the final segregation in node i and N is total number of nodes
in the global domain used for computation. The node spacing convergence
is evaluated with ∆Cmax and σC for both numerical methods. Figure 16
shows that both numerical models converge for all three cases. The results
confirm that the solution of the problem converges when the number of the
computational nodes is increased. This is true for both numerical methods
and for all cases. The differences in the calculated ∆Cmax values are slightly
larger then in σC values. This is because ∆Cmax lies in a very localised zone
of positive segregation and is extremely sensitive to the computational node
arrangement and discretisation method.

8. Conclusions

This is the first quantitative evaluation of the diffuse approximate method
on a solidification test case solved in a cylindrical coordinate system. The
simulations are performed for a solid and two hollow cylinder geometries with
the use of an uniform computational node arrangement. Different number of
the computational nodes are used to show the convergence of the results for
the evaluated cases. The same solidification problem is solved with the well
established finite volume method. The results of both methods are analysed
and compared in this paper.

The results have shown a good agreement of simulations performed
with both methods. This confirms the suitability of DAM for prediction of
macrosegregation in a cylindrical coordinate systems. This is of particular
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interest for the industrial applications in axisymmetry. This macrosegrega-
tion test is evaluated in order to verify the use of DAM for the macroseg-
regation prediction in direct chill casting of aluminium billets. This can be
done, because the solidification time and flow velocity magnitude in the test
cases presented in this paper are of the same order of magnitude as in DC
casting of billets [35].
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Appendix A. Definition of the operators

Definitions of the operators used in equations of the physical model are
presented in this appendix. Definitions are given for a general scalar field
f and a vector field F in cylindrical coordinate system for axial symmetry.

Gradient of a scalar

∇f =
∂f

∂r
er +

∂f

∂z
ez. (A.1)

Divergence of a vector

∇ · F =
1

r

∂ (rFr)

∂r
+
∂Fz

∂z
. (A.2)

Laplace operator of a scalar

∇2f = ∇ · (∇f) =
1

r

∂

∂r

(
r
∂f

∂r

)
+
∂2f

∂z2
. (A.3)

Laplace operator of a vector

∇2F =

(
∇2Fr −

Fr

r2

)
er +∇2Fzez. (A.4)

34


	Introduction
	Model formulation
	Numerical benchmark definition
	The numerical procedure
	Numerical implementation
	Time and spatial discretisation
	Results
	Conclusions
	Definition of the operators

