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Abstract

Semiempirical quantum methods from the Neglect of Differential Diatomic Overlap (NDDO)

family such as MNDO, AM1, or PM3 are fast albeit approximate quantum methods. By com-

bining them with linear scaling methods like the Divide & Conquer (D&C) method, it is possi-

ble to quickly evaluate the energy of systems containing hundreds to thousands of atoms. We

here present our implementation in the Amber biomolecular package of a SEBOMD module

that provides a way to run SemiEmpirical Born-Oppenheimer Molecular Dynamics. At each

step of a SEBOMD molecular dynamics, a fully converged SCF calculation is performed to

obtain the semiempirical quantum potential energy of a molecular system encaged or not in pe-

riodic boundary conditions. We describe the implementation and the features of our SEBOMD

implementation. We show the requirements to conserve the total energy in NVE simulations,

and how to accelerate SCF convergence through density matrix extrapolation. Specific ways

of handling periodic boundary conditions using mechanical embedding or electrostatic embed-

ding through a tailored quantum Ewald summation is developed. The parallel performance of

SEBOMD simulations using the D&C scheme are presented for liquid water systems of vari-

ous sizes, and a comparison between the traditional full diagonalization scheme and the D&C

approach for the reproduction of the structure of liquid water illustrates the potentiality of SE-

BOMD to simulate molecular systems containing several hundreds of atoms for hundreds of

picoseconds with a quantum mechanical potential in a reasonable amount of CPU time.
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Introduction

Modeling reactive systems like enzymes at the molecular level is still a challenging problem for

computation chemistry today. First, these systems are large. They can contain thousands of atoms,

including not only a protein, its ligand, and sometimes a co-factor, but also solvent molecules and

counterions.1,2 Understanding their physical and chemical properties requires to sample their (free)

energy landscape using techniques like Monte Carlo (MC) or Molecular Dynamics (MD), which

intrinsically request millions of successive energy and force computations.3 Second, these sys-

tems are reactive. While there exists tentative development of reactive molecular mechanics (MM)

force fields,4,5 the forming and breaking of chemical bonds in these systems need a certain level of

quantum mechanics (QM) in the general case to properly describe the electronic changes. A full

description at the ab initio or DFT level using approaches like Born-Oppenheimer Molecular Dy-

namics (BOMD)6–8 or Car-Parrinello Molecular Dynamics (CPMD)9,10 is possible but limited to

small systems, up to a few hundreds of atoms, and to short simulation times, up to a few tens of pi-

coseconds,11 since these methods are quite demanding in terms of CPU ressources.12,13 Recently,

the use of accelerators like Graphical Processing Units (GPU) by Ufimtsev et al. has permitted the

molecular dynamics simulation of the small protein BPTI solvated by a couple of water layers for

8.8 picoseconds at a full DFT level.14 The mixture of MM and QM approaches in QM/MM meth-

ods has also been very popular during the last twenty years or so.15–19 In the QM/MM approach,

only a portion of the system, the reactive one, is described by quantum mechanics while the rest

that acts as a perturbation to the reactive part is described by a cheaper molecular mechanics de-

scription. The QM/MM approach has been used to describe the reactivity of many biomolecular

systems in the literature.1–3,20–25 However, it still suffers from technical drawbacks that arise from

the handling of the interactions between the QM and the MM parts. First, the QM part is often a

small portion of a bigger molecule like a protein. Chemical bonds are therefore cut at the QM/MM

border and need a special treatment like the addition of link atoms26–29 or the freezing of some

molecular orbitals.30–34 Second, the way in which the QM and MM parts should interact is not

straightforward.16 Multiple technical suggestions to handle the way the MM charges influence the
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QM part26,35–37 and specific van der Waals parameters to represent non-elestrostatic QM/MM in-

teractions38–40 have been suggested. Third, the choice of the atoms that are included in the QM

region can greatly influence the chemical mechanisms that can be modeled.20–22,41,42

Between the expensive ab initio molecular dynamics and the delicate QM/MM approach, we

suggest a third way that allows the full description of relatively large molecular systems at the

quantum level while retaining fast computations: the SemiEmpirical Born-Oppenheimer Molec-

ular Dynamics (SEBOMD) method. In a SEBOMD simulation, a Born-Oppenheimer molecular

dynamics calculation is run, meaning that only the positions of the nuclei are defined and, at each

step of the molecular dynamics, a fully converged self-consistent field (SCF) calculation is per-

formed to obtain molecular orbitals, energy, and forces. The full quantum mechanical description

of the system is obtained by using fast albeit approximate Neglect of Differential Diatomic Overlap

(NDDO) semiempirical quantum mechanical method.43–45 To enhance the speed of the QM cal-

culation, a linear scaling Divide & Conquer (D&C) algorithm can be used for large systems.46,47

We have implemented the SEBOMD approach within the Amber biomolecular package,48

more particularly in the open source AmberTools package that is part of Amber. Here, we high-

light some specific features of our implementation. First, we briefly describe the implementation

of SEBOMD as a module in the sander program. Second, we present how the total energy can

be conserved in NVE simulations. Third, a simple way to accelerate SEBOMD simulations is

given. Fourth, different Periodic Boundary Conditions (PBC) methods to handle long range elec-

trostatics interactions are introduced. Fifth, the speed-up of SEBOMD simulations using the linear

scaling Divide & Conquer algorithm with parallel computers is presented. Finally, we provide

a comparison of SEBOMD simulations using either standard full Fock matrix diagonalization or

approximate linear scaling D&C method.
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The SEBOMD module

Implementation in the sander program

SEBOMD has been implemented in the sander program as a component of the free open source

AmberTools package that is part of Amber.48,49 The sander program is in charge of performing

molecular dynamics simulations. So far, it could run full MM and QM/MM MD. With SEBOMD,

we have added the capability of running full QM simulations with or without periodic boundary

conditions. At each step of a molecular dynamics simulation, the energy and forces calculations

for a given set of coordinates are directed to a SEBOMD module that will compute these quantities at

the semiempirical NDDO level. Currently available NDDO hamiltonians are MNDO,50 AM1,51

PM3,52 RM1,53 PM3/PDDG,54 AM1/d-PhoT,55 and AM1/d-CB1.56 MAIS57,58 and PIF58–62 cor-

rections to the PM3 Hamiltonian are also provided. SEBOMD simulations can be run with sander

using usual thermodynamical ensembles: NVE, NVT, or NPT.

At each step of an MD simulation, an MM energy calculation is still computed and is mixed

with the SEBOMD energy if requested, as controlled by a λ parameter (keyword: lambda):

Epot = (1−λ )EMM+λEQM (1)

where Epot is the total potential energy, EMM is the MM potential energy, and EQM is the

semiempirical QM potential energy. When invoking SEBOMD simulation, the lambda keyword

is set to 1.0 by default. Using a λ factor different than 1.0 can be highly relevant for equili-

bration purpose. Often, SEBOMD simulations are started from systems equilibrated at the MM

level. However semiempirical NDDO potential energy surfaces are sometimes quite different from

their MM counterparts.63 This can yield unrealistically large atomic forces at the beginning of

SEBOMD simulations, leading to large velocities and temperatures, and eventually bond breaking

since bonds are no longer represented by harmonic springs. By using successive equilibration steps

with λ gradually varying from 0 to 1, one can ensure a smooth transition between a classical MM
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simulation and a SEBOMD simulation.

Energy conservation

The determination of the NDDO wavefunction in SEBOMD simulations can be performed either

using a so-called ”standard” calculation scheme or via a linear scaling Divide & Conquer (D&C)

algorithm. In the standard method, full diagonalization of the entire Fock matrix is performed at

each step of the SEBOMD. The CPU timing in such cases therefore scales as O(N3) where N is

roughly the size of the system in number of atoms because the diagonalization of the Fock matrix is

the bottleneck in semiempirical NDDO computations.46,47,64–66 We do not provide here a detailed

description of the Divide & Conquer method and let the reader refer to appropriate publications

in the literature instead.46,47,67 We only recall that the D&C method is a way to circumvent the

diagonalization bottleneck by dividing a molecular system into smaller overlapping subsystems.

Each subsystem is composed of a core and one or two buffer regions. The density matrix of each

subsystem is obtained by solving a localized set of Roothan-Hall equations for which the local

Fock matrix is extracted from the full Fock matrix. Buffer regions are used to determine what

information from the local density matrices should be used to recover the entire, global density

matrix. In our implementation that is originally based on the DivCon99 software,68 we use the

dual buffer region scheme as suggested by Dixon and Merz, Jr.47 Because the subsystems are

mostly equal in terms of size, the CPU times corresponding to the diagonalizations of the local

Fock matrices are similar and linear scaling is achieved by the fact that the number of subsystems

scales linearly with the size of the system.

When no external force is applied to a system, a molecular dynamics simulation should con-

served the total energy. This corresponds to the NVE thermodynamical ensemble where the num-

ber of particle N, the volume V and the total energy E being the sum of the kinetic energy and

the potential energy are kept constant along the simulation. In contrast to classical MM molecular

dynamics, conservation of the total energy in Born-Oppenheimer molecular dynamics not only

depends on the time step that is used but also on the precision with which the SCF is converged
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at each step of the simulation. This is due to the fact that forces are not directly derived from

the potential energy equations but make use of the SCF convergence in their calculation to avoid

the costly evaluation of the derivatives of the density matrix elements. Therefore, to ensure a

proper energy conservation during a SEBOMD simulation, one must pay a special attention to the

convergence of the SCF at each step of the molecular dynamics.

In many quantum chemistry software, the SCF convergence is achieved when the electronic

energy between two steps of the SCF cycle does not change for more than a certain threshold.

For example, in MOPAC69 this threshold is normally set to 1× 10−4 kcal/mol. In SEBOMD,

such a way to check for SCF convergence becomes unsuitable when a molecular system becomes

very large (i.e., several hundreds or thousands of atoms). For example, a system with 1 water

molecule has roughly a semiempirical electronic energy of about −1× 104 kcal/mol (kcal/mol is

the energy unit used in sander). A system with 216 water molecule has an electronic energy of

about −7×106 kcal/mol and a solvated protein of about 5,700 atoms has an electronic energy of

about −2× 109 kcal/mol. The electronic energy in a typical SEBOMD simulation is thus very

large and a ”standard” convergence criterion would exceed the precision that can be expected from

using double precision floating point numbers.

In SEBOMD, the SCF convergence criterion is handled by the dpmax keyword. For two suc-

cessive iterations, if any density matrix element has not been changed by more than dpmax, then

the energy of the system is stated as converged and forces are computed from the current density.

Figure 1 shows how the total energy is conserved for a set of 64 water molecules in gas phase

depending on the choice of the SCF algorithm (i.e., ”standard” method vs. D&C), the molecular

dynamics time step, and the value of dpmax. For the sake of clarity, the variations of total energy

along time are represented relative to the initial energy as [E(t)−E(t = 0)]/E(t = 0). Using a full

diagonalization of the Fock matrix at each step of the MD (Figure 1a; ”Standard”), the energy is

always conserved with dpmax = 10−7 a.u., regardless of the chosen time step. Even for a time

step of 1.0 fs, which is relatively large to describe the dynamics of quantum mechanical systems,

the MD integrator in sander still delivers stable simulations. Linear regression analysis of the en-
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Figure 1: Conservation of the total energy for a set of 64 water molecules in gas phase using
the PM3-PIF hamiltonian. Relative error compared to the initial total energy is computed for a 1
picosecond simulation using different time steps and different dpmax threshold values. a) Standard:
full diagonalization of the Fock matrix; b) Divide & Conquer: D&C scheme applied with 1 water
molecule per core, a first buffer of 6 Å and no second buffer. From left to right: time steps of 0.1,
0.2, 0.5, and 1.0 fs, respectively. green line: dpmax = 10−7, orange line: dpmax = 10−6, blue
line: dpmax = 10−5.

ergy variations gives a slope that is mostly independent of the time step used. For dpmax = 10−7

a.u., the (absolute) slope in relative energy is about 10−6 per picosecond, meaning that the total

energy drifts by about 10−4 % every picosecond. In the case of this system comprised of 64 water

molecules, it corresponds to an energy drift of approximately -0.01 kcal/mol/ps for a potential en-

ergy of about -3650 kcal/mol. For dpmax = 10−6 a.u., the slope of the total relative energy is in the

range of 10−5 per picosecond, and for dpmax = 10−5 a.u., the slope is about 10−4 per picosecond.

The total energy conservation is therefore in direct relationship with the convergence of the density

matrix elements. When using the Divide & Conquer scheme (Figure 1b), a similar conclusion can

be drawn: total energy can be conserved for time steps up to 1.0 fs and the small energy drift is

directly dependent on the value of dpmax. Here the Divide & Conquer scheme is set such that the

system is divided into 64 subsystems with 1 water molecule per core, a first buffer of 6 Å and no

second buffer. The inclusion of atoms in the first buffer region is molecular-based, meaning that if

one atom of a water molecule is positioned less than 6 Å away from one atom of the core region,
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then the entire water molecule is included in the buffer region. It is worth noting here that, at each

step of the molecular dynamics, the Divide & Conquer scheme updates the composition of each

subsystem depending on the instantaneous positions of all molecules: for each water molecule that

defines one core region other water molecules are included or not in the buffer region depending

on their distances to the core molecule. The number of water molecules and the composition of

each subsystem can therefore vary along the SEBOMD simulation. Nonetheless, the molecules

that are dynamically included or excluded from subsystems physically lay away enough from the

core region and therefore have a negligible influence on the total energy and its conservation.

SCF acceleration

The convergence of Self Consistent Field is faster (i.e., requires fewer iteration cycles) when the

initial guess density is close to the final, converged electronic density. By default in SEBOMD

simulations, at each step of the molecular dynamics, the converged density matrix of the previous

MD step is used as a guess for the current MD step. As a way to decrease the number of SCF

cycles at each molecular dynamics step and therefore to accelerate the overall SEBOMD simula-

tion, we have also implemented a polynomial extrapolation of the guess density matrix based on

the last three previous SEBOMD steps. This is triggered by the ipolyn keyword. When poly-

nomial extrapolation is activated, starting at the fourth SEBOMD step, all guess density matrix

elements are constructed as a polynomial extrapolation of the corresponding elements of the last

three converged density matrices. In Table 1, we have averaged the number of SCF cycles that are

needed for each MD step of a one picosecond SEBOMD simulation of 64 water molecules in gas

phase using the ”standard” or the D&C method for different values of dpmax and timesteps (∆t).

For any combination of dpmax and ∆t, the number of SCF steps required to obtain a converged

density matrix is lower when using the extrapolation scheme for the guess density matrix. The

ratio of acceleration ranges from 7.0, for ∆t = 0.1fs and dpmax = 10−5 a.u., to 1.4, for ∆t = 1.0fs

and dpmax = 10−7 a.u.. Overall, the smaller the ∆t the fewer the number of SCF cycles. A tighter

convergence criterion (dpmax) leads to a larger number of SCF cycles for any guess density matrix
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Table 1: Average number of SCF cycles per MD step for a 1 ps NVE simulation of 64 water
molecules in gas phase using the full diagonalization scheme (Standard) or the Divide & Conquer
scheme (D&C: 1 water molecule per core, first buffer zone = 6Å, no second buffer zone). previous:
density matrix initial guess is copied from the last converged SCF step; extrapolate: all density
matrix initial guess elements are extrapolated from the corresponding density matrix elements of
the last three MD steps.

Average number of SCF cycles per MD step
Standard D&C

∆t (fs) dpmax previous extrapolate previous extrapolate
0.1 10−5 11.2 ± 0.4 1.6 ± 0.5 11.1 ± 0.4 2.0 ± 1.0

10−6 15.9 ± 0.4 3.3 ± 0.5 15.9 ± 0.4 3.7 ± 0.9
10−7 20.6 ± 0.5 6.4 ± 0.5 20.5 ± 0.5 6.4 ± 0.8

0.2 10−5 12.7 ± 0.5 3.1 ± 0.4 12.6 ± 0.5 3.3 ± 0.6
10−6 17.2 ± 0.4 6.0 ± 0.5 17.2 ± 0.4 6.1 ± 0.5
10−7 21.9 ± 0.5 9.3 ± 0.5 22.0 ± 0.5 9.3 ± 0.6

0.5 10−5 14.3 ± 0.5 6.6 ± 0.6 14.5 ± 0.5 6.6 ± 0.6
10−6 19.0 ± 0.4 10.0 ± 0.5 19.1 ± 0.4 10.0 ± 0.5
10−7 23.8 ± 0.5 14.1 ± 0.6 23.8 ± 0.5 14.0 ± 0.6

1.0 10−5 15.8 ± 0.4 9.5 ± 0.6 15.8 ± 0.5 9.5 ± 0.6
10−6 20.5 ± 0.5 13.5 ± 0.7 20.4 ± 0.5 13.5 ± 0.7
10−7 25.3 ± 0.5 18.0 ± 0.7 25.3 ± 0.6 18.0 ± 0.7

scheme, but using the extrapolation option always reduces the number of SCF cycles needed for

full convergence. Also, the number of SCF cycles is nearly independent of the energy scheme that

is used, either the full diagonalization scheme (Standard) or the Divide & Conquer scheme.

Long range electrostatics

By default, SEBOMD handles periodic boundary conditions (PBC) using the minimum image (MI)

convention. When the Fock matrix is built, all its elements are either mono- or di-atomic terms.

This is intrinsically due to the Zero Differential Overlap (ZDO) approximation used in all NDDO

methods.43 Consequently, diatomic terms are dependent on the distance between two atoms in the

system. SEBOMD uses the MI convention for the calculation of such distances. This way there is

no real border for the electronic wavefunctions and any particle of the systems, core or electron, is

surrounded by all others as if they were at the center of the simulation box.

10



Long-range electrostatics, beyond the simulation box, are considered as a perturbation to the

MI wavefunctions. There are two ways in SEBOMD to handle long-range electrostatics: mechan-

ical embedding or electrostic embedding, via the longrange keyword.

In mechanical embedding, a classical Particle Mesh Ewald (PME)70,71 correction is added to

the QM minimum image potential energy:

Epot = EMI[P]+∆EPME[qext] = EMI[P]+EPME[qext]−EMI[qext] (2)

EMI[P] is the semiempirical quantum energy of the system computed using the minimum image

convention. EPME[qext] is the classical PME energy computed by sander using the set of atomic

point charges qext provided by the Amber topology file of the simulation. EMI[qext] is the classical

electrostatic energy within the box, which must be removed to avoid double counting as it is

already included in the quantum energy. This mechanical embedding scheme provides an implicit

polarization of the quantum wavefunction via an external perturbation of the simulation box by an

infinite set of surrounding classical atomic point charges.

In the electrostatic embedding, a quantum Ewald correction is applied to directly polarize the

semiempirical quantum wavefunction:72

Epot = EMI[P]+∆EEwald[P] (3)

with:

∆EEwald[P] =
1
2 ∑

α

∑
β

qαqβ ∆ΨEwald(Rα ,Rβ ) (4)

=
1
2 ∑

α

∑
β

qαqβ

[
Ψdir(Rα ,Rβ )+Ψrec(Rα ,Rβ )−Ψbox(Rα ,Rβ )

]
(5)

where qα are atomic charges derived from the quantum electronic density P, Ψdir and Ψrec are the

conventional direct and reciprocal Ewald field, respectively,73,74 and Ψbox represents the charge-

charge interaction field within the box:
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Ψdir(Rα ,Rβ ) =

′

∑
n

erfc(κ|Rα −Rβ +n|)
|Rα −Rβ +n|

− 2κ√
π

δαβ (6)

Ψrec(Rα ,Rβ ) =
4π

V ∑
k6=0

exp
(
−k2

4κ2

)
k2 cos

(
k.(Rα −Rβ )

)
(7)

Ψbox(Rα ,Rβ ) =
1

|Rα −Rβ |
(0 if α = β ) (8)

Then, any Fock matrix element can be written as:

Fµν =
∂Epot
∂Pµν

= FMI
µν +∆FEwald

µν (9)

= FMI
µν +

∂∆EEwald[P]
∂Pµν

(10)

= FMI
µν +∑

α

∂qα

∂Pµν

∂∆EEwald
∂qα

(11)

In the case of Mulliken atomic charges, the computation of
δqα

δPµν

is straightforward and the

perturbation to the minimum image Fock matrix elements can be written as:

∆FEwald
µν =− ∑

α∈µ,ν

δµν ∑
γ

qγ∆ΨEwald(Rα ,Rγ) (12)

The electrostatic embedding using Mulliken atomic charges is usually preferred over mechan-

ical embedding since it provides a direct polarization of the quantum wavefunction.

Parallel performance

Matrix diagonalization is a linear algebra operation with a formal complexity of O(N3). Its par-

allel efficiency is very low and therefore does not scale very well with the number of processors.

In SEBOMD, the standard full diagonalization scheme is available only for the serial version of

sander, i.e., it cannot be used in parallel. In contrast, the advantage of using the Divide & Conquer

approach is that the division into subsystems can be spread among processors to, thereby, achieve
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a proper parallel scaling. We show in Figure 2 the average speed (in ps/day) of NVT SEBOMD

simulations for different sizes of pure water molecular systems. From left to right, the systems

respectively contain 64, 125, 216, or 512 water molecules, encaged in a periodic box with a den-

sity of 1.0 g/cm3. The D&C algorithm uses 1 water molecule per core, a first buffer of 6 Å and

no second buffer. Different schemes are used according to our findings in the energy conserva-

tion section. A safe scheme, in orange, employs a ∆t of 0.5 fs with a dpmax of 10−6 a.u.. This

achieves a good energy conservation as depicted in Figure 1. The slow scheme, in green, is set

with ∆t = 0.5 fs and dpmax= 10−7 a.u. while the fast scheme, in blue, is set with ∆t = 1.0 fs and

dpmax= 10−5 a.u..

1 8 16 24 32 48 64
# cores

0

100

200

300

400

ps
/d

ay

64 H2O

1 8 16 24 32 48 64
# cores

0

50

100

150

125 H2O

1 32 64 96 128 160
# cores

0

20

40

60

216 H2O

1 32 64 96 128 160
# cores

0

5

10

15

20

512 H2O
fast :
dt = 1.0fs,
dpmax=1e-5

safe :
dt = 0.5fs,
dpmax=1e-6

slow :
dt = 0.5fs,
dpmax=1e-7

Figure 2: Average speed of SEBOMD simulations, in ps/day, for different sizes of molecular sys-
tems. From left to right: boxes of 64, 125, 216, and 512 water molecules, respectively. Hardware
specs: 2x Intel Gold 6130 (32 cores/node), 192 Gbytes RAM, Intel OmniPath 100 Gbs intercon-
nect.

First, we observe no significant difference between the slow and safe schemes in terms of speed

and parallel scalability. Regardless of the system size, simulations using the safe scheme are about

15-20% faster than with the slow scheme. Similarly, using the fast scheme gives simulations that

are always 2.1–2.3 times faster than with the safe scheme. It is also noteworthy that the D&C

scheme can be used in parallel before the so-called cross-over point,64 that is to say when the

system is small enough that the standard scheme gives a better performance than the D&C scheme

on one processor. For example, with 64 water molecules, the serial version of sander with the

fast setup provides a speed of ∼41 ps/day with the standard method and only ∼18 ps/day using

the D&C algorithm. However, if one uses 2 CPUs, the D&C speeds is then ∼36 ps/day. With

4 CPUs, the D&C speed goes to ∼70 ps/day, beyond the serial speed of the full diagonalization
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scheme. With 64 CPUs, the D&C scheme even reaches a speed of ∼455 ps/day, way beyond the

performance that the full diagonalization scheme can achieve. For other molecular systems with

larger size, the advantage of using the D&C scheme is even more potent. With the fast setup on 125

water molecules, the standard and the D&C scheme give about the same speed on one processor:

∼10 ps/day. But the D&C scheme can scale nicely, giving speed of 18, 35, and 185 ps/day for 2,

4, and 64 CPUs, respectively. Beyond 125 water molecules, the D&C scheme is always faster than

the full diagonalization scheme, even on one processor.

Standard diagonalization vs. Divide & Conquer: the example of liquid water

The Divide & Conquer method, as suggested by Dixon and Merz, Jr.,46,47 is an approximate

method to obtain the total semiempirical quantum energy of a molecular system. Two main ap-

proximations are made in D&C. First, density matrix elements Pµν are considered as negligible

if the two atoms bearing the µ and ν atomic orbitals are well-separated. In practice, this is the

purpose of buffers: atoms located beyond the buffer regions of a given subsystem do not interact

with the electronic density of the atoms in that sub-system. Second, because the diagonalization

of all the Fock matrices defining all the subsytems generates overlapping molecular orbitals, the

molecular orbital occupancy is determined via the use, and the determination, of a Fermi energy

under the constraint of the conservation of the total number of electrons in the system. To assess

the difference in using either a full diagonalization scheme or the D&C method, we have per-

formed three different SEBOMD simulations of liquid water in the NVT ensemble at 300K using

the PM3-PIF hamiltonian.52,58–62 The slow simulation corresponds to our previously defined slow

scheme: dpmax= 10−7 a.u., ∆t = 0.5fs. It is 40 ps long and can serve as a reference simulation.

The safe simulation is also 40 ps long with ∆t = 0.5fs and a relaxed dpmax= 10−6 a.u.. Both slow

and safe simulations use the full diagonalization scheme. The fast simulation is 100 ps long with

dpmax= 10−5 a.u. and ∆t = 1.0fs. It uses the Divide & Conquer scheme: 1 water molecule per

core, a first buffer of 6 Å and no second buffer. For all simulations, the NVT ensemble was enforced

using Langevin dynamics as a thermostat with a weak coupling (collision frequency of 1 ps−1).
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Long-range electrostatics was taken into account using quantum Ewald summation of Mulliken

atomic charges extracted from the semiempirical wavefunction at each step of the simulations (i.e.,

electrostatic embedding scheme). Polynomial extrapolation of the guess density matrix was used

to accelerate the convergence of the SCF calculations. SEBOMD analysis was performed using

the cpptraj75 module of Amber.
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Figure 3: Radial distribution functions for liquid water using the PM3-PIF hamiltonian in an NVT
SEBOMD simulation of 216 water molecules at 300K. slow: full diagonalization scheme, dpmax=
10−7 a.u., ∆t = 0.5fs; safe: full diagonalization scheme, dpmax= 10−6 a.u., ∆t = 0.5fs; fast: divide
& conquer scheme (1 water molecule per core, 6 Å buffer), dpmax= 10−5 a.u., ∆t = 1.0fs.

The radial distribution functions (RDFs) for water obtained with the three SEBOMD simula-

tions are represented in Figure 3. As it is not the scope of the present study, no comparison with

any experimental values are provided here. All simulations present nearly identical curves for

the oxygen-oxygen, hydrogen-oxygen, and hydrogen-hydrogen RDFs. As a result, we can safely

conclude that using the Divide & Conquer scheme does not impact the structure of liquid water

compared to using a full diagonalization scheme. Similarily, using a relaxed convergence setup

(dpmax= 10−5 a.u.) does not influence the structuration of water molecules. However, in terms

of speed of simulations, the differences are rather critical, notably because the full diagonalization

scheme can only be run with a single CPU in the current SEBOMD implementation. On a 3.5 Ghz

Intel Xeon E5-2637 v4, the slow simulation runs at ∼ 1.44 ps/day while the safe simulation runs

at ∼ 1.75 ps/day. In contrast, the fast simulation runs at ∼ 34 ps/day using 32 cores on a 2.1 Ghz

Intel Xeon E5-2683 v4.
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Conclusions

Semiempirical methods are fast approximate quantum methods that are suitable for long molecular

dynamics runs. In the Amber biomolecular package, we have implemented a module that is capable

of running SEBOMD simulations: SemiEmpirical Born-Oppenheimer Molecular Dynamics. At

each step of a SEBOMD simulation, the semiempirical quantum wavefunction is fully converged

through a Self Consistent Field process. In our implementation, we have taken care of the SCF

convergence to ensure the conservation of the total energy when no external forces or restraints are

applied (i.e., in the NVE thermodynamical ensemble). This is triggered by the dpmax keyword. A

safe setting for dpmax is 10−6 a.u. but SEBOMD simulations can be made faster using a dpmax

value of 10−5 a.u. without modifying results such as the structural properties of liquid water. An

additional way of accelerating SEBOMD simulations is to use guess density matrix extrapolation

which reduces the number of SCF cycles made at every MD step. Finally, the Divide & Conquer

scheme provides a fast and parallel way of finding the NDDO energy of ”large” molecular systems

in SEBOMD simulations without compromising the results obtained with this approximate linear

scaling quantum method as compared to the traditional full Fock matrix diagonalization scheme.

With the SEBOMD module implemented in the Amber biomolecular package, it is now possible

to routinely perform full-QM molecular dynamics simulations of systems containing hundreds to

thousands of atoms in reasonable amounts of CPU time for simulation lengths up to the nanosecond

timescale using parallel computers.
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(16) Monard, G.; Prat-Resina, X.; González-Lafont, A.; Lluch, J. M. Determination of enzymatic

reaction pathways using QM/MM methods. Int. J. Quant. Chem. 2003, 93, 229–244.

18



(17) Senn, H. M.; Thiel, W. QM/MM methods for biomolecular systems. Angew. Chem. Int. Ed.

Engl. 2009, 48, 1198–1229.

(18) Lin, H.; Truhlar, D. G. QM/MM: what have we learned, where are we, and where do we go

from here? Theor. Chem. Acc. 2007, 117, 185–199.

(19) Acevedo, O.; Jorgensen, W. L. Advances in quantum and molecular mechanical (QM/MM)

simulations for organic and enzymatic reactions. Acc. Chem. Res. 2010, 43, 142–151.

(20) Hermann, J. C.; Ridder, L.; Mulholland, A. J.; Holtje, H.-D. Identification of Glu166 as the

general base in the acylation reaction of class A beta-lactamases through QM/MM modeling.

J. Am. Chem. Soc. 2003, 125, 9590–9591.

(21) Hermann, J. C.; Hensen, C.; Ridder, L.; Mulholland, A. J.; Holtje, H.-D. Mechanisms of

antibiotic resistance: QM/MM modeling of the acylation reaction of a class A beta-lactamase

with benzylpenicillin. J. Am. Chem. Soc. 2005, 127, 4454–4465.

(22) Hermann, J. C.; Pradon, J.; Harvey, J. N.; Mulholland, A. J. High level QM/MM modeling of

the formation of the tetrahedral intermediate in the acylation of wild type and K73A mutant

TEM-1 class A beta-lactamase. J. Phys. Chem. A 2009, 113, 11984–11994.

(23) Swiderek, K.; Arafet, K.; Kohen, A.; Moliner, V. Benchmarking Quantum Mechan-

ics/Molecular Mechanics (QM/MM) Methods on the Thymidylate Synthase-Catalyzed Hy-

dride Transfer. J. Chem. Theory Comput. 2017, 13, 1375–1388.

(24) Delgado, M.; Görlich, S.; Longbotham, J. E.; Scrutton, N. S.; Hay, S.; Moliner, V.; Tuñón, I.
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