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Highlights

\begin{itemize}
  \item An alternative mining process based on indirect in-situ bioleaching is introduced
  \item The mining process is oriented towards waste and environmental impact minimization
  \item Combined experimental and numerical models of leaching process are developed
  \item Dual porosity reactive transport models account for observed retardation effects
  \item Diffusion through grains of various sizes impacts extraction and transfer rates
\end{itemize}

Abstract This publication investigates indirect in-situ bioleaching as an alternative mining technology for minimizing waste production, environmental impact, and chemical consumption. The process consists in injecting a leaching solution into a targeted ore body for dissolving base metal bearing minerals, while iron-oxidizing microorganisms regenerate the solution. In this contribution, we present laboratory column experiments that investigate the impact of grain size on the action of an acidic oxidizing solution in contact with ore samples crushed at different grain sizes. These results are used for developing a one-dimensional reactive transport model based on Phreeqc software. In this model, porous and fractured media are approached by a dual porosity reactive transport model where dissolution reactions are described by kinetics. Column experiments are used as a reference for calibrating the key parameters of the numerical models, which include the relative volume of mobile and immobile zones within the dual porosity medium and the exchange rate between these two volumes. This model is then adapted to in-situ conditions by considering the preferential flow of fluids through natural or artificial fractures of enhanced hydraulic conductivity. These models are used to discuss key elements affecting the feasibility of coupling bioleaching and in-situ recovery for improving the sustainability of mining, especially for deep and complex ore deposits.

Introduction

The mineral resource industry faces two opposing demands giving rise to the need to develop alternative approaches to mining [Izatt et al., 2014; Petrie, 2007; Rankin, 2011]. On the one hand, there is a rapid evolution of markets and technologies, with an increasing demand for both strategic and base metals, which comes along with an increasing scarcity of easily exploitable deposits [Moss et al., 2011]. On the other hand, a rightful increasing concern for environmental impact places public acceptance as one of the main challenges to be dealt with when developing new mining projects [Frank et al., 2014; Moffat and Zhang, 2014], especially in relatively densely populated areas such as the European countries. Indeed, mineral resource production represents one of the most influential impacts on the environment, affecting ecology, landscape, and human infrastructures [Kesler and Simon, 2015]. This situation calls for the development of widely applicable production processes that are both efficient and environmentally friendly. Such processes should cause limited impacts on landscape, water resources, and ecosystems, while minimizing waste and dump production [Rankin, 2011].

Over the last decades, academic research and industry have expended considerable efforts on developing such sustainable approaches with, for example, an increasing use of in-situ recovery [Seredkin et al., 2016; Sinclair and Thompson, 2015] and bioleaching [Kutschke et al., 2015; Rawlings, 2002; Rawlings and Johnson, 2007]. The BIOMOre project [Filippov et al., 2017; Mattheis et al., 2017] proposes to combine the benefit from these two technologies into an alternative mining process referred to as indirect in-situ bioleaching (Section 1). Within this project, the applicability of this new mining technology is explored through laboratory experiments, numerical modelling, and an in-situ pilot experiment. The Kupferschiefer deposits, for which surface bioleaching has already been proposed [Kutschke et al., 2015], are considered as a case study for investigating the extraction of copper from its mineralised sandstones.

The success of in-situ recovery is highly dependent on the efficiency of the interaction between the leaching solution and the porous medium [Seredkin et al., 2016]. Within the Zechstein sandstones, as for most mineralised sedimentary rocks, the hydraulic conductivity of the porous medium would be a controlling factor. It may have to be increased by
either hydraulic stimulation or blasting, which would generate a complex medium with solid grains and porosities of various sizes. While these hydrodynamic aspects are relatively well controlled during surface processing where the size of rock elements can be optimised for recovery, the limitations introduced by in-situ conditions on the percolation of leaching solutions within rock elements of various sizes requires investigation. In this work, we present an approach that combines laboratory experiments and numerical simulations with the objective of investigating the effect of grain size on the in-situ bioleaching process, and to prepare for future in-situ pilot plants and exploitations. In this framework, the term grain is to be considered as a macroscopic notion that refers to millimetric groups of several minerals with an internal porosity (cf. blow-up in Fig. 5A), such as typically produced by crushing rock samples into millimetric particles. It corresponds to particles as described by Fig. 2a in Petersen [2010].

Comparison between experimental data and reactive transport models provides valuable insights into the fluid-rock interactions and expands the analysis of control parameters taking part in such a process. While a relatively complete theoretical framework exists for reactive transport (e.g., [Steefel et al., 2005, 2015; Steefel and Maher, 2009], and references therein), simulations still heavily rely on experimental results for accurately calibrating physical and chemical parameters, such as kinetic rates and hydrodynamic coefficients.

Chemical reaction kinetics are generally assessed by experiments based on finely ground ore samples with sufficiently vigorous agitation to eliminate mass transport effects [Blanc et al., 2012; Bouffard and Dixon, 2001; Habbache et al., 2009], placing them under ideal experimental conditions. Fine-grain experiments are useful for understanding the governing phenomena and reactions of each mineral phase to leaching solution, but such ideal conditions are not practically achievable in-situ, where leaching solution would circulate within fractures or between rock elements with various porosities and sizes.

The series of experiments presented in Section 2 complements the work of Pakostova et al. [2018] by considering different grain size fractions, which provides valuable information on the effect of the architecture and size of the rock medium elements on the leaching process (e.g., final recovery, rate of extraction). This in-situ architecture would relate either to the intrinsic nature of the hosting rock, which can not be directly controlled, or to the applied stimulation process where required (fracking or blasting). Either way, the optimisation of the leaching and/or stimulation processes would rely on the precise knowledge of the impact of the resulting architecture of in-situ rock elements on the leaching process.

To this aim, we developed a one-dimensional dual-porosity model that reproduces the experimental observations and enables a better understanding of the chemical and hydrological processes at stake in the leaching process (Section 3). This model is further developed and adapted to in-situ conditions by considering the circulation of the leaching solution through natural or artificial fracture corridors of higher hydraulic conductivity (Section 4). Key elements for a practical application of in-situ bioleaching as a sustainable mining technology are finally discussed based on the proposed numerical models.
van, 1931], and has become one of the principal extraction method for uranium in the last decades [Bhargava et al., 2015; Seredkin et al., 2016]. Leaching is commonly applied on the surface in tanks or heaps [Sullivan, 1931; Riekko-Vanhanen, 2013; Wang, 2005], but is more interestingly applied in-situ when geological settings are favourable. Even if uranium remains the most common commodity mined by in-situ recovery, this technique has recently received a growing interest for a wide range of other metals, e.g., gold [Martens et al., 2012], and could bring a similar technological breakthrough as it triggered for uranium in the beginning of the twenty-first century [Seredkin et al., 2016]. In addition to its potential for reducing Capital Expenditures (CapEx) for infrastructure and mine development, in-situ recovery represents a formidable avenue for reducing environmental impact and needs for remediation. It dramatically reduces landscape alteration, excavation, and aquifer dewatering, while yielding less waste and tailing dumps as compared to open pit and underground mining.

As a complement to in-situ recovery, biotechnologies provide interesting solutions for further limiting environmental impact as well as reducing Operational Expenditures (OpEx). The use of microbes for mining has a long history. They have been used since antiquity for mining metals such as copper at the Rio Tinto mine in Spain [Rawlings, 2002]. Even if the microbial activity was not understood at that time, biotechnologies have since then been intensively investigated [Dresher, 2004; Lundgren and Silver, 1980; Harrison and Arthur, 1984; Rawlings, 2002; Rawlings and Johnson, 2007; Rawlings and Silver, 1995; Rohwerder et al., 2003]. In most cases, biomining appears to be more environmentally friendly than roasting or smelting – in particular, it uses less energy, chemicals, and avoids producing various environmentally harmful chemical products [Rawlings, 2002; Pakostova et al., 2018]. Bioleaching is usually applied at the surface in heaps or stirred tanks [Rawlings, 2002; Rawlings and Silver, 1995; Riekko-Vanhanen, 2013; Wang, 2005].

In existing bioleaching processes, microorganisms are directly mixed together with either the ore or the concentrates [Rawlings, 2002], but this approach would bring technical issues in the case of in-situ recovery. Injecting microorganisms into the deposit would make it difficult to ensure optimal conditions for their development. In addition, it would require solutions for limiting their dissemination and for mining remediation. The proposed process thus implies to decouple the dissolution of minerals (Fig. 1B) from the regeneration of the leaching solution (Fig. 1E), as demonstrated in Pakostova et al. [2018]. It exploits the indirect leaching capabilities of certain microorganisms to remotely dissolve sulphide minerals by mediation of the oxidation-reduction reactions of iron [Lundgren and Silver, 1980; Rawlings, 2002; Tributsch, 2001]. In the proposed process, the microorganisms are contained at the surface in a bioreactor [Abhislash et al., 2012], which continuously regenerates a leaching solution made of sulphuric acid and dissolved iron III. The pH of the solution has to be maintained at very low values for the microorganisms to work properly, and to prevent the precipitation of iron-hydroxides and sulphates [Kutschke et al., 2015].

Ultimately, the process proposed within the BIOMOre project consists in exploiting ore bodies by circulating an acidic oxidizing leaching solution that is regenerated by the action of iron-oxidizing microorganisms [Filippov et al., 2017; Matthies et al., 2017]. Before being regenerated, the pregnant leach solution (i.e., bearing dissolved target metals) is treated hydrometallurgically for extracting any product of interest or any component that would be harmful to the process, such as chlorine [Pakostova et al., 2018].

Although in-situ recovery and biomining are both established technologies, their combination still raises many questions and challenges. For example, leaching solution pathways need to be controlled by managing natural or enhanced hydraulic conductivity and analysing the morphology of deposits. This technology also calls for reliable prediction of recovery and kinetics, which supposes advanced knowledge of minerals in place and fluid-rock interactions. These challenges require growing experience by learning both from existing technologies [Seredkin et al., 2016], and from new experimental and numerical investigations such as presented in this contribution.

## 2 Experimental column leaching of copper ore

This section presents the main results of several column leaching experiments that were designed for studying the potential efficiency of in-situ bioleaching, and the effect of grain size on the leaching process. To this aim, various grain size fractions have been generated by grinding and sieving the original hard rock samples. The labels used to refer to each grain size fraction are presented in Table 1. This table also presents the average grain size radius that has been used for numerical computations (as in Section 4.1) for each fraction. It corresponds to the radius of a sphere with an average volume considering the minimum and maximum size of each fraction.

The rock samples used in each series originate from the Zechstein sandstones [Oszczepalski, 1999], which characterisation is summarized in Section 2.1. Section 2.2 describes the experimental protocol, and Section 2.3 presents the main observations that are used as a basis for the numerical modelling proposed in Section 3 and 4.

<table>
<thead>
<tr>
<th>Grain size fraction (mm)</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0.2</td>
<td>0.2</td>
<td>1.0</td>
<td>2.0</td>
<td>8.0</td>
</tr>
<tr>
<td>0.2 – 1.0</td>
<td>0.398</td>
<td>0.825</td>
<td>3.191</td>
<td></td>
</tr>
<tr>
<td>1.0 – 2.0</td>
<td>0.398</td>
<td>0.825</td>
<td>3.191</td>
<td></td>
</tr>
<tr>
<td>2.0 – 8.0</td>
<td>0.398</td>
<td>0.825</td>
<td>3.191</td>
<td></td>
</tr>
</tbody>
</table>

### 2.1 Qualitative and quantitative characterisation

The ore samples that are used in this study originate from the Rudna mine located North of Polkowilze town in Lower Silesia, Poland. This deposit is hosted within the Kupferschiefer formation, a sedimentary unit with copper, lead, zinc, silver, and platinum group element mineralisation [Oszczepalski, 1999], whose deposition relates to brine circulations [Kuch and Pawlikowski, 1986]. The rock samples belong to the mineralised Zechstein sandstones that underlies the Kupferschiefer black shales. The black shales represent the main mineralisation, but the sandstones have been preferred as they benefit from a higher hydraulic conductivity and a lower carbonate content.

The material for each experimental series has been analysed by various techniques including Scanning Electron
**Table 2** Chemical element composition of the different grain size fractions.

<table>
<thead>
<tr>
<th>Class</th>
<th>Weight (kg) (%)</th>
<th>Cu†</th>
<th>Ca†</th>
<th>Cl†,*</th>
<th>Mg‡</th>
<th>Si†</th>
<th>Fe†</th>
<th>K†</th>
<th>Na‡</th>
<th>Al⋆</th>
<th>S(SO(_4))(^{1,1})</th>
<th>S(S)(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>4.340 23</td>
<td>1.90</td>
<td>1.64</td>
<td>0.76</td>
<td>0.53</td>
<td>28.56</td>
<td>0.58</td>
<td>1.71</td>
<td>0.42</td>
<td>1.71</td>
<td>0.08</td>
<td>0.60</td>
</tr>
<tr>
<td>C2</td>
<td>5.605 29</td>
<td>1.81</td>
<td>0.98</td>
<td>0.51</td>
<td>0.30</td>
<td>32.85</td>
<td>0.55</td>
<td>1.16</td>
<td>0.30</td>
<td>1.50</td>
<td>0.06</td>
<td>0.64</td>
</tr>
<tr>
<td>C3</td>
<td>2.598 14</td>
<td>2.40</td>
<td>1.77</td>
<td>0.64</td>
<td>0.52</td>
<td>38.09</td>
<td>0.65</td>
<td>1.45</td>
<td>0.38</td>
<td>1.66</td>
<td>0.08</td>
<td>0.78</td>
</tr>
<tr>
<td>C4</td>
<td>6.593 34</td>
<td>2.21</td>
<td>1.70</td>
<td>0.40</td>
<td>0.50</td>
<td>31.06</td>
<td>0.63</td>
<td>1.32</td>
<td>0.36</td>
<td>1.74</td>
<td>0.08</td>
<td>0.85</td>
</tr>
<tr>
<td>Global</td>
<td>19.136 100</td>
<td>2.05</td>
<td>1.49</td>
<td>0.54</td>
<td>0.45</td>
<td>31.16</td>
<td>0.60</td>
<td>1.38</td>
<td>0.36</td>
<td>1.65</td>
<td>0.07</td>
<td>0.72</td>
</tr>
</tbody>
</table>

†: measured by portable XRF (NITON) with calibration from ICP-MS measurements; *: unavailable calibration.
‡: measured by Atomic Absorption Spectrometry (AAS); ⋆: measured by laboratory XRF (Brücker).
1: S(SO\(_4\)) is the amount of sulphur in sulphates, measured by Atomic Absorption Spectrometry (AAS).
2: S(S) is the amount of sulphur in sulphides, obtained by removing S(SO\(_4\)) from the total sulphur measured with XRF.

**Table 3** Reconstructed mineral composition of the different grain size fractions.

<table>
<thead>
<tr>
<th>Class</th>
<th>Reconstructed mass %</th>
<th>Halite NaCl</th>
<th>Thenardite Na(_2)SO(_4)</th>
<th>Calcite CaCO(_3)</th>
<th>Dolomite CaMg(CO(_3))(_2)</th>
<th>Ankerite CaFe(CO(_3))(_2)</th>
<th>Atacamite Cu(_{1.75})S</th>
<th>Anilite Cu(_1).75S</th>
<th>Bornite CuOFeS(_4)</th>
<th>Pyrite FeS(_2)</th>
<th>Microcline KAlSi(_3)O(_8)</th>
<th>Kaolinite Al(_2)Si(_4)O(_9)(OH)(_4)</th>
<th>Quartz SiO(_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>82.67</td>
<td>0.75</td>
<td>1.20</td>
<td>1.46</td>
<td>4.05</td>
<td>0.86</td>
<td>1.82</td>
<td>0.75</td>
<td>0.37</td>
<td>0.64</td>
<td>12.21</td>
<td>7.57</td>
<td>50.90</td>
</tr>
<tr>
<td>C2</td>
<td>82.82</td>
<td>0.56</td>
<td>0.25</td>
<td>0.58</td>
<td>2.28</td>
<td>1.28</td>
<td>0.85</td>
<td>0.40</td>
<td>0.47</td>
<td>0.29</td>
<td>8.26</td>
<td>3.33</td>
<td>63.38</td>
</tr>
<tr>
<td>C3</td>
<td>85.72</td>
<td>0.69</td>
<td>0.35</td>
<td>1.43</td>
<td>3.94</td>
<td>1.83</td>
<td>0.45</td>
<td>2.22</td>
<td>0.64</td>
<td>0.21</td>
<td>10.31</td>
<td>3.15</td>
<td>60.50</td>
</tr>
<tr>
<td>C4</td>
<td>83.01</td>
<td>0.63</td>
<td>0.33</td>
<td>1.54</td>
<td>3.78</td>
<td>1.40</td>
<td>0.34</td>
<td>2.10</td>
<td>0.60</td>
<td>0.42</td>
<td>9.42</td>
<td>3.94</td>
<td>58.51</td>
</tr>
<tr>
<td>Global</td>
<td>83.24</td>
<td>0.65</td>
<td>0.51</td>
<td>1.23</td>
<td>3.42</td>
<td>1.35</td>
<td>0.71</td>
<td>1.67</td>
<td>0.52</td>
<td>0.40</td>
<td>9.83</td>
<td>4.48</td>
<td>58.48</td>
</tr>
</tbody>
</table>

Mineral compositions are reconstructed from AAS and XRF measurements (Table 2), c.f. Appendix A.
*: missing experimental information is compensated by optimisation based on XRF and SEM image analysis.

Microscope (SEM) and electron microprobe (EPMA), X-Ray Fluorescence (XRF) spectroscopy, Atomic Absorption Spectrometry (AAS), Inductively Coupled Plasma Mass Spectrometry (ICP-MS), Fourier Transform Infra-Red spectroscopy (FTIR), and X-Ray Computed Tomography (XCT). While each grain size fraction originates from the same original hard rock, they present slight dissimilarities due to the progressive crushing and sieving process. Depending on their relative mechanical strength, some minerals such as halite and atacamite are preferentially found in the finest grain-size fractions. Ideally, each grain size fraction would have been generated from fresh rock samples to limit this effect, but there was not enough material for this approach and each smaller grain size fraction was processed from the residuals of the larger fraction. These discrepancies can be observed from the chemical analyses (Table 2), and mineral reconstructions (Table 3), but the different series exhibit the same overall composition and produce consistent experimental results (Section 2.3).

The SEM images of samples after fresh breakage revealed a complex assemblage of inter-granular minerals within a majority of quartz grains and rare feldspar minerals (Fig. 2). Associated minerals can be subdivided into: (1) calcium, magnesium, and iron carbonates, (2) halogen and sulphate Ca-Na salts, (3) alkaline feldspars, and (4) various copper bearing minerals. For simplification purpose, carbonates are here considered as consisting of three minerals, i.e., calcite, dolomite, and Mg and Mn free ankerite (CaFe(CO\(_3\))\(_2\)).

Copper is mostly found in sulphide minerals among which bornite and Cu(I)-Cu(II) sulphides. For most copper sulphides, EPMA measurements yield a ratio of copper over sulphur close to 1.7, which also corresponds to the observed global average ratio. In this study, copper sulphides are thus referred to as anilite (Cu\(_{1.75}\)S), which is the copper sulphide mineral that has the closest corresponding chemical formula. A significant amount of atacamite, a copper chloride hydroxide (Cu\(_2\)Cl(OH)\(_3\)), is also to be noted. It is estimated to account for up to 2% of rock mass and up
to 15% of copper mass. Atacamite is treated with special care for three reasons: (1) it is one of the principal copper bearing minerals in this mineral association, (2) its dissolution yields chlorine, which is detrimental to the processing of the pregnant leach solution, and for the iron-oxidizing microorganisms [Pakosta et al., 2018], and (3) it tends to raise the pH of the leaching solution.

Tomographic analyses confirm the intergranular localisation of sulphides, salts, carbonates, and atacamite. They also provide an estimate of the macroporosity, which amounts to about 8.5%. Mercury porosimetry refined this figure to a range from 10%, for the highly mineralised area, to 14% within the less mineralised zones.

Table 2 summarizes the concentration of the principal elements found in the different grain size fractions. Most elements were measured by portable X-Ray Fluorescence (Niton™ XL3t GOLDD+) calibrated with respect to ICP-MS measurements. For chlorine, the calibration was not available. Based on the calibration for other elements, we consider that the actual concentration could be up to 20% lower than that estimated from NITON alone. This uncertainty has been taken into account for the mineral reconstruction (Table 3). Magnesium and sodium are measured by Atomic Absorption Spectrometry (AAS) because their measurement with XRF-NITON is either not possible or not reliable. The sulphur measurements were carried out in two steps to separate sulphates and sulphur minerals. The total sulphur was measured by portable XRF calibrated with respect to ICP-MS measurements. The sulphates were measured by AAS. The preparation of the solution for these measurements was designed to ensure that the part of sulphur coming from sulphides was negligible with respect to sulphates. Finally, the quantity of sulphides was inferred by subtracting the measured sulphate from the total sulphur. Aluminium was measured by laboratory XRF (Brucker) because the precision of the portable XRF measures was not satisfactory for this element. The concentrations in Table 2 are expressed with respect to the mass of each class. Because the material is not perfectly distributed over the different grain size fractions, copper may appear more concentrated in some classes.

From these observations, the mineral modal distributions are reconstructed based on the simplified mineralogical content described in Table 3. The available moles of each element were progressively attributed to each mineral phase as described in Appendix A.

### 2.2 Experimental column leaching

The leaching procedure for the laboratory experiments (Fig. 3) consists in circulating a leaching solution through a column containing one of the grain-size fraction (Table 1). The experiments for the C1 columns are not presented here because the small particles appeared to circulate within the column, which was perturbing the fluid flow and causing clogging and leakage. Only the results for the grain size fractions C2 to C4 are therefore presented. The columns have an internal diameter of 5 cm. They are filled with 250 g of crushed rock placed on a fabric cloth for spreading the entry flow. The crushed rock reaches 15 cm high, which corresponds to a total volume of 294.5 mL. The total pore volume is measured as the injected volume when the top of the rock bed is flooded. It slightly varies with respect to the grain size fraction, and ranges from 100 mL to 102 mL, for a total porosity of 34%.

Three stages are successively implemented according to the parameters summarised in Table 4: (1) water-washing, (2) acid leaching, and (3) ferric-acid leaching. They are designed for progressively dissolving: (1) halogen and sulphate salts, (2) atacamite and carbonate minerals, and finally (3) copper bearing sulphides. In these experiments, the leaching solutions are generated by using chemicals instead of microorganisms as proposed in the final process [Filippov et al., 2017; Matthies et al., 2017; Pakosta et al., 2018]. This limitation is mitigated by the fact that, in the proposed process, the microorganisms would be gathered in a separate bioreactor, whose outlet would be used as an injection solution. Here, we make the assumption that the ferric-acid leaching solution presented in Table 4 correctly emulates the solution that would be produced by the microorganisms in the process conditions. It is supported by the fact that they have similar chemical composition [Pakosta et al., 2018], with the noticeable difference that HCl was used instead of H₂SO₄ for technical reasons, as discussed in Section 5.

During each phase, the column is fed with solution taken from a 20 L tank, which provides enough solution for continuing the experiment for the whole water and acid phases. For the ferric phase however, the solution of the output tank is reused and regenerated by HCl and FeCl₃ until the initial pH and redox potential are restored as per the closed circuit illustrated in Fig. 3. This facilitates a significant extension of the ferric-acid leaching phase and enables the evaluation of possible maximum recovery. However, the results of both the water and acid leaching phases, as well as for the first 200 circulated pore volumes of ferric-acid leaching
phase, are obtained from fresh leaching solutions (Fig. 4A-D). The recycling of the leaching solution only affects the latest stages of the ferric-acid leaching (Fig. 4E). During this latest stage, copper progressively accumulates in the output solution and gets re-injected with the recycled solution. The incremental extraction is therefore calculated from the difference between the copper concentrations of the drainage and injected leaching solutions. Another consequence is that the obtained extraction rate should be considered as a minimal estimation because it would be limited by the copper already present in the feeding solution. However, numerical simulations have been carried out with small concentration of copper in the leaching solution, which corresponds to the concentration measured during the recycling stage, and this does not significantly affect the overall copper recovery.

The flow rate and composition of the outlet of the column are regularly measured by sampling 40 mL of solution. The flow rate exhibited an average of 8 mL per minute, but is observed to vary between extremes of 5.5 mL and 11.5 mL per minute. The concentration of chlorine is recorded during the water leaching phase to evaluate the progress of salt mineral dissolution. The concentration of chlorine in solution was measured by spectrophotometry, but it was observed visually that the output solution was slightly coloured, which is interpreted as the effect of the dissolution of iron-bearing sulphates. Therefore, the concentrations of chlorine measured by spectrophotometry were highly overestimated during the water-washing phase. They were corrected by globally rescaling the chlorine concentration of each experiment in order for the cumulated recovered chlorine during the water-washing phase to equate the total measured chlorine in the grains minus the estimated chlorine recovered from atacamite during the acid leaching phase. During the acid leaching phase, copper and calcium are measured by portable XRF calibrated by solutions of known concentration. Finally, during the ferric-acid leaching phase, only copper is measured, with a correction to account for injected copper after the recycling starts.

The experiment has been carried out twice for C3 and C4 to appreciate the repeatability of the obtained results. Repetitions are respectively referred to as C3a and C3b, and C4a and C4b. It was not possible to repeat the C2 experiment for lack of rock material. While the C3a and C4a experiments were limited to the first few hours of ferric-acid phase, the C3b and C4b experiments were run for a longer period to evaluatable the possible final copper recovery. The breakthrough curves of the different experiments are reported in Fig. 4. The results are presented in the form of each element mass recovery during a given phase with respect to the number of circulated pore volumes. This is to allow dimensionless comparison between the different series and to lower the effect of previous leaching stages on the next ones. Here, we prefer recovery rather than concentration as it conveniently prevents the output curves from crossing each other. Concentration breakthroughs are presented in Section 3.2.

Uncertainties are carefully examined, which is particularly important for comparing experimental and numerical results. Estimated uncertainties encompass possible errors of concentration measurement, calibration errors, errors and representativity of flow rate measurements, and finally possible integration errors while estimating the extraction
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**Figure 4** Experimental breakthrough curves for the different grain-size fractions. A: chlorine recovery during the water-washing phase. B: calcium, and C: copper recovery, during the acid leaching phase. D: copper recovery during the beginning of the ferric-acid leaching phase. E: copper recovery during the whole ferric-acid leaching phase (injected copper due to the recycling has been removed).
curve from instantaneous concentrations. For the latest, particular care was taken for the initial points for which the uncertainty about the actual timing of the first breakthrough and intensity of the first concentration peak were considered. Uncertainties are not reported in Fig. 4 to prevent the different curves from overlapping, especially in the initial stages of each phase. However, they are presented in Fig. 6 to 8 where they allow comparison with the numerical results.

2.3 Analysis of experimental results

During the first phase of water-washing, the recovery curve of the finest grain-size fraction (Fig. 4A) shows a first stage of fast extraction up to 5 pore volumes, followed by a slower output rate progressively reaching a plateau. Similar behaviour is observed for column C3b even if the first stage lasts for about 25 pore volumes. For C4b instead, the first fast washing stage is not completed at the end of the water phase. There is a clear effect of the grain size on the extraction, as the extraction rate appears to become slower when the diameter of the grains increases. The water-washing stage seems to be relatively efficient as most of the chlorine tends to be removed from the grains, even if a longer washing period would have been necessary for C4b. The remaining chlorine at the end of this stage corresponds to the chlorine contained in atacamite, which is not efficiently dissolved by neutral pH water.

Similar observations are made for calcium and copper during the acid leaching phase (Fig. 4BC). The curves present an initial fast extraction stage, followed by a slower stage, which appears more clearly for C3 and C4, than for C2. A plateau is finally reached by the C2 curves. Considering the minerals observed within the fresh rock samples (Section 2.1), the calcium recovered during the acid leaching phase would be derived from the dissolution of carbonates, while the recovered copper is assumed to be derived from the atacamite. From the experimental results, both carbonates and atacamite are assumed to be completely dissolved at the end of the acid leaching phase for the C2 column. This hypothesis will be tested numerically in Section 3.3. The effect of grain size on the extraction rate is also observed for copper during the beginning of the ferric phase (Fig. 4D). The results are less clear in the continued ferric leaching phase, when the feeding solution starts being recycled from the output solution (Fig. 4E). The relative position of the C3b and C4b curves remains as expected but C2 extraction rate significantly slows down before increasing again, which causes its curve to cross the others. It is interpreted as problems of fluid circulation within C2 column after the beginning of the injection solution recycling. The results presented in Fig. 4D are not affected by this caveat because they stop before the recycling of leach solution.

The overall copper recovery, including both acid and ferric phases, is still significant for each grain size fraction, as it amounts to 90 % for C2, 86 % for C3, and 67 % for C4, even if the slope of the recovery curves in Fig. 4E suggests that higher recovery could be achieved by further extending the experiment. The observed effect of grain size on the extraction rates clearly supports an increasing limitation of mass transfer with the increase of grain size. This hypothesis is further investigated with numerical models in Sections 3 and 4.1.

In addition, a variation of the total copper extraction would possibly relate to occlusion phenomena within the internal porosity of the grains. However, this effect is not clearly observed in the results from Fig. 4. The recovery curves suggest that similar recovery values could be reached for all the grain size fractions provided that the experiments are run long enough. Only the results from the extended ferric phase could point toward a variation of total recovery due to occlusion, but this observation is also mitigated by a possible effect of the recycling of the leaching solution. For these reasons, possible occlusion effects are neglected in the proposed numerical models.

3 Numerical modelling of column experiments

In this section, we present a numerical model for simulating the progress of the three leaching stages implemented in the column leaching experiments from Section 2. The numerical models, introduced in Section 3.1, are based on a one-dimensional reactive transport approach where dissolution reactions are driven by the chemical reaction kinetics. Numerical results are compared with experimental results (Section 3.2), which yields a refined understanding of the possible evolution of the outlet composition, as well as the progress of mineral dissolution fronts. Single and dual porosity models are compared as a way to investigate the effect of grain size on the leaching process. The simulated evolution of the mineralogical changes within the columns also makes it possible to observe the propagation of different dissolution fronts throughout the leaching process, which is further discussed in Section 3.3.

3.1 Numerical model of column leaching

The proposed numerical model relies on a one-dimensional discretisation of advective, diffusive, and dispersive transport along the columns, coupled with chemical reactions (Fig. 5). They are implemented in Phreeqc [Parkhurst and Appelo, 1999, 2013].

We propose two versions of this model. The first one considers a single porosity medium, which is used as a reference that ignores mass transfer limitations in the column. The second type of model uses a dual porosity approach [Bruseau et al., 1989; Parkhurst and Appelo, 1999] as a mean for investigating the effect of grain size, which is suggested to better describe mass transport within the system. In the single porosity model, the reactive transport of the flowing leaching solution is based on the following advection-reaction-dispersion (ARD) equation [Parkhurst and Appelo, 1999]:

\[
\frac{\delta C}{\delta t} = -\nu_0 \frac{\delta C}{\delta x} + D_L \frac{\delta^2 C}{\delta x^2} - \frac{\delta q}{\delta t} \quad (1)
\]

where \( C \) is the concentration in the advecting solution (mol/kg of water), \( t \) is time (s), \( \nu_0 \) is pore water flow velocity (m/s), \( x \) is the distance along the column (m), \( D_L \) is the hydrodynamic dispersion coefficient (m²/s) combining the effective diffusion coefficient (\( D \)) and the mechanical dispersion coefficient (\( D_m \)). The parameter \( q \) represents the concentrations in the solid phase (mol/kg of water in the pores) so that \( \frac{\delta q}{\delta t} \) is the change in concentration in the solid phase due to dissolution and precipitation reactions. The parameters \( \nu_0 \) and \( D_L \) are assumed to be equal for all solute species. With this assumption, \( C \) may represent the concentration of any element, including all redox species.
modified as follows for the dual porosity model:

\[
\phi_{aq}^{adv} \frac{\delta C^{adv}}{\delta t} + \phi_{aq}^{diff} \frac{\delta C^{diff}}{\delta t} = -\phi_{aq}^{adv} \nu \frac{\delta C^{adv}}{\delta x} + \phi_{aq}^{adv} D \frac{\delta^2 C^{adv}}{\delta x^2} - \phi_{aq}^{adv} \delta q^{adv} - \phi_{aq}^{diff} \delta q^{diff} \\
\phi_{aq}^{diff} \left(1 + \frac{\delta q^{diff}}{\delta C^{diff}}\right) \frac{\delta C^{diff}}{\delta t} = \alpha (C^{adv} - C^{diff})
\]

where \( \phi_{aq}^{adv} \) and \( \phi_{aq}^{diff} \) represent fluid volume fractions in the advective and diffusive zones respectively defined by Eq. (4). The parameters \( C^{adv}, \phi^{adv}, C^{diff}, \) and \( q^{diff} \) denote the concentration of any species in the solution and solid phase, of the advective and diffusive zones respectively.

Both models are discretized with an explicit finite difference scheme [Parkhurst and Appelo, 1999]. The system is solved with a split-operator approach, i.e., the chemical reaction term involving \( q \) is computed separately between each transport step. The time steps for the transport operator are computed to reproduce the average flow rate observed during each phase for each column. A Courant number of 1 is assumed, i.e., a time step corresponds to the transfer of the whole volume of a cell into the next one at the observed flow rate. It is computed by dividing the total injected solution by the duration of the corresponding leaching phase, which averages at around 8 mL per minute. Because the actual flow rate was observed to slightly vary during the experiment, this approximation partly explains small discrepancies between experimental and numerical observations. Cauchy boundary conditions are used at the extremities of the column as suggested by Parkhurst and Appelo [1999] for laboratory columns with inlet tubing much smaller than the column section. This condition controls the concentration \( C_0 \) outside the inlet of column and the flux at both ends.

PhreeqC holds no geometrical description of the reactive medium besides the masses of the respective solution and solid phases. These masses are computed with respect to the level of the discretisation (number of cells) and the considered model (single or dual porosity). In any case, the total amount of solid and solution is set to reproduce the experimental conditions (c.f. Table 5).

### Table 5

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (T)</td>
<td>21.5 °C</td>
</tr>
<tr>
<td>Grain internal porosity (φ)</td>
<td>0.1</td>
</tr>
<tr>
<td>Diffusion coefficient (D)</td>
<td>(10^{-9} \text{ m}^2/\text{s})</td>
</tr>
<tr>
<td>Column volume (V)</td>
<td>295 mL</td>
</tr>
<tr>
<td>Rock mass ((M_{rock}))</td>
<td>250 g</td>
</tr>
<tr>
<td>Water volume ((V_{aq}))</td>
<td>100 mL</td>
</tr>
<tr>
<td>Average flow rate ((q))</td>
<td>10 mL/min</td>
</tr>
<tr>
<td>Average pore velocity ((\nu))</td>
<td>(2 \times 10^{-4} \text{ m/s})</td>
</tr>
<tr>
<td>Mechanical dispersion ((D_m))</td>
<td>(10^{-4} \text{ m}^2/\text{s})</td>
</tr>
</tbody>
</table>

For the single porosity model, the grain minerals are equally distributed along a given number of cells, with the circulating solution passing successively from one cell to the next. In the dual porosity models, each cell is thus further divided up into an advective cell and a diffusive cell (Fig. 5B).
The solution and minerals are divided up between the advective and diffusive cells as follows:

\[
\phi_{\text{grain}} = \frac{V - V_{\text{aq}}}{V} (1 - \phi)
\]

\[
\phi_{\text{aq}}^{\text{adv}} = \phi \cdot \%_{\text{adv}} \phi_{\text{grain}} + (1 - \phi_{\text{grain}})
\]

\[
\phi_{\text{aq}}^{\text{diff}} = \phi (1 - \%_{\text{adv}}) \phi_{\text{grain}}
\]

\[
\phi_{\text{grain}}^{\text{max}} = (1 - \phi) \cdot \%_{\text{adv}} \phi_{\text{grain}}
\]

\[
\phi_{\text{grain}}^{\text{dif}} = (1 - \phi) (1 - \%_{\text{adv}}) \phi_{\text{grain}}
\]

where \(\phi_{\text{grain}}\) represents the grain volumetric fraction, \(\phi_{\text{aq}}^{\text{adv}}\) and \(\phi_{\text{aq}}^{\text{diff}}\) are the volumetric fractions of solution respectively in the advective and diffusive cells, \(\phi_{\text{grain}}^{\text{max}}\) and \(\phi_{\text{grain}}^{\text{dif}}\) are the volumetric fractions of solid phases respectively in the advective and diffusive cells as follow:

In Eq. (4), \(\%_{\text{adv}}\) is the porosity within the grains, and \(\%_{\text{adv}}\) is the advective percentage, which corresponds to the volumetric fraction of the grains that is assigned to the advective zone. The internal porosity of the grains (\(\phi\)) is set to 0.1, which corresponds to the measured porosity in the mineralised zones (Section 2.1).

The first-order dual porosity approach implemented in this paper is parameterised by two factors: the advective percentage (\(\%_{\text{adv}}\)) and the exchange coefficient (\(\alpha\)). The exchange factor \(\alpha (s^{-1})\) is a first order coefficient to quantify the mass transfer between each advective cell and its associated diffusive cell. According to van Genuchten [1985], Eq. (5) theoretically relates \(\alpha\) to the diffusion coefficient \(D_s\) inside the diffusive area (\(m^2/s\)), the fraction of volume \(\theta_d\) occupied by the solution in the diffusive zone, and geometrical parameters \(a (m)\) and \(f_{s-1}\), under simplifying assumptions:

\[
\alpha = \frac{D_s \theta_d}{(af_{s-1})^2}
\]

The parameter \(a\) represents a characteristic length (\(m\)), and \(f_{s-1}\) is a dimensionless shape factor that has different tabulated values depending on the geometry of the diffusive zone (Table 6). While the rock grains from experimental columns are approached as spheres, this model could be adapted to fracture corridors (Fig. 5C) by considering the diffusive areas as infinite half planes.

<table>
<thead>
<tr>
<th>Diffusive region</th>
<th>(a (m))</th>
<th>(f_{s-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sphere</td>
<td>radius</td>
<td>0.210</td>
</tr>
<tr>
<td>Fracture corridor walls</td>
<td>penetration length</td>
<td>0.533</td>
</tr>
</tbody>
</table>

In practice, choosing the right parameters for computing \(\alpha\) from Eq. (5) is not trivial. There is no predefined rules for inferring \(\theta_d\), and the exchange coefficients obtained with Eq. (5) have been observed to be several order of magnitude too high to reproduce experimental data, even when considering lower diffusion coefficient. Instead of using the given equation, applicable values for the exchange coefficient (\(\alpha\)) and the advective percentage (\(\%_{\text{adv}}\)) have thus been explored by an exhaustive search. The best observed parameters are reported in Section 3.2. A relationship between \(\alpha\), \(\theta_d\), and the grain size is observed and discussed in Section 4.1.

The mineralogical content is based on the reconstruction presented in Table 3. Minerals are allowed to dissolve but precipitation is disabled as a simplification. The dissolution reactions are taken from the Thermoddem\(^*\) database [Blanc et al., 2012] as described in Table 7. In this paper, the dissolution reactions are treated by a kinetic approach, whose kinetic rate equations are detailed in Appendix B.

Reactive rates are found to be relatively sensitive to temperature, particularly for the carbonate dissolution under the experimental conditions. Unfortunately, the laboratory temperature varied by a few degrees during the experiments. An average temperature of 21.5 °C is used for the numerical simulations, as it would be difficult to accurately record and account for these daily variations.

Three successive stages are implemented as in the laboratory experiments. The injected solution is computed to match exactly that used in the experiments (Table 4). The simulations presented here stop at the end of the first part of the ferric-acid leaching stage, before the recycling of the leach solution starts. As a result, the simulated leach solutions are not affected by possible re-injected elements.

Phreeqc imposes an initial equilibration of the solutions of the column cells before the first reactive transport stage. To avoid convergence issues, the solutions are equilibrated beforehand with a solid phase that bears the mineralogical content shown in Table 3, but the dissolved minerals are restored to their initial content before the reactive transport starts.

The dissolution front observed during the simulated acid leaching phase is very sharp (see the sharp front of atacamite dissolution in Fig. 9). It is causing oscillations of the calcium and copper breakthrough curves when using too few cells. Fortunately, these curves are converging toward a stable solution when the number of cells increases. The dissolution fronts occurring during the ferric leaching phase are smoother and enable appropriate results even with a limited number of cells. We have thus been able to use a relatively coarse discretisation (60 to 80 cells in total for the dual porosity scheme) for exploratory tests and for the ferric phase, while 800 cells (advective and diffusive cells altogether) were necessary for refined results during the acid leaching phase. An artificially high longitudinal dispersivity of 2 m has also been used to further attenuate these oscillations. It yields a mechanical dispersion of \(10^{-4} m^2/s\) considering a relatively small pore velocity of \(2 \times 10^{-4} m/s\) estimated within the columns, which is integrated within the term \(D_s\) in Eq. (1). Sensitivity tests have shown that this dispersivity is sufficient to attenuate the artefacts without significantly affecting the breakthrough and recovery curves at the scale of the observed durations.

### 3.2 Analysis of the simulated copper breakthrough

The output obtained from the models that are the closest to experimental results are presented in Fig. 6-8. The dual porosity parameters are: C2 (%adv:80%, \(\alpha:10^{-3.6}s^{-1}\)), C3 (%adv:75%, \(\alpha:10^{-3.4}s^{-1}\)), C4 (%adv:65%, \(\alpha:10^{-3.0}s^{-1}\)). The results of the single porosity models are also presented for a comparison. The experimental and numerical results are compared based on the observed and simulated outlet concentration, and recovery of both copper and calcium. Chlorine was also considered but it appeared difficult to compare during the water-washing stage because of the initial amount of chlorine present in the numerical model. During the other phases, the injected chlorine is also preventing

\[\text{http://thermoddem.brgm.fr/} \]
any reliable comparison between simulated and observed chlorine breakthrough.

The results of the simulation of C2 column (i.e., the smallest grain size), are relatively well matching the experimental copper breakthrough during the acid phase (Fig. 6). There are some discrepancies between the numerical and the experimental results. Namely, the simulated curve falls outside the uncertainty range of some points. This can be attributed to several factors including the fact that the size of the particles of the experiments might not be perfectly distributed causing variations of the breakthrough mainly in the early stages. Variations of flow and temperature could also be responsible for small variations of copper production. These uncertainties were more difficult to estimate and have not been included in the presented error bars, but they could explain why the numerical results are not always matching the data. Besides these caveats, we observe that the single porosity model already fits the data quite well. Actually, the main deviation from the experimental data applies to the last part of the breakthrough curve, which is a little too high shortly after 15 pore volumes. It also stops too soon and fails to reproduce the observation of a remaining concentration of copper at around 20 pore volumes. By comparison, the dual porosity model is capable of matching the last data points and maintains a copper breakthrough up to the observed data point. The single porosity model is therefore considered as slightly better than the dual porosity model for reproducing the observed data. Overall, the best-fit dual porosity model is observed to converge towards a breakthrough that is very close to the breakthrough of the single porosity model. This supports the hypothesis that the mass transfer limitations are almost negligible, as expected for the smallest grain sizes. The results for the ferric leaching phase are less conclusive. Both recovery curves are matching the data quite well, but they are underestimating the first peak of copper breakthrough. This is related to the observation from Fig. 9 showing that the ferric phase is more sensitive to kinetics than to the selection of either single or dual porosity. These observations may signify that the kinetic rates and/or the relative proportion of bornite and anilite could have to be revised.

Similar observations are made from the results of C3 grain size simulations (Fig. 7). The discrepancies between single and dual porosity models are more visible, namely because the single porosity model does not reproduce the data as well as for C2 experiments. The copper breakthrough is, once again, too high towards the end of the breakthrough curve and coming to an end too soon. The dual porosity model overcomes these weaknesses by predicting the concentration to drop slightly at around 17 pore volumes and to remain at the level observed for the data points up to the end of the phase. The first peak of the ferric phase output is better predicted than in C2 experiments but the following output is also slightly overestimated. However, this effect is mitigated by the dual porosity model, which appears to more closely emulate the observed data points than the single porosity model. Finally, similar observations are also made for the C4 experiments. Here, the single porosity model seems even more inadequate as the breakthrough is clearly stopping too soon during the acid phase, which is causing the recovery curve to fall completely outside the uncertainty range of the last data points. It is also clearly overestimating the breakthrough during the ferric phase. On the contrary, the dual porosity model follows the concentration and recovery curves. The only observed limitation is for the breakthrough curve between 10 and 15 pore volumes. The copper breakthrough suddenly drops before going up again at the level observed in the experimental data. This is in fact due to a small gap between the breakthroughs related to the advective and the diffusive parts of the column. It is to be considered as an artefact of discretisation, because the continuous exchange between the outer rim and the core of the grains is approximated by only two zones mixed with a first order exchange coefficient. An improved description of mass transfer kinetics, for example through a finite difference diffusional model [Parkhurst and Appelo, 1999; Van Staden and Petersen, 2018] or a multi-rate model that considers a higher number of exchanging zones [Haggerty and Gorelick, 1995], should improve these results.

Despite some discrepancies, these numerical results show that the experimentally observed breakthrough can be reproduced by a one-dimensional dual-porosity model, even though the kinetics of sulphide dissolution should still be further investigated. The most interesting points illustrated by these results is that the dual porosity approach appears

Table 7 Dissolution reactions for the minerals involved in the reactive process with the corresponding equilibrium constants at 25 °C. The equations and equilibrium constants are taken from the Thermdtem database [Blanc et al., 2012], except for the ankerite, which is adapted from Krupka et al. [2010].

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Reaction</th>
<th>( \log_{10}(K) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halite</td>
<td>( \text{NaCl} = \text{Na}^+ + \text{Cl}^- )</td>
<td>1.594</td>
</tr>
<tr>
<td>Thenardite</td>
<td>( \text{Na}_2\text{SO}_4 = 2 \text{Na}^+ + \text{SO}_4^{2-} )</td>
<td>-0.340</td>
</tr>
<tr>
<td>Calcite</td>
<td>( \text{CaCO}_3 + \text{H}^+ = \text{Ca}^{2+} + \text{HCO}_3^- )</td>
<td>1.847</td>
</tr>
<tr>
<td>Dolomite</td>
<td>( \text{CaMg}(\text{CO}_3)_2 + 2 \text{H}^+ = \text{Ca}^{2+} + \text{Mg}^{2+} + 2 \text{HCO}_3^- )</td>
<td>3.533</td>
</tr>
<tr>
<td>Ankerite</td>
<td>( \text{CaFe}(\text{CO}_3)_2 + 2 \text{H}^+ = \text{Ca}^{2+} + \text{Fe}^{3+} + 2 \text{HCO}_3^- )</td>
<td>-0.311 [Krupka et al., 2010]</td>
</tr>
<tr>
<td>Atacamite</td>
<td>( \text{Cu}_2\text{Cl}_2(\text{OH})_6 + 6 \text{H}^+ = 2 \text{Cl}^- + 4 \text{Cu}^{2+} + 6 \text{H}_2\text{O} )</td>
<td>14.918</td>
</tr>
<tr>
<td>Anilite</td>
<td>( \text{Cu}_1.75\text{S} + \text{H}^+ = 1.5 \text{Cu}^{2+} + 0.25 \text{Cu}^{2+} + \text{HS}^- )</td>
<td>-31.220</td>
</tr>
<tr>
<td>Bornite</td>
<td>( \text{Cu}_9\text{Fe}_3\text{S}_8 + 4 \text{H}^+ = 4 \text{Cu}^{2+} + 4 \text{Fe}^{3+} + 4 \text{S}^2^- + 4 \text{H}_2\text{O} )</td>
<td>-107.495</td>
</tr>
<tr>
<td>Pyrite</td>
<td>( \text{Fe}_2\text{S}_3 + 0.75 \text{H}_2\text{O} = \text{Fe}^{2+} + 0.25 \text{S}_2\text{O}_3^{2-} + 1.5 \text{HS}^- )</td>
<td>-23.590</td>
</tr>
<tr>
<td>Microcline</td>
<td>( \text{KAlSi}_3\text{O}_8 + 4 \text{H}^+ + 4 \text{H}_2\text{O} = \text{Al}^{3+} + \text{K}^+ + 3 \text{H}_2\text{SiO}_4 )</td>
<td>0.004</td>
</tr>
<tr>
<td>Kaolinite</td>
<td>( \text{Al}_2\text{Si}_2\text{O}_5(\text{OH})_4 + 6 \text{H}^+ = 2 \text{Al}^{3+} + 2 \text{H}_2\text{SiO}_4 + 2 \text{H}_2\text{O} )</td>
<td>6.471</td>
</tr>
<tr>
<td>Quartz</td>
<td>( \text{SiO}_2 + 2 \text{H}_2\text{O} = \text{H}_2\text{SiO}_4 )</td>
<td>-3.737</td>
</tr>
</tbody>
</table>
Figure 6 Copper breakthrough and recovery curves for single and dual porosity models of the C2 column. The single porosity model (dotted line) and dual porosity mode (plain line; $\%_{\text{adv}}: 80\%$, $\alpha: 10^{-3.6} \text{s}^{-1}$) are compared to experimental data (triangles) with associated error bars. Only the first part of the ferric-acid leaching stage is used, which means that the results are not affected by the recycling of the leach solution.

...to be of increasing importance when the grain size grows. This confirms an increase of internal mass transfer limitations with the grain size and hence a slower Cu extraction.

3.3 Simulated mineralogical evolution

Numerical simulations give access to the mineral evolution of the column interior throughout the three leaching stages. The dual porosity simulation of the C2 column (Fig. 9) suggests that halite and thenardite are dissolved in a rapidly progressing front during the water-washing period. The dissolution front is advancing slightly faster in the advective part than in the diffusive part because of the retardation imposed by the first order exchange coefficient $\alpha$. By the end of this phase, all the halite and thenardite are calculated to have been dissolved from both dual porosity areas, which is in accordance with observed Cl breakthrough (Fig. 6A).

During the acid leaching phase, successive dissolution fronts of calcite, atacamite, and finally ankerite and dolomite, are progressing through the column. The retardation of these dissolution fronts in the diffusive part appears to be more pronounced than during the water-washing phase. Carbonates are simulated to be completely dissolved from the advective part by the end of the acid leaching phase, while a small amount of ankerite and dolomite remains visible toward the end of the diffusive zone. Numerical simulations indicate that atacamite would be efficiently dissolved during the acid leaching phase, which is in agreement with the observed copper extraction during laboratory experiments (Fig. 6C).
Figure 8 Copper breakthrough and recovery curves for single and dual porosity models of the C4 columns. The single porosity model (dotted line) and dual porosity model (plain line; \(\%_{\text{adv}}: 65\%, \alpha: 10^{-4}\) s\(^{-1}\)) are compared to experimental data (C4a: squares; C4b: hexagons) with associated error bars. Only the first part of the ferric-acid leaching stage is used, which means that the results are not affected by the recycling of the leach solution.

The different sulphides are only simulated to be efficiently dissolved during the ferric-acid phase. Bornite dissolves first, followed by pyrite, and finally anilite, even though a small proportion remains in the column at the end of the ferric leaching phase. The dissolution of the sulphides is not following as sharp a front as that of the other minerals, but is instead relatively spread out over the entire column. This suggests that this third stage is more sensitive to the relative dissolution rates than to the dual porosity parameters.

As the grain size increases when considering the C3 and C4 grain size fractions, the numerical simulations show an increasing impact of the dual porosity parameters. For larger grains, the retardation is observed to affect even the ferric stage, mainly because of the difference of carbonate leaching efficiency between advective and diffusive parts.

4 Simulations of in-situ conditions

Experimental and numerical modelling, as presented in Sections 2 and 3, provide crucial insights into the physical and chemical processes at play during the leaching of carbonate bearing copper ore. However, the experimental conditions are expected to be quite different from the conditions expected in the proposed in-situ recovery process. For example, temperature would affect the chemical reactions and can be accounted for in the numerical models. In this section, we propose a strategy for dealing with other conditions, such as the effect of grain size, which are more complex to handle.

The results obtained in Sections 2 and 3 clearly demonstrate an effect of the characteristic size of the solid medium on the way copper is recovered. While this relationship is observed on rock samples crushed and sieved at different grain sizes, it seems crucial to consider these aspects for in-situ material. Whether it corresponds to fresh rocks, when natural hydraulic conductivity is sufficient for the process, or to fractured or blasted rocks, if stimulation is required, the effect of the diffusion through the material should be taken into account for applying the proposed model in-situ.

In this section, we propose to further investigate the relationship between the dual porosity parameters and the characteristic dimension of the diffusive medium. A mathematical relationship is proposed to relate these parameters to the grain size in the presented experiments (Section 4.1). Our dual porosity model is further adapted to the case of a fracture corridor (Fig. 5C) as an example of adaptation to in-situ hydrodynamic conditions (Section 4), which first requires the estimation of the length of penetration of the leaching effect (Section 4.2).

4.1 Analysis of the effect of grain size

There appeared to be no reliable theoretical way to infer a priori the appropriate dual porosity parameters for accurately modelling the experiments presented in Section 2. More precisely, there was no trivial way to infer the percentage of grains to be put in the advective part, and numerical simulations showed that Eq. (5) yields exchange factors that are by several orders too high for reproducing the experimental observations.

To overcome these hurdles, an exhaustive search has been carried out for determining the range of acceptable dual porosity parameters (\(\%_{\text{adv}}\) and \(\alpha\)) for each grain-size fraction with respect to the experimental results (Fig. 10).

Ideally, an objective numerical evaluation of each model quality would have been preferred, but this was rendered difficult by a number of factors. For example, as stated earlier in Section 3.1, the sharp dissolution fronts occurring during the acid leaching phase were causing small numerical oscillation of the breakthrough curves. While these oscillations have been shown to disappear and converge toward high-resolution results when the number of cells increases, it was difficult to systematically account for this artefact because of the prohibitive computation cost it would have represented.

The quality of each model as thus been evaluated qualitatively by combining criteria such as the distance between experimental and calculated data points, the volume of circulated solution when the copper breakthrough stopped, and the intensity of the first peak. The results were mainly evaluated based on the copper concentration and recovery.
Figure 9  Mineral evolution within the C2 column simulated with a dual porosity model ($\%_{\text{adv}}$: 80%, $\alpha$: $10^{-3.6}$ s$^{-1}$). The repartition of the different mineral phases along the column are represented as a stacked diagram. The y-axis starts at 60% because quartz is largely predominant in the mineral composition. The first line represents the advective part, while the second line represents the diffusive part of the column. The first column of the figure illustrates the initial mineral repartition, while the next columns show the evolution through the early and final stages of each leaching phase.

Figure 10  Areas of acceptable dual porosity parameters for each grain size fraction. The level of opacity is in accordance with the qualitative level of acceptability. A linear relationship is observed between the logarithm of the exchange factor and the logarithm of the ratio between the diffusive and advective volumes. The equation of the linear regression (black line) and the coefficient of determination are reported on the graph. The best matching models for C2 (triangle), C3 (square), and C4 (circle), are also presented here. They correspond to the detailed results presented in Section 2.3.

during the acid leaching phase, as it has been observed to be the most sensitive to dual porosity parameters, but the results of calcium breakthrough and copper breakthrough during the ferric leaching phase have also been used as indicators to further refine the model.

From this exploration of dual porosity parameters, it appears that a number of models are able to reproduce similar results as obtained by laboratory experiments. For the C2 experiments, an acceptable exchange coefficient can be found for almost any assumed advective percentage. The range of acceptable parameters is progressively reducing when considering the coarser series, but a trend of acceptable parameters can always be observed. When the logarithm of the exchange factor is plotted with respect to the logarithm of the ratio of diffusive and advective volume, a linear relationship appears (Fig. 10). While the slopes for all the grain size fractions are very similar, the intercept of the regression is decreasing when the grain size grows (refer to Fig. 10 for the linear equations and coefficient of determination). According to the obtained intercepts, a linear relationship can be proposed for relating the intercept to the logarithm of the grain radius ($r$, in meter), with a coefficient of determination ($R^2$) of 0.90. This relationship should be further refined by investigating a larger number of grain size fractions, but
the observed relationship already yields a first estimate of acceptable exchange factor with respect to percentage of advective zone ($\%_{adv}$):

$$\log_{10}(\alpha) = p_c \log_{10}(\varepsilon) - p_r \log_{10}(r) - b$$

where $\varepsilon = \frac{1 - \%_{adv}}{\%_{adv}}$ (6)

The coefficients of Eq. (6) are estimated by linear regression of $\alpha$ with respect to the advective percentage ($\%_{adv}$) and average grain size radii ($r$) taken from Table 1, which yields: $p_c = 1.29 \pm 0.08$, $p_r = 0.956 \pm 0.101$, and $b = 6.17 \pm 0.30$. This equation can be rewritten as a fractal law, where $\alpha_0$ is the exchange coefficient for a reference case of an intermediate advective zone size (i.e., $\%_{adv} = 0.5$ and $\varepsilon = 1$) with the average radius of C2 (i.e., $r_0 = 4 \times 10^{-4}$ m), which is the most reliable series in our simulation:

$$\alpha = \alpha_0 \left( \frac{\varepsilon}{\varepsilon_0} \right)^{p_r} \left( \frac{r_0}{r} \right)^{p_r}$$

with $\log_{10}(\alpha_0) = p_c \log_{10}(\varepsilon_0) - p_r \log_{10}(r_0) - b$

i.e. $\alpha_0 = 1.20 \times 10^{-3}$ (7)

Equation (7) can be extrapolated and used for estimating possible exchange coefficients for other grain size fractions. For example, Fig. 5 shows the exchange coefficient that should be used for simulating the C1 fraction, for which the laboratory experiments failed because the size of the particles was too small. This equation is also used for extrapolating the exchange coefficient for in-situ conditions as described in Section 4.3.

### 4.2 Inferring wall penetration length

The distance up to which the different leach solutions affect the host rock would be highly overestimated by considering pure diffusion. In fact, the acidic and redox potentials of the leach solution are rapidly buffered by the reaction with the different minerals within the fracture walls (e.g., carbonates and sulphates). The actual penetration distance is thus expected to be significantly lower than what could be estimated by diffusion only. However, incorporating the reaction in an analytical evaluation of the penetration length is not direct in the analytical formula.

We propose to evaluate the potential penetration length of the reactive fronts by running a numerical model of reactive diffusion through the fracture walls. This model uses the same settings as the single porosity model developed in Section 3 except for the hydrodynamic settings. Here, the entry cell of the one-dimensional model is located within the fracture core, where the leach solution circulates. All the other cells are located within the fracture wall and aligned orthogonally to the fracture plan (Fig. 11). For this model, the transport capabilities of Phreeqc are used in a pure diffusion mode [Parkhurst and Appelo, 1999, 2013], i.e., all the cells are only exchanging by diffusion. A Dirichlet boundary condition sets the composition of the first cell (within the fracture), which follows the same stages as in Section 3. A Neumann boundary condition is set for the last cell of the column and imposes that the diffusion flux is null outside the last cell.

For example, to evaluate the penetration length after 4.5 days, a first model made of 30 cells that covered 10 cm within the fracture wall was run. It suggested that the solution actively penetrates up to only 3 cm after 4.5 days.
and acid leaching phases, and 24 cells for the ferric-acid phase.

The mineralogical evolution of the fracture (Fig. 13) is very similar to the one observed in the numerical simulation of experimental columns (Fig. 9) even if the minerals are dissolved at a slower rate in the diffusive part of the fracture walls as compared to the column experiment. This is in agreement with the lower magnitude of the exchange coefficient estimated for the fracture numerical experiments. A significant amount of carbonate remains in the diffusive part at the end of the acid leaching phase, which suggests that an extended acid leaching phase could have been applied for increasing its efficiency. Similar observations can be made from the breakthrough curve (Fig. 14A), which shows that Ca and Cu remain to be dissolved during that phase.

Remaining carbonates and atacamite are progressively dissolved during the ferric-acid leaching phase, as well as the different sulphides (Fig. 13). Figure 14 shows that the copper extraction becomes very slow after 400 pore volume of ferric-acid solution. After 120 days of the three successive phases, the copper recovery reaches 87%, and the calcium recovery reaches 67% (Fig. 14C). The simulated zone of 1 m² of fracture with 3 cm of penetration of the leach solution on both sides amounts to about 1 kg of copper extraction. It is associated with an estimated production of 1.12 kg of CO₂ due to the dissolution of carbonates (Fig. 14D). This estimate is to be considered as an upper bound for the possible production of carbon dioxide gas as it accounts for the entire carbon breakthrough, while a significant part would probably remain in solution. This copper recovery and CO₂ production estimates only apply to the volume actually reached by the penetration of the solution within the fracture walls. Global recovery would depend on the density of fractures and might be significantly lower.

5 Discussion

The uncertainties attached to experimental data were carefully examined and are reported in Fig. 6 to 8 (Section 2.2). However, the uncertainties about the flow rate measurements and integration are not accounted for because it appears difficult to provide a reliable estimation. In practice, the average around which the measured flow rate fluctuated has been used to approximate the true rate of flow as a model input.

All the available information has been used during the mineralogical reconstruction, including feedback information from the experimental and numerical simulations (Ap-
Figure 14 Breakthrough curves for the simulation of the process applied to a fracture corridor. A: acid leaching phase, B: Ferric-acid leaching phase. C: Recovery curves for Ca and Cu, and pH evolution of the outlet, through the three successive phases. D: Cumulated CO$_2$ production and pH evolution of the outlet, through the three successive phases.

Appendix A). For example, the part of copper to be attributed to atacamite was inferred from the plateau observed in the copper extraction during the acid leaching phase of C2 experiments. As the plateau is not reached for C3 and C4, this value was inferred by a manual inversion approach. An initial value was estimated by extrapolating the experimental extraction curves along the observed trend. It was then progressively refined by adjusting this parameter until the simulated curve fitted the experimental data. Uncertainties remain in the mineralogical reconstruction, in particular, the relative proportions of the different carbonates and sulphates might have to be further refined. While the first results presented here are still valid, the long-term simulations, as well as, the start of the ferric stage might remain relatively sensitive to such mineralogical uncertainties.

The kinetic rates of some minerals, in particular the carbonates and sulphides, which also dramatically impact on the numerical results, are subject to uncertainties. We observed that the kinetic rates of carbonates have to be reduced for accurately reproducing the larger grain size fractions (Table 9). This is interpreted as a relative decrease of the available reactive surface in the larger grains, where the minerals have been less efficiently separated from each other during the grinding and sieving process. The surface of carbonate minerals would be better exposed in the smaller grain size fractions than in the larger ones. In any case, the dependence of mineral kinetics to the grain size and to the relative mineral proportions should be investigated to further refine the presented numerical model. Even if this effect was only investigated for the carbonates, it might also apply to the other minerals, including the sulphides, which should be further tested.

During the ferric-acid leaching phase, the numerical models tend to indicate that the dual porosity parameters have a lesser impact on the breakthrough curves as compared to the acid leaching phase. This suggests that the kinetic rate of sulphur dissolution has a higher impact on the copper extraction than the diffusion within the grains, even if the impact of grain size remains significant. Diffusion within the grains still appears to be of first order importance for the larger grain size presented in these experiments (C3 and C4). The inferred exchange rate for the fracture corridor model predicts an even greater effect for in-situ applications, because the penetration of the leach solution through fracture walls is estimated to be larger than the grain size used for the experimental models. This effect is important during the water-washing and causes retardation of the chlorine extraction. The grain size effect is more sensible during the acid leaching phase and greatly impacts the atacamite recovery and removal of carbonates. Diffusion within the grains also appears to cause a retardation of carbonate removal, which has a negative impact on the preparation of the rock for the ferric-acid leaching phase and greatly impacts the copper extraction of this last stage.

Besides the different sources of uncertainty, some conclusions can still be drawn regarding the relationship between the geometry and the transfer coefficient of the dual porosity medium. Equation (6) and Eq. (7) are established from experimental and numerical results based on a medium that consists of sub-spherical grains of various sizes between 0.2 and 8 mm. The proposed model for in-situ condition considers fracture corridors, which have a different geometry and characteristic size. Future experimental studies should thus investigate the applicability of these equations to fracture corridors. Other methods for enhancing hydraulic conductivity such as blasting could also be applied and result in different in-situ geometry for the dual porosity medium. Further experimental studies would be needed for validating the proposed model for fractured or blasted in-situ medium. While the proposed model from Eq. (7) makes no explicit
assumption about the medium geometry, it would be interesting to investigate possible scaling factors to adapt the proposed relationship to other geometries as proposed by van Genuchten [1985]. Shrinking core models [Levenspiel, 1972] could also be explored as an alternative model to explain these experimental results.

Another limitation of the experiments and models developed in this paper derives from the use of hydrochloric acid and iron (III) chloride for preparing the leach solutions. The proposed in-situ process considers the use of sulphuric acid instead and generates iron (III) due to the action of iron-oxidizing microorganisms. This choice in the experimental design was made to lower the risk of clogging of the columns and pipes, as the presence of SO\(_4^{2-}\) ions might result in the precipitation of gypsum in contact to the dissolved calcium. As a result, the presented experiments and models could underestimate the precipitation of certain mineral phases such as gypsum that could be caused by dissolving calcium-bearing species in the presence of sulphate ions. The copper extraction rate might also be underestimated to some extent because only the couple Fe\(^{3+}/Fe^{2+}\) is at work in sulphate medium whereas the much stronger Cu\(^{2+}/Cu^{+}\) couple also participates in a chloride medium.

Other parameters such as pressure and temperature are out of the scope of this study. Numerical simulations make it possible to adapt these parameters to in-situ conditions, e.g., adapting equilibrium with respect to temperature and pressure, but other possible effects such as the effect of temperature on the exchange rates should be addressed by combining experimental and modelling approaches. Additional experimental results would be required for properly controlling these aspects, but they are out of the scope of this paper.

Even if complementary experiments and models are thus necessary to confirm the applicability of the proposed models to indirect in-situ bioleaching, the presented results still provide interesting insights into the contribution of the diffusion within the porosity of rock particles. Namely, this study experimentally demonstrates an effect of the grain size on the leaching process, for which an interpretation in terms of diffusion within the grain porosity is proposed and numerically validated. A method is also proposed for extrapolating this model to in-situ conditions, which should be further tested and refined in future experimental and numerical studies. This study also points at several key factors for investigating in-situ leaching in similar contexts, in particular the role of atacamite and carbonates.

Atacamite (Cu\(_2\)Cl(OH)\(_2\)) is shown to yield a significant amount of copper during the acid leaching phase (up to 13 % of the available copper mass), but also brings additional chlorine in the solution and participates in the pH buffering. This study therefore advocates a better consideration of atacamite in further investigations on the applicability of indirect in-situ bioleaching to Kupferschiefer deposits or similar contexts where atacamite could be found.

The amount of carbonates among the mineral composition is shown to be another key factor in the applicability of the process. This parameter controls the efficiency of the acidification of the medium, but it has also been shown to produce a very sharp reaction front during the acid leaching phase, which requires a dramatical increase in the number of cells in the models for accurately reproducing this leaching phase. This effect has been observed to become more noticeable as the amount of carbonate increases, which implies that the leaching of these minerals could also cause dramatic modelling difficulties if present in too high quantity for future studies.

6 Conclusions

This paper presents a combined experimental and numerical modelling approach to investigate the processes involved in indirect in-situ bioleaching as proposed within the BIOMOre project [Filippov et al., 2017; Matthies et al., 2017]. Numerical simulations have proven very helpful in understanding the experimentally observed breakthrough curves. They have provided insight into the mineral dissolution sequences that occur inside the column and have made it possible to extrapolate the insights gained from the laboratory experiments to in-situ conditions.

The presented results suggest that a significant amount of copper can be recovered from the Zechstein mineralised sandstones through the proposed indirect in-situ bioleaching. The water-washing and acid leaching phases appear to efficiently remove part or all of the chloride and carbonates under the conditions prevailing in the column experiments, depending on the geometrical properties of the porous medium.

The main contribution of this paper is derived from the modelling of the impact of the size of rock elements on the leaching process. Both experimental and numerical results suggest that, in this context, diffusion exerts a significant effect on the leaching reactions occurring throughout the grains, which effect is quantitatively evaluated with respect to grain size and compared to the effect of kinetics. The recovery curves presented in Fig. 4 indicate an increasing retardation effect as the size of the rock elements increases. The dual porosity models introduced in Section 3 are better able to reproduce the experimental results than equivalent single porosity models, which supports the conclusion about the impact of diffusion through the aqueous phase contained within the porosity of rock elements. Grain size appears to impact the kinetic rates, in particular for carbonates, and affects the removal of chloride and carbonates. This impact further causes the retardation of copper extraction by extending the pH buffering effect of carbonates during the acid-ferric leaching phase.

In complement to the best fit models presented in Section 3, an exhaustive search of dual porosity parameters (\(\%_{adv}\) and \(\alpha\)) revealed a linear relationship between the logarithm of the exchange coefficient \(\alpha\) and the logarithm of the ratio of diffusive and advective parts of the rock volume (1 - \(\%_{adv}\))/\(\%_{adv}\). The intercept of the linear model is shown to linearly decrease with the increase of rock element size, which is in agreement with the observed increasing retardation with increasing grain size. From the mathematical relationship in Eq. (6), our dual porosity model is adapted to investigate in-situ recovery by considering a fracture corridor as an example of possible geometry. This model could be used as a basis for developing more complete scale-up schemes for in-situ conditions, in particular for bridging the gap between laboratory experiments and three-dimensional models at regional and reactor scales [Laurent et al., 2017].

The indirect in-situ bioleaching process, investigated by this study, represents a promising avenue for minimizing mining environmental impact and waste production. However, care should be taken to control possible environmental
impacts after decommissioning, which calls for both reliable stimulation techniques and physical means of maintaining well integrity during and after extraction. Exploitation sites should also be limited to those that do not pose any geological hazards. This study demonstrates that even a small amount of carbonate is able to rapidly inactivate the leach solutions, which can also be used as a safeguard for controlling the in-situ process.

This technology still represents a promising challenge and its application to new commodities and geological contexts needs to be further studied. Sullivan’s prediction “Eventually nearly every mine will be leached in place” [Sullivan, 1931] has yet to become reality, but developing our understanding of fluid rock interactions would certainly be a key contributor towards the development of such alternative mining technologies.
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Appendix A Mineral reconstruction procedure
The reconstruction of the mineralogical content of each grain size fraction from chemical element analysis is an important modelling stage because the numerical simulations have been observed to be quite sensitive to the abundance of certain minerals such as carbonate and atacamite. In this contribution, we consider a relatively complex set of minerals (Table 3) that approximates the mineral phases observed in the rock samples. To achieve this reconstruction, the chemical elements measured in each grain size fraction are progressively attributed to each mineral phase. First approximations are obtained by considering these measurements and observed ratios of certain minerals. For example, the mass of dolomite is estimated to be approximately twice the mass of calcite from Fourier Transform Infra-Red spectroscopy (FTIR). The repartition of copper in atacamite and the different sulphides is estimated from SEM images.

In a second stage, the observed experimental and numerical results are also incorporated in the process to reconcile the numerical results with the observed breakthrough curves. For example, we observed that the copper recovery reached a plateau during the acid leaching phase of the C2 experiments. This plateau is interpreted as the percentage of copper present in the atacamite minerals. While the plateau is not reached for the other experiments, it can be estimated by extrapolation of the recovery curves, and refined by comparing the numerical results with the observed recovery. Similar additional constraints were also derived for the percentage of remaining copper in anilite, and for the repartition of the various carbonates.

The final step in the procedure starts by estimating the quantity of atacamite from the inferred percentage of copper leached during the acid leaching phase. The amount of thenardite is derived from the measured sulphate concentration. The remaining sodium is attributed to halite. The amount of microcline is derived from the potassium measurement. The remaining aluminium determines the amount of kaolinite, and the residual of silicon is interpreted as constituting quartz. The percentage of calcium attributed to ankerite is estimated based on mineral observations and numerical simulations. Magnesium measurements are used for estimating the amount of the remaining carbonate to be considered as dolomite, and the remaining calcium is finally attributed to calcite. A last empirical factor is used for determining the amount of remaining copper to be attributed to anilite and bornite respectively. The residual iron left by ankerite and bornite is finally attributed to pyrite.

The different empirical factors are optimised to ensure that the residual chemical elements are below one percent of the observed concentrations.

Appendix B Kinetics of dissolution reactions
This paper aims at describing the dissolution fronts that result from the complex interactions between the dissolution reactions of the different minerals (Table 7). The precipitation of minerals is disabled for simplifying the reactive system and because the experimental design does not aim at studying the possible precipitation and clogging effects. Most mineral dissolutions are treated by a kinetic approach, except for the thenardite. This anhydrous sodium sulphate mineral (Na₂SO₄) is treated by thermodynamics as it plays a minor role in the leaching process and is assumed to rapidly equilibrate with the leaching solution according to its solubility.

The kinetic rates are derived from recent additions to BRGM’s Thermoodem† databases [Blanc et al., 2012; Kahnt et al., 2017; Marty et al., 2015]. They derive from the transition state theory after a formalism proposed by Lasaga et al. [1994]. For most of them, the dissolution rates R are computed as a product of various terms that account for the deviation from equilibrium, expressed by the term containing the ion activity product Q and equilibrium constant K, the available specific surface S (m²/g), the decrease of available surface when the mineral dissolves, expressed as a ratio of the current and initial mass, respectively m and m₀ (g), and a term k that expresses the dependence to temperature and other possible catalytic or inhibitory effects (mol·m⁻²·s⁻¹):

\[
R = m S \left( \frac{m}{m_0} \right)^{2/3} k \left( 1 - \frac{Q}{K} \right)
\]  

(8)

The term k gathers the effect of: (1) temperature, represented by the factor k_T, (2) pH, represented by k_H, and k_OH, and (3) the oxidative potential brought by iron (III), referred to as k_Fe³⁺. The various components of k are computed after Eq. (9), where T_k denotes the temperature in kelvin, R is the gas constant (8.314 J·mol⁻¹·K⁻¹), and [.] refers to the activity of the given ion. The coefficients and exponents used in Eq. (9) are summarized in Table 8.

†http://thermoddem.brgm.fr/
Table 8 Coefficients and exponents used in the computation of the factor $k$ in kinetic rates. When a component is not used for a given mineral, its parameters are left empty and the corresponding of $k_i$ is 1.

<table>
<thead>
<tr>
<th>Mineral</th>
<th>$S$</th>
<th>$k_T$</th>
<th>$b_T$</th>
<th>$k_{H^+}$</th>
<th>$E_{a_{H^+}}$</th>
<th>$ν_{H^+}$</th>
<th>$k_{OH^-}$</th>
<th>$E_{a_{OH^-}}$</th>
<th>$ν_{OH^-}$</th>
<th>$k_{Fe^{3+}}$</th>
<th>$E_{a_{Fe^{3+}}}$</th>
<th>$ν_{Fe^{3+}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halite</td>
<td>1</td>
<td>12.21</td>
<td>7.400</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Calcite</td>
<td>0.7</td>
<td>2.564 x 10^{-2}</td>
<td>24.000</td>
<td>1.418 x 10^{4}</td>
<td>14.000</td>
<td>1.080</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dolomite</td>
<td>0.09</td>
<td>2.615 x 10^{-3}</td>
<td>30.800</td>
<td>3.138 x 10^{4}</td>
<td>45.900</td>
<td>0.615</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ankerite</td>
<td>0.09</td>
<td>2.615 x 10^{-3}</td>
<td>30.800</td>
<td>3.138 x 10^{4}</td>
<td>45.900</td>
<td>0.615</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anillite</td>
<td>0.035</td>
<td>5.970 x 10^{5}</td>
<td>64.585</td>
<td>9.616 x 10^{5}</td>
<td>64.585</td>
<td>1.080</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Borneite</td>
<td>0.039</td>
<td>1.175 x 10^{-5}</td>
<td>22.694</td>
<td>1.545 x 10^{-2}</td>
<td>22.694</td>
<td>0.832</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microcline</td>
<td>0.11</td>
<td>2.753 x 10^{-9}</td>
<td>31.000</td>
<td>4.508 x 10^{-6}</td>
<td>31.000</td>
<td>0.272</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaolinite</td>
<td>11.8</td>
<td>6.119 x 10^{-8}</td>
<td>38.500</td>
<td>2.462 x 10^{-4}</td>
<td>42.900</td>
<td>0.513</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartz</td>
<td>0.05</td>
<td>1.760</td>
<td>76.700</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
k = k_T k_{H^+} k_{OH^-} k_{Fe^{3+}}
\]

with

\[
k_T = a_T \exp\left(-b_T/(R T_K)\right)
\]

\[
k_{H^+} = a_{H^+} \exp\left(-E_{a_{H^+}}/(R T_K)\right) [H^+]^{ν_{H^+}}
\]

\[
k_{OH^-} = a_{OH^-} \exp\left(-E_{a_{OH^-}}/(R T_K)\right) [OH^-]^{ν_{OH^-}}
\]

\[
k_{Fe^{3+}} = a_{Fe^{3+}} \exp\left(-E_{a_{Fe^{3+}}}/(R T_K)\right) [H^+]^{ν_{Fe^{3+}}} [Fe^{3+}]^{ν_{Fe^{3+}}}
\]

Atacamite is treated with a similar kinetic rate based on Eq. (8), with a $S$ value of 3.191 m$^2$/g and with a different parameter $k$, adapted from [Le Roux et al., 2016]:

\[
k = k_{atacamite}
\]

with

\[
\log_{10}(k_{atacamite}) = 1.64 \log_{10}([H^+]) - 0.5
\]

Pyrite kinetic rate is computed after Eq. (8) with a parameter $S$ of 0.05 m$^2$/g and $k$ computed as:

\[
k = k_1 [H^+]^{-0.5} \sqrt{k_{Fe^{3+}} [Fe(3)] + k_{O_2} [O_2]} [H^+]^{0.14}
\]

with

\[
k_1 = 1.715 \times 10^6 \exp\left(-E_{a_{FeS2}}/(R T_K)\right)
\]

\[
k_{Fe^{3+}} = 3.599 \times 10^9 \exp\left(-E_{a_{Fe^{3+}}}/(R T_K)\right)
\]

\[
k_{O_2} = 9.419 \times 10^{-1} \exp\left(-E_{a_{FeS2}}/(R T_K)\right)
\]

\[
k_{H^+} = 3.310 \times 10^{12} \exp\left(-E_{a_{Fe^{3+}}}/(R T_K)\right)
\]

\[
E_{a_{Fe}} = 45000
\]

\[
E_{a_{FeS2}} = 79900
\]

The kinetics for ankerite is derived from the dissolution rate of dolomite, as it is not present in the initial database. By comparison with the experimental results, it appeared necessary to apply a correction to the kinetic rates of carbonates, which have been adjusted by trial-and-error approach according to the factor summarised in Table 9. This is interpreted as a decrease of the reactive surface availability as the size of the sandstone grains increases.

<table>
<thead>
<tr>
<th>Grain size fraction</th>
<th>Calcite</th>
<th>Dolomite</th>
<th>Ankerite</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>1.0</td>
<td>1.0</td>
<td>0.8</td>
</tr>
<tr>
<td>C3</td>
<td>1.0</td>
<td>0.3</td>
<td>0.1</td>
</tr>
<tr>
<td>C4</td>
<td>1.0</td>
<td>0.15</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 9 Factors applied to carbonate kinetic rates to account for the evolution of reactive surface with respect to grain size.
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