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Abstract

Nowadays, the electron density is recognized as a fundamental property that contains most

of the information concerning the electronic structure of molecules and, therefore, its deter-

mination from high-resolution X-Ray diffraction data is becoming more and more important.

In this context we propose a new strategy for the charge density analysis, strategy in which

the chemical interpretability of the multipole model is combined with the quantum mechanical

rigor of the wavefunction-based approaches. In particular, the novel technique aims at extract-

ing Molecular Orbitals strictly localized on small molecular fragments (e.g., atoms, bonds or

functional groups) from a set of measured structure factors amplitudes. Preliminary tests have

shown that their determination is really straightforward and, given their reliable transferabil-

ity, we envisage the possibility of constructing new Extremely Localized Molecular Orbitals

databases as alternative to the existing pseudoatoms libraries.
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It is well known that the electron density is of paramount importance to fully define the ground

state properties of many-electron systems. Its prominence derives from the Hohenberg & Kohn

theorem1 which has shown the existence of a functional relation between the ground state electron

distribution and the ground state wave function of electronic systems. This is one of the reasons

why the determination of the electron density from high-resolution X-ray diffraction measurements

has become a mature field of science over the years.2,3

In this context, the multipole model4–6 is by far the most widely used technique and it consists

in fitting the X-Ray diffraction data to a model electron distribution written as a sum of aspherical

atomic density functions (also known as pseudoatoms) depending on proper refinable parameters.

Different features have made this strategy really appealing. For instance, we can mention its linear

scaling behavior and the generally high observations/parameters ratio which leads to unique and

rapidly-convergent fits. Moreover, the success of this approach is also deeply associated with the

fact that it allows easy chemical interpretations of the molecular electron densities. In fact, due

to the intrinsic atomic partitioning in the pseudoatom definition, the charge density of a molecule

can be simply seen as the sum of atomic electron distributions that are deformed by the presence

of bonding and non-bonding interactions. This important peculiarity, along with the plausible

idea that chemically equivalent atoms (namely, identical atoms with a similar local connectivity)

provide identical contributions to the electron density, has prompted different research groups to

study the transferability of pseudoatoms from small molecules to large biomolecules with iden-

tical subunits.7,8 The results of these investigations have led to the construction of pseudoatoms

libraries, obtained either from experimental electron densities8–10 or from theoretical electron dis-

tributions,11–16 that are currently used to refine charge densities of macromolecules and to predict

electrostatic properties of large systems.

Nevertheless, notwithstanding its great success, the multipole model exhibits some drawbacks:

a) the fitted electron density may be characterized by unphysical negative regions; b) the refinable

coefficients in the multipole expansion may have a strong correlation with the Anisotropic Dis-

placement Parameters (ADPs); c) the number of properties that can be computed directly from the
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fitted charge distribution is limited because the exact functional relation between the ground state

electron density and the ground state wave function is generally unknown. All these problems can

be solved by another family of strategies: the so called wavefunction- or orbital- based methods for

the electron density determination and analysis. Pioneered by Clinton and coworkers,17–24 these

techniques consist in fitting X-ray scattering data to an assumed form for the density matrix23–29 or

the wave function30–37 of the system under investigation and provide a two-center orbital product-

based representation of the electron distribution. Therefore, unlike the multipole model, the wave

function-based strategies allow to obtain electron densities with intrinsic quantum mechanical fea-

tures, but, unfortunately, this results into the loss of the easy chemical interpretability of the charge

distribution, which is one of the strengths of the multipole model.

In this letter we present a new technique for the determination of molecular electron densities,

technique in which we combine the quantum mechanical rigor of the orbital-based approaches with

the ease of chemical interpretation typical of the multipole model. In particular, the new strategy

aims at extracting from X-Ray diffraction data a single Slater determinant built up with Molecular

Orbitals strictly localized (namely, without tails) on molecular fragments (e.g., atoms, bonds or

functional groups) and it can be seen as a combination of the experimental wave function approach

proposed by Jayatilaka31–37 with the method developed by Stoll for the a priori determination of

Extremely Localized Molecular Orbitals (ELMOs).38

As in the Jayatilaka method, we assume that each crystal unit does not interact with the other

ones and we write the wave function for the whole crystal like this:

Ycryst = ’
k

Yk (1)

where all the unit wave functions Yk are formally identical and related to each other through the

crystal symmetry operations. The further approximation of our approach consists in describing

each crystal unit with an ELMO wave function, namely with a single Slater determinant built up

with Extremely Localized Molecular Orbitals. For the sake of simplicity, let us consider the k-th
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crystal unit and let us subdivide it into f fragments (i.e., localization centers such as atoms, bonds

or functional groups), each one characterized by a proper number of ELMOs expanded on a local

basis-set consisting only of the basis functions centered on the atoms belonging to the fragment.

Therefore, if for the i-th fragment the local basis-set of Mk
i atomic orbitals is

n

�

�ck
iµ
↵

oMk
i

µ=1
, the a-th

ELMO of the fragment can be expressed as

�

�jk
ia
↵

=
Mk

i

Â
µ=1

C k
iµ,ia |ck

iµ
↵

(2)

and the ELMO wavefunction for the k-th crystal unit (assuming it as a closed-shell system) as

Yk = Â
h

j k
11 j k

11 . . .j k
1n1

j k
1n1

. . .j k
f 1 j k

f 1 . . .j k
f n f

j k
f n f

i

(3)

where Â is the antisymmetrizer, ni is the number of occupied ELMOs for the i-th fragment and j k
ia

is a spinorbital with spatial part j k
ia and spin part b .

At this stage we consider only the case in which each non-interacting unit corresponds to a

symmetry-unique portion of the crystal unit-cell. This allows to write the unit-cell charge density as

a sum of Nm crystal unit electron densities r j(r) that are related to a reference electron distribution

r0(r) by the unit-cell symmetry operations
n

R j,r j

o

:

rcell(r) =
Nm

Â
j=1

r j(r) =
Nm

Â
j=1

r0(R�1
j (r� r j)) (4)

Eq. (4) is exact provided that r0(r) is not obtained through an isolated crystal unit calcula-

tion. Nevertheless, in our new method this condition is not fulfilled because r0(r) is the electron

density associated with the ELMO wave function Y0 for the reference unit, wave function which

is obtained looking for those Extremely Localized Molecular Orbitals that not only minimize the

ELMO energy of the reference crystal unit, but that also reproduce as much as possible the set of

collected experimental structure factors amplitudes
n

�

�Fexp
h

�

�

o

. In other words, we look for those
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ELMOs that minimize the following functional:

J
h

jjj
i

=
D

Y0

�

�

�

Ĥ0

�

�

�

Y0

E

+l
⇣

c2 �D
⌘

(5)

where Ĥ0 is the non-relativistic Hamiltonian operator for the reference crystal unit, l is the La-

grange multiplier associated with the constraint, D is the desired agreement between theoretical

and experimental values and c2 is the measure of the fitting accuracy between the calculated and

the observed structure factor amplitudes, namely:

c2 =
1

Nr �Np
Â

h

⇣

h
�

�Fcalc
h

�

��
�

�Fexp
h

�

�

⌘2

s2
h

(6)

with Nr as the number of experimental scattering data, Np as the number of adjustable parameters

(in our case only the Lagrange multiplier l ), h as the tern of Miller indexes labeling the reflection,

sh as the error associated with each measure and h as an overall h-independent scale factor that is

determined to minimize the c2 value. Due to the presence of experimental errors in the collected

data, it does not make sense to obtain c2 equal to zero. Therefore, an optimal value for the de-

sired agreement D in Eq. (5) is one, so that the calculated structure factors are on average within

one standard deviation of the experimental values. Furthermore, for the sake of completeness, it

is worth mentioning that for a proper calculation of the structure factors amplitudes
n

�

�Fcalc
h

�

�

o

,

including a proper correction for the thermal vibrational effects, we use the same equations pro-

posed by Jayatilaka and coworkers31,32 (see Supporting Information for further details), with the

only difference that for the Fourier transforms of the basis functions pairs we have implemented

an Obara-Saika scheme39,40 exploiting both vertical and horizontal recurrence relations.41

Now, for the sake of clarity, let us omit subscripts and superscripts corresponding to the refer-

ence crystal unit and, in order to search the ELMOs that minimize the functional defined by Eq.

(5), let us consider the arbitrary variation of J
⇥

jjj
⇤

with respect to the occupied ELMO
�

�j jb
↵

(from

now indicated as d( jb )J ). Introducing the global and the local density operators, which, due to the
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non-orthogonality of the ELMOs, are respectively given by

r̂ =
f

Â
i, j=1

ni

Â
a=1

n j

Â
b=1

⇥

S�1⇤

jb ,ia |j jb ihjia | (7)

and

r̂i =
f

Â
j=1

ni

Â
a=1

n j

Â
b=1

⇥

S�1⇤

jb ,ia |j jb ihjia | (8)

with S as the overlap matrix of the occupied ELMOs, and defining the structure factor operator

Îh =
Nm

Â
j=1

ei2p(R jr+r j)·(Bh) = Îh,R + i Îh,C (9)

where both Îh,R and Îh,C (real and imaginary part of Îh, respectively) are hermitian, we obtain:

d( jb )J = 4
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⌦
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+
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�

(10)

with

Kh =
2h

Nr �Np

h
�

�Fcalc
h

�

��
�

�Fexp
h

�

�

s2
h
�

�Fcalc
h

�

�

(11)

Since the lowest value of the functional is achieved if d( jb )J vanishes for all j and b , we have

that the ELMOs that minimize J ("experimental" ELMOs) are the ones that satisfy the following

equation for each fragment:

(

(1� r̂)F̂(1� r̂ + r̂ j)+l Â
h

Kh Re
n

Fcalc
h

o

(1� r̂)Îh,R(1� r̂ + r̂ j) +

+ l Â
h

Kh Im
n

Fcalc
h

o

(1� r̂)Îh,C(1� r̂ + r̂ j)

)

�

�j jb
↵

= 0 (12)
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Now, adding the following quantities to both hand sides of Eq. (12)

�

�Q1
↵

= r̂†
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�j jb
↵

(13)
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and defining the hermitian operators

F̂ j = (1� r̂ + r̂†
j ) F̂ (1� r̂ + r̂ j) (15)

Î j
h,R = Kh Re

n

Fcalc
h

o

(1� r̂ + r̂†
j ) Îh,R (1� r̂ + r̂ j) (16)

Î j
h,C = Kh Im

n

Fcalc
h

o

(1� r̂ + r̂†
j ) Îh,C (1� r̂ + r̂ j) (17)

we have

F̂ j,exp �
�j jb

↵

=
n j

Â
g=1

⌦

j jg
�

�F̂ j,exp�
�j jb

↵

�

�j jg
↵

(18)

where F̂ j,exp, which is the modified Fock operator for the j-th fragment, is given by:

F̂ j,exp = F̂ j +l Â
h

Î j
h,R + Î j

h,C (19)

Finally, applying a unitary transformation that only mixes the occupied ELMOs of each fragment

among themselves and given the invariance of F̂ j,exp to that transformation, Eq. (18) becomes:

F̂ j,exp �
�j jb

↵

= e jb
�

�j jb
↵

(20)

Therefore, the "experimental" ELMOs are obtained solving Eq. (20) self-consistently for each

fragment using the proper local basis-set deriving from the localization scheme defined a priori. It

is important to observe that, although solved separately, the equations associated with the different

subunits are coupled because each F̂ j,exp operator depends on the global density operator, as it can

be seen from Eqs. (15), (16) and (17).
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Unfortunately, as in the case of the "theoretical" ELMOs, convergence problems in the reso-

lution of modified Hartree-Fock equations (in our case Eqs. (20)) might arise near the functional

minimum38,42 and, therefore, to overcome this drawback, we have devised an algorithm which uses

the information provided by exact first and approximate second derivatives of J with respect to the

ELMOs coefficients (see Supporting Information for their expressions). In particular, following a

strategy successfully used by Fornili et al. for the calculation of the "theoretical" ELMOs,42 we

have adopted a quasi-Newton procedure where an approximate analytic Hessian is calculated only

at the first iteration and, afterwards, it is updated exploiting the Broyden-Fletcher-Goldfarb-Shanno

formula.43

Starting from an existing code for the ELMOs calculation, both the self-consistent resolution of

Eqs. (20) and the quasi-Newton algorithm just described above have been implemented modifying

the version 8 of the GAMESS-UK package,44 which has been also used to perform all the other

calculations that will be mentioned below.

The capabilities of the new technique have been afterwards tested considering the crystal struc-

ture of the L-cysteyne (orthorhombic phase I) determined at 30 K.45 To accomplish this task

we have performed single point unconstrained calculations at the Restricted Hartree-Fock (RHF),

B3LYP and ELMO levels using the Dunning cc-pVDZ basis-set and the molecular geometry ob-

tained from the X-Ray diffraction experiment (see Figure 1). In particular, for the ELMO com-

putation we have adopted a localization scheme almost corresponding to the Lewis structure of

the molecule. In fact, we have defined both atomic fragments, which describe the core electron

and the lone pairs associated with each atom, and bond subunits, which describe each "electronic

couple" between two nuclei, with the only exception of a three-atom fragment for the s and p

electrons of the carboxylic group (see Figure 1). We have used the same geometry, basis-set

and localization pattern for all the "experimental" ELMOs computations, for which we have also

considered the unit cell parameters, the ADPs and the experimental structure factors amplitudes

deposited by Moggach and coworkers with their paper.45 It is important to observe that experi-

mental values characterized by
�

�Fexp
h

�

� < 3sh have been rejected and this resulted in the selection
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Figure 1: Molecular geometry obtained from the X-ray scattering experiment. The red frame
shows the three-atom fragment defined for the s and p electrons of the carboxylic group.

of 1482 structure factors amplitudes all corresponding to low Fourier components, namely all cor-

responding to the so called valence electron density. This is the reason why we have decided to

perform two different types of "X-ray constrained" ELMO calculations that, from now on, will be

indicated as ELMO-XC/OPT and ELMO-XC/FRZ. While the former consist in a full determina-

tion of all the Extremely Localized Molecular Orbitals against the experimental scattering data, in

the latter the ELMOs describing the core electrons are the ones obtained from the unconstrained

ELMO calculation and are kept frozen during the computations. Both the ELMO-XC/OPT and

the ELMO-XC/FRZ calculations have been performed with successively larger values for the La-

grange multiplier l , in particular from l = 0 (unconstrained ELMO computation) to l = 0.7 with

0.05 l -steps.

After performing the calculations, we have analyzed the effect of l on the c2 agreement statis-

tics. As we can observe from Figure 2, the trends for the two types of "X-Ray constrained" ELMO

calculations are essentially identical and characterized by an initial sharp decrease in the c2 value,

which means that only a small amount of fitting can significantly improve the agreement with the

experimental data. The only small difference consists in the fact that the convergence towards

the desired agreement (c2 = 1.0) is slightly slower in the ELMO-XC-FRZ case. In fact, in the

ELMO-XC/OPT calculations the c2 value starts being lower than 1.0 approximately from l equal

10



Figure 2: Variation of the c2 agreement statistics in function of the Lagrange multiplier l for (A)
the ELMO-XC/OPT and the (B) ELMO-XC/FRZ calculations.

to 0.45, while in the ELMO-XC-FRZ computations this occurs roughly from l equal to 0.5. The

extreme similarity of the trends shown in Figures 2A and 2B is a consequence of the fact that the

experimental structure factors amplitudes considered in our calculations mainly refer to the va-

lence electron density and, therefore, optimizing the "core" ELMOs against the experimental data,

as in the ELMO-XC/OPT calculations, does not significantly improve the agreement statistics. Fi-

nally, as already mentioned above, it is meaningless to force the fitting much beyond c2 = 1.0

and, in the following analyses, unless otherwise stated, we will refer to the ELMO-XC/OPT and

ELMO-XC/FR wave functions as those constrained ELMO wave functions obtained for l = 0.45

and l = 0.5, respectively.

In Table 2 we have reported the c2 and energy values corresponding to all the performed cal-

culations and, as expected, the unconstrained ELMO wave function provides the worst statistics

agreement with the experimental data. This agreement improves using the RHF and B3LYP meth-

ods, even if the c2 values are still far from an acceptable experimental error range, which, as
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already observed, is reached through the ELMO-XC/OPT and the ELMO-XC/FRZ wave func-

tions. Before analyzing in detail the fitting effects on the electron density, it is worth noting that

Table 1: c2 agreement statistics and energy values for the analyzed unconstrained and con-
strained wave functions.

Method c2 Energy (a.u.)
ELMO 4.12 -719.10
RHF 3.87 -719.23
B3LYP 3.81 -721.77
ELMO-XC/OPT 0.99 -718.84
ELMO-XC/FRZ 0.98 -718.82

in Table 2 the energies associated with the constrained ELMO wave functions are higher than all

the other ones, especially than the one corresponding to the unconstrained ELMO wave function.

This is in line with what has been already observed by Jayatilaka and coworkers,33,37 and it can

be simply explained as follows. In a "theoretical" ELMO calculation we look for those ELMOs

coefficients that correspond to a minimum point on the energy hypersurface. When we extract an

"experimental" ELMO wave function from X-ray scattering data, we introduce an additional con-

straint (see Eq. (5)) without providing a new variational parameter and, therefore, the coefficients

of the "experimental" ELMOs are the ones that correspond to the minimum point on the functional

hypersurface, which is different from the minimum energy point.

To further study the effects of the wave function fitting, we have compared the unconstrained

ELMO electron density with two ELMO-XC/OPT charge distributions: the converged one and the

intermediate one obtained for l = 0.20 (indicated as ELMO-XC/OPT0.20), which shows how the

charge density changes during the fitting procedure. Furthermore, to better distinguish the effects

of the crystal environment, we have also considered the comparison of the unconstrained ELMO

electron density with the RHF and B3LYP ones. From Figures 3 and 4 (see also Supporting

Information for two-dimensional plots relative to other molecular planes) it is possible to note

that one of the main fitting consequences consists in a large redistribution of the electron density

around the nuclei, such as the evident depletion of charge in the lone-pairs region of the oxygen

atoms. This decrease in electron density is common to the RHF and B3LYP methods, but in the
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Figure 3: Two-dimensional plots of electron density differences in the plane of the car-
boxylic group: (A) r(RHF)-r(ELMO), (B) r(B3LYP)-r(ELMO), (C) r(ELMO-XC/OPT0.20)-
r(ELMO), (D) r(ELMO-XC/OPT)-r(ELMO). The contours are at linear increments of 0.01 a.u.
from -0.1 a.u. to 0.1 a.u., with negative contours in blue and positive contours in red.
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Figure 4: Three-dimensional plots of electron density differences: (A) r(RHF)-r(ELMO),
(B) r(B3LYP)-r(ELMO), (C) r(ELMO-XC/OPT0.20)-r(ELMO), (D) r(ELMO-XC/OPT)-
r(ELMO). The isosurface value is set to 0.025 a.u., with negative isosurfaces in blue and positive
isosurfaces in red.
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ELMO-XC cases it is more distinct and it is also combined with a simultaneous increase in the

charge distribution close to the same oxygen atoms. Another important unique effect of the fitting

to the crystal environment is represented by the reduction of charge in correspondence of all the

C-H and N-H bonds. A shift of charge from the nitrogen atom to the Ca atom and, in analogous

way, from the carbon atom to the oxygen atoms in the carboxylic group are also noteworthy and it

is possible to observe that they are just sketched in the B3LYP plots. For the sake of completeness,

it is important to note that in proximity of the sulfur atom the ELMO-XC charge redisributions are

characterized by an increase in electron density, which is completely missing in the RHF case and

which is even replaced by a charge depletion if we consider the B3LYP method.

Finally, in order to have a more quantitative picture of the fitting effects, we have computed

the values of some similarity indexes between the unconstrained ELMO charge distribution and

the other electron densities just mentioned above. In particular, we have considered two indexes

that allow to compare point-by-point two electron distributions in the real space: the Real-Space R

value (RSR), which is defined as

RSR(rx,ry) = 100

np

Â
i=1

�

� rx(ri)�ry(ri)
�

�

np

Â
i=1

�

� rx(ri)+ry(ri)
�

�

(21)

where np is the number of electron density grid points, and the Walker-Mezey similarity index

L(rx,ry,a,a0), which compares two charge densities in the space bound by the isosurfaces char-

acterized by the values a and a0 (see Supporting Information for further details).46 For the sake of

clarity, it is important to note that a complete similarity corresponds to values of RSR and L equal

to zero and 100, respectively. From Table 2 it is easy to observe that, in agreement with Figures

3 and 4, the electron distributions associated with the constrained ELMO wave functions are the

least similar to the unconstrained ELMO charge density. Furthermore, since the Walker-Mezey

index allows to study the electron densities similarity in different regions simply changing the iso-

surface values a and a0, it is important to note that the discrepancies between the constrained and
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unconstrained ELMO charge distributions are more pronounced far from the nuclei (see the index

L(0.001,0.01) in Table 2) than in the region close to nuclei (see the index L(0.1,10)).

Table 2: Values of the similarity indexes associated with the comparison of the ELMO elec-
tron density with the RHF, B3LYP, ELMO-XC/OPT0.20 and ELMO-XC/OPT charge distri-
butions.

Comparison Vs. ELMO RSR L(0.001,10) L(0.1,10) L(0.01,0.1) L(0.001,0.01)
RHF 0.55 96.85 98.85 97.55 95.80
B3LYP 1.04 94.25 97.74 95.67 92.31
ELMO-XC/OPT0.20 1.65 91.30 96.23 93.89 88.08
ELMO-XC/OPT 2.15 89.12 95.11 92.16 85.26

To summarize, in this letter we have proposed a new wavefunction-based technique for the

determination and the analysis of molecular electron densities from high-resolution X-ray scatter-

ing data. Our preliminary tests on a crystal structure of the cysteine at 30 K have shown that to

obtain Molecular Orbitals strictly localized on small molecular fragments (e.g., atoms, bonds or

functional groups) reproducing a set of measured structure factors amplitudes within a predefined

accuracy is straightforward. The determination of Extremely Localized Molecular Orbitals from

X-Ray diffraction data allows to easily analyze the molecular charge distributions in terms of usual

chemical concepts (as in the multipole model) and, at the same time, to obtain quantum mechan-

ically rigorous electron densities (as in the orbital-based approaches) that can be used to compute

many important properties. Furthermore, given the reliable transferability of the Extremely Local-

ized Molecular Orbitals,47–50 the construction of "experimental" ELMOs databases can be seen as

a possible alternative to the existing pseudoatoms libraries.
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Supporting Information Available

Details about the computation of the structure factors, expressions of the functional first and second

derivatives with respect to the ELMOs coefficients and details about the Walker-Mezey similarity

index. Figure S1: two-dimensional plots of electron density differences in the N-Ca -Cb plane.

Figure S2: two-dimensional plots of electron density differences in the Cb -S-H plane. This

material is available free of charge via the Internet at http://pubs.acs.org/.
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