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Abstract 

Allostery is a general phenomenon in proteins whereby a perturbation at one site reverberates 

into a functional change at another one through modulation of its conformational dynamics. 

Herein, we address the problem of how the molecular signal encoded by a ligand is differentially 

transmitted through the structures of two homologous PDZ proteins: PDZ2, which responds to 

binding with structural and dynamical changes in regions distal from the ligand-site, and PDZ3, 

which is characterized by less intense dynamical variations. We use novel methods of analysis of 

MD simulations in the unbound and bound states to investigate the determinants of the 

differential allosteric behavior of the two proteins. The analysis of the correlations between the 

re-distribution of stabilization energy and local fluctuation patterns highlights the nucleus of 

residues responsible for the stabilization of the 3D fold, the stability core, as the substructure that 

defines the difference in the allosteric response: in PDZ2 it undergoes a consistent dynamic and 

energetic reorganization, while in PDZ3 it remains largely unperturbed. Specifically, we observe 

for PDZ2 a significant anticorrelation between the motions of distal loops and residues of the 

stability core and differences in the correlation patterns between the bound and unbound states. 

Such variation is not observed in PDZ3, indicating that its internal energetics and dynamics are 

not affected by presence/absence of the ligand. Finally, we propose a model with a direct link 

between the modulation of the structural, energetic and dynamic properties of a protein and its 

allosteric response to a perturbation. 
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Introduction 

Proteins oversee most of the essential functions in cells through finely tuned structural 

dynamic mechanisms determined by intra and intermolecular interactions. Experimental and 

theoretical studies have provided fundamental insights into some of the basic principles 

underpinning the connection between structure, dynamics and function 1-7. It has been shown that 

proteins are best described as dynamical entities that explore a range of substates in a finely 

regulated equilibrium. Conformational dynamics plays a key role in facilitating transitions 

among different substates, endowed with different functions or recognition properties and 

compatible with specific cellular requirements 8-10. One of the central mechanisms that modulate 

these transitions is allostery, which can be defined as any process in which an event at one site 

on a protein or complex impacts the function, by altering the dynamics, or distribution of 

conformations, of another site. More generally, even in the absence of a known functional effect, 

it is more and more evident that changes in dynamics upon ligand binding are not confined 

locally at the perturbation site but can extend across the macromolecule, as a global adaptation of 

the system to compensate the perturbation. In this broader definition, allostery applies to single-

domain as well as to multidomain proteins and complexes, where molecular perturbations can be 

propagated through the structure determining a change in dynamics and possibly in function 

even in the absence of substantial conformational changes 4, 11.  

Such realization has set the basis for renewed interest in understanding the molecular 

determinants of allostery and discovering allosteric sites, shedding light on fundamental 

(dis)regulation mechanisms in cells, giving access to new possible sites for drug discovery 12-14, 
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and ultimately opening new opportunities for biotechnological 15 and therapeutic exploitation 16. 

A broad range of experimental methods has been used to study allostery, including NMR 17, 18 

and EPR spectroscopy 19, X-ray crystallography 20 and fluorescence (FRET) spectroscopy 21. 

Despite the high level of sophistication, experimental techniques are still limited in providing 

insight at an atomic level into the process of allosteric signal transmission itself. In most cases, 

allosteric sites and pathways are identified after mutational, structural, and thermodynamic 

characterization of binding with allosteric modulators (proteins, peptides, or small-molecules) 

that are either known or discovered empirically 13. Computational biology approaches offer a 

valid complement to characterize intramolecular allosteric mechanisms at an atomic level and 

generate a theoretical framework for the general understanding of the phenomenon.  

One of the most used approaches is the Statistical Coupling Analysis introduced by Ranganathan 

22, 23 where pairs of residues that are co-mutated in multiple sequence alignments are used to 

identify coupling between protein sites and their connecting pathways. Alternative sequence-

based methods to identify allosteric networks have also been described 24. Other computational 

approaches to allosteric mechanisms focus on protein structure and dynamics. The concept 

underlying most of these methods is that it is possible to detect long-range coordination and 

propagation pathways connecting the ligand-binding site to the distal responding regions, by 

analyzing the correlations between the motions of the different parts. Such approaches range 

from coarse-grained normal mode analysis 25-28, and elastic network models, such as in PSN-

ENM 29, 30, which make use of a single structure vibrating around a reference native 

conformation, to coarse-grained nonlinear network models 31, to ensemble methods based on all-

atom descriptions of the proteins and dynamics simulations32. In the latter methods, Monte Carlo 

or MD-based results and ensembles are analyzed using principal components analysis, 
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quantification of the interatomic correlations by means of information theory approaches, which 

allows identifying networks via mutual information based methods 33, 34, dynamical network 

analysis 35, 36 and the characterization of local folding/unfolding 37, 38. A complementary approach 

focuses on energy couplings instead of motions and tries to define pathways connecting the 

ligand binding site to other protein regions by evaluating the network of non covalent 

interactions, either by means of structure-based networks 39 or by means of Molecular Dynamics 

40. The detection of modulations in the coupling network or the presence of cross-correlations 

between couplings is used to define pathways connecting the ligand binding site and distant 

regions.  In most approaches the comparison between the network in the bound and unbound 

states at equilibrium, illuminate modulation patterns from which a pathway of similarly 

responding residues is defined. Other methods introduce localized thermal or mechanical 

perturbations and monitor the subsequent response of residues as the protein relaxes back to 

equilibrium 41, 42. 

In the literature, a significant number of theoretical approaches aimed at deciphering allosteric 

phenomena in proteins have been validated using PDZ as a model system, either focusing on 

fluctuations and on interaction energies. PDZ domains (the acronym comes from the synapse-

associated protein PSD-95/SAP90, the septate junction protein Discs-large, and the tight junction 

protein ZO-1) constitute a family of recognition domains, which are found in several unrelated 

proteins. Their function consists of binding the C-terminal ends of interacting partners and 

participating in signal transduction mechanisms or acting as scaffolding element 43, 44. The fold is 

very conserved among PDZ domains, in spite of a rather variable sequence.  In particular, one of 

the family members, PDZ2 has been shown to respond to peptide binding with a structural and 

dynamical modulation of loop regions distal from the ligand site 45. In contrast, PDZ3, is 
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characterized by the absence of strong dynamic and structural variations at regions located either 

near of far from the ligand site 46. However, it has been interestingly shown that the dynamical 

modulation upon binding in PDZ3 is recovered by deleting the C-terminal helix H3 47.  

 In particular, a functional role for the structural and dynamical allostery observed in PDZ2 

upon binding has been hypothesized. Specifically, it has been observed that the distal region 

comprising helix H1 and beta strand 1, far from the binding site, interacts with the PDZ1 domain 

adjacent to PDZ2 in PTP-BL, thereby modulating the peptide binding specificity of PDZ2 48.  

     

In this paper, we will explore the allosteric communication in two different representative PDZ 

domains by using Molecular Dynamics, with the aim of correlating the modulation of 

fluctuations to the global structural and energetic rearrangements occurring through the protein 

upon binding. In this context, we will analyze PDZ2 from tyrosine phosphatase PTP-1E, and 

PDZ3 from the synaptic protein PSD-95. The two domains, which show a sequence identity of 

38%, differ for the presence of a C-terminal structural element, namely helix H3, which is 

present in PDZ3 but not in PDZ2. These proteins represent ideal test systems to analyze the 

molecular determinants at the basis of differential allosteric responses. 

To gain an atomistic understanding of the molecular reasons that determine the differential 

behavior, we focus on the internal energetics and the fluctuation patterns of the conformational 

ensembles in the unbound and bound states of each protein. We observe that in PDZ2 the 

structure is partly rearranged and the stabilization energy is significantly redistributed in the 

absence of the ligand compared to the bound state, indicating a structural reorganization of the 

residues forming the energy core. In contrast, in PDZ3 the stability core is less modulated by the 

ligand and the pattern of important stabilizing energetic interactions is highly conserved in the 
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bound and unbound cases. Interestingly, the stability core is in direct contact with the ligand in 

both cases. At the same time distal loop fluctuations are observed to vary in PDZ2, upon 

changing the binding state, indicating that such dynamic variations may be coupled to the 

energetic reorganization of the core.  

The analysis of the correlations between the time evolution of stabilizing energy and residue 

fluctuations shows for PDZ2 a significant modulation of the motions of dynamic loops 

anticorrelated to the energy core residues, which we compare to existing experimental data. 

Based on these observations we propose a direct atomistic link between the modulation of the 

global energetic properties and the internal dynamics of a protein in determining its allosteric 

response to a certain perturbation. While based on PDZ domains as test systems, we envisage our 

method as fully general and immediately transferable to other different systems.   

 

 

Results and Discussion 

 

PDZ2 from protein tyrosine phosphatase PTP-1E , in its free state (PDB structure: 3LNX) and 

in complex with the RAGEF2 C-terminal peptide, (sequence: ENEQVSAV) (PDB structure: 

3LNY) 49 were simulated for 400ns in explicit solvent. The same protocol was applied to PDZ3 

from the synaptic protein PSD-95, both in complex with the pentapeptide CRIPT (sequence: 

KQTSV), and in the unbound state (PDB structures: 1BE9  and 1BFE  50).  

Moreover, two additional groups of simulations were performed to investigate the role of helix 

H3 and the terminal beta sheet (the additional structural elements characterizing only PDZ3) in 

the stabilization and binding properties of PDZ3: to this end, a PDZ3 construct truncated at helix 
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H3 was modeled in both the peptide-bound and unbound states, and each new construct was 

simulated for 400ns. 

For every system, two independent trajectories were produced as described in Methods. 

The conformational and dynamic properties of the different systems were first characterized by 

the analysis of a set of classical structural parameters.  

Structural changes. Overall, the secondary structures of all systems are stable during MD, 

indicating convergence of the simulations. Interestingly, the C-alpha RMSD values show a 

marked increase especially in PDZ2, up to 5 Å in the unbound state, suggesting a significant 

conformational modulation. When comparing the average structures, calculated over the whole 

trajectory, with each other and with the crystal structure of the unbound state (Figure 1A, 1B, 

1C), a significant rigid rearrangement of helix H2 is visible in one of the two unbound 

trajectories (C-alpha RMSD vs crystal structure = 3.9 Å), while the other one remains closer to 

the starting structure (RMSD below 3 Å). The bound state trajectories (Figure 1D, 1E, 1F) stay 

overall closer to the crystal structure. However, both the bound and the unbound states of PDZ2 

show an early unfolding of helix H1, occurring within 10ns after equilibration and coupled to the 

formation of an aromatic interaction between His53 and Phe7 (see Supplemental Information 

SI9). A few refolding events are also observed during the MD. This dynamic behavior of helix 

H1 can therefore be related to the high mobility of the N terminal strand. Interestingly, these 

results are corroborated by the recent observation of helix H1 unfolding in MD simulations of 

PDZ2 from protein tyrosine phosphatase PTP-1E 51.  

Cluster analysis (Supplemental Information SI1) confirms a population of different 

conformations for PDZ2, particularly in the absence of ligand. In the unbound state, the loop 

next to the binding site of PDZ2, L23, explores different arrangements, and frequently contacts 
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the strand preceding H2. Coupled to this is the variability in the orientation of helix H2. 

Moreover, upper loops L12 and L56 populate different conformations, with L12 bending toward 

helix H2. Conversely, in the bound state loop L23 interacts with the ligand, which also 

coordinates H2, reducing its orientation freedom (see Supplemental Information SI1).  

In contrast, the overall arrangement of PDZ3, including the loops, is in general conserved during 

the trajectories of both the bound and the unbound state (see Figure 2), as confirmed by cluster 

analysis (Supplemental Information SI2). A notable exception is given by the C-terminal beta 

sheet, which is found in different conformations in the unbound state, and again by loop L12, 

which is more variable in the bound state. However, comparison to the MD average 

conformation and X-ray structure of the apo PDZ3 (PDB: 1BFE50) yields an RMSD value of 2.3 

Å for the bound state and 3.1 for the unbound state average conformation, respectively (2.6 if 

excluding the last 20 residues). Compared to the crystal and also to the average peptide bound 

MD structures, the main difference between bound and unbound states arises from the 

arrangement of loop L12 and from a tilting of helix H2 towards the interior of the binding site in 

the unbound state simulation. The different orientation of the helix was already discussed as a 

ligand modulated event in previous studies52. However, our data show that the rigid displacement 

of helix H2 is much more pronounced in PDZ2 than in PDZ3. Interestingly, recent NMR data 

and MD simulations of the same PDZ2 system in the presence of a photoswitch in the binding 

site probed the rigid conformational dynamics of H2 mimicking ligand binding 51.   

Moreover, a recent MD-based study on the promiscuity of different PDZ domains 53 highlighted 

BTPL-PDZ2 as the family member whose binding site, albeit rigid, mostly deviates from the 

bound state when simulated in the apo conformation, suggesting a significant induced-fit 

component upon ligand binding. 
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Fluctuations. The RMSF fluctuation profile was calculated considering residue motions with 

respect to the average position and updating the average structure each 10ns of trajectory, both 

for the bound and for the unbound state. The resulting profile in Figure 3, shows the profiles 

obtained for bound state (red) and unbound state (black), respectively. In PDZ2, the presence 

(absence) of the ligand reverberates in a modulation of the fluctuations in several regions. 

Overall, fluctuations are higher in the absence of ligand, around residues 20-27 (binding site, 

beta strand 2 and loop L23), 36, 38-39, 52-60 (L34), and 73,79 (H2). In contrast, they increase in 

the presence of the ligand at residues 43,50. 

The modulation pattern observed in PDZ2 over 400ns MD shows agreement with 

experimentally measured dynamical changes at the single residue level, derived in particular 

from NMR measurements of methyl relaxation7,49,54. In those studies, distal surface 1 comprising 

methyl containing residues 61-64, 66, 69, 81, 87, corresponding to beta strand 4, loop L45, beta 

6, as well as distal surface 2, made of residues 39 and 40 before helix H1 were shown to be 

modulated on the ps-ns scale upon binding. Restrained Molecular Dynamics 55, based on the 

same NMR-derived restraints, was able to reproduce a dynamic modulation pattern 

corresponding to the experimental data.  

Some ligand effects on residue fluctuations are also visible in PDZ3 (Figure 3). There is an 

increase in fluctuations in the bound system at residues 317-320 (L12) as well as at residues 343-

345 at strand 3 and helix H1. Moreover, the C-terminal residue 405, below H3, is significantly 

more rigid with the ligand. The remaining part of the protein profile does not show a univocal 

ligand-dependent behavior and, in particular, the local fluctuations minima, corresponding to the 

most rigid spots, are not modulated by the ligand. This points to a difference between PDZ2 and 
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PDZ3 domains in terms of their dynamical response to the ligand state, namely a higher ligand-

dependent plasticity for PDZ2 and a modulation localized in the C-terminal end for PDZ3.  

These data are overall corroborated by experimental observations based on a combination of 

NMR, ultrafast kinetics and mutation analysis performed by Gianni et al 56, who showed that 

PDZ3 does not undergo the conformational changes and structural modulations observed upon 

binding for PDZ2.  

Ligand-protein interactions. We first examined the energetic impact of the ligand on each 

residue by calculating the average non-bonded interactions, namely van der Waals and 

electrostatic terms, between the bound peptide and the protein amino acids (Figure 3, green 

profile). Residues sensing the ligand will show a non-zero energy coupling during the MD 

trajectory and are located at short distance from the peptide. 

The average ligand binding hotspots observed for PDZ2 and PDZ3 comprise beta strand 2 (res. 

17 to 28 in PZDZ2 and residues 320 to 330 in PDZ3) and helix H2 (70 to 80 in PDZ2 and 372 to 

380 in PDZ3) forming the binding groove. Interestingly, also beta strand 3, adjacent to the 

binding strand (residues 32-43 in PDZ2 and 335-345 in PDZ3) experiences a direct interaction 

with the ligand.  

In PDZ3, part of the C-terminal domain (residues 400-410) only marginally interacts with the 

ligand (at res. 399 and 400). Yet its motions are largely increased in the absence of the bound 

peptide. Similarly residues 317-320, whose fluctuations decrease in the absence of the ligand, do 

not directly interact with the peptide, as shown by the analysis of the protein-ligand energy 

coupling profile. An interesting difference in the binding mode of the two proteins involves helix 

H2 and the conserved Histidine (His 71 in PDZ2, His 372 in PDZ3), whose interaction with the 

peptide is more intense in PDZ3. 



 13 

  The residue-based profile of ligand interactions can be compared to the mutational profile of 

ligand affinity changes for PDZ3 in 57. Most mutations affecting the binding affinity, identified 

by MacLaughlin et al.57 are indeed residues that directly interact with the ligand in our 

simulations, with the exception of single residues like 349 and 353. 

 

Protein internal energy and its modulation by ligand binding.  Here we address the 

question of how the local interactions between protein and ligand can modulate the stability of 

the structure, possibly inducing the experimentally observed dynamic modulation, even without 

being reflected in a substantially different average structure. In order to investigate the effect on 

the intra protein interaction energy induced by ligand binding, we compare the overall 

stabilization energy distribution of the proteins in the free and bound states using the Energy 

Decomposition Approach58, 59-61. By means of this method, one is able to extract from a residue-

residue coupling energy matrix, containing all pair non-bonded electrostatic and van der Waals 

terms, the essential interactions responsible for the stability of the fold (see Methods). The first 

eigenvector profile recapitulates a ranking of the most significant residues involved in stabilizing 

interactions and its peaks define the stability core. Proteins with similar fold share a similar 

profile, that is largely determined by the residue-residue packing and hence by the structure. The 

profile is thus a sensitive measure of the architecture of side chain-side chain interactions within 

the protein. 

Here, we evaluate the energy eigenvector profile from the average energy matrix, calculated 

over the whole trajectory for each of the simulated systems (Figure 4 and Supplemental 

Information SI3). As explained in the Methods section, we can neglect the ligand when 

analyzing the bound trajectory and observe the change in the intra-protein interactions, as if the 
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ligand were an external bias. A change in the eigenvector profile between bound and unbound 

state indicates therefore a global structural effect of the ligand. In parallel, we can evaluate the 

profile of the first eigenvector of a matrix where the average ligand-protein interactions are 

explicitly considered on the diagonal and their contribution is hence accounted for in the first 

eigenvector. By comparing the bound state to the unbound state eigenvectors, and the bound 

state eigenvectors where ligand is included or excluded, we can discriminate to what extent 

ligand binding is associated with a global reorganization of the core in the protein. 

In PDZ2, the profile of the first eigenvector for the bound state calculated without considering 

the energy of the ligand (red line in Figure 4) points to a well defined stability core that includes 

the N and C terminal ends (residues 4-6 and 85-90 downstream of helix H2) and residues Thr23, 

Tyr36, Asp56 and Arg57. In contrast, in the unbound state (Figure 4, black line), the ranking of 

the stabilizing contributions is significantly altered, especially in the trajectory characterized by 

the stronger re-orientation of helix H2, but to a lesser extent, in the second one (see 

Supplemental Information S1, S3, S11). In particular, the peaks of N and C terminal core 

residues, as well as 36, 56 and 57 are reduced relative to residues 60-79, including H2. 

Structurally, the relative average destabilization of the core, in the unbound state is visible as 

rearrangement of residues, such as Tyr 36 in strand 3, which starts flipping back and forth from 

the binding site toward the termini after about 50-70ns, and goes along with a population of 

arrangements of loop L23 and helix H2 (see cluster analysis in Supplemental Information S1). 

When considered explicitly (green line versus red line), the ligand adds stabilizing energy, i.e. 

relatively increases the peaks of strand 2 near the binding site, especially of residues 21,22,23-

26, but also of the already mentioned core residues on strand 3. 
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In PDZ3 (Figure 4 and S3 center panel, Figure S11), the profile of the first eigenvector is 

dominated by the C-terminal region, comprising helix H3 and the subsequent beta sheet. Other 

relatively relevant peaks include residues 327, 337, 355,356, 358-360, which contribute to the 

stability core and, if aligned to PDZ2 as in Figure 4, correspond to the same core region 

(23,36,56,57) found there and stabilized by the ligand. In contrast to PDZ2, (black profile in 

Figure 4, center panel), the stabilization profile for PDZ3 does not change significantly in the 

unbound state, except for the region around 325 and 360, as well as, more intensely, at the  C-

terminal residues 400-403, at the C-terminal end of helix H3, whose peaks are lower. 

Structurally, the energy modulation is coupled to a partial unfolding of the terminal beta sheet, 

observed in both MD trajectories. If the explicit ligand energy is considered in the energy 

calculation (compare red and green profile in Figure 4), its main contribution to stabilization is 

located at the helical binding site region H2, around residue His 372. In PDZ3, the core element 

Phe337, corresponding to PDZ2 Tyr36 flipping, is kept stable by the interactions with the 

aromatic residues of helix H3, Tyr398 (Figure 1), both in the presence and in the absence of the 

ligand.  

We summarize our findings on energetic as well as dynamic modulation upon binding in a 

residue-based representation in Table 1. There, we also compare our data with two reference sets 

of results, one investigating the effects of mutations identified from SCA coupling23 and the other 

reporting NMR-based relaxation measurements where available, namely for PDZ2. {Fuentes, 

2006 #13016}. The modulation of the energy eigenvector of PDZ2 involves regions including all 

residues identified by SCA, such as 20,24,25,34,61,62,75,79,85. Consistently, those regions are 

affected dynamically in our MD simulations in agreement with experimental relaxation 

measurements. Interestingly, other regions, such as distal surface 2, residues 40-45, are not 



 16 

included in the SCA set, yet they show dynamical modulation both in experiments and in our 

simulations. Similarly, in PDZ3 the SCA residues fall into energy modulated regions, which 

however cover shorter stretches with respect to PDZ2. Interestingly, in PDZ3 the energy 

modulation is not accompanied by a significant modulation of fluctuations in the same regions of 

the domain. 

We conclude that, the energy eigenvector calculated in the bound and in the unbound state is 

able to capture significant differences in the modulation of PDZ2 and PDZ3 upon ligand 

binding/unbinding in agreement with the SCA analysis. While the average structure in solution 

does not show global differences between bound and unbound state in the different cases, with 

the exception of the repositioning of helix H2 in one trajectory of PDZ2 (see Figure 1), the 

energy eigenvector and in particular the core residues can change upon binding. Also, in the 

unbound state of PDZ2 we see a complex conformational ensemble, characterized by different 

arrangements of the binding site involving helix H2 and loop L23. Therefore, according to our 

data, the impact of the ligand on the global structural fluctuations around the binding site and 

possibly affecting the overall fold, is more evident in PDZ2 than in PDZ3. The structural 

stability of the latter points to a structural preorganization for binding, which can be related to 

the higher thermodynamic stability of PDZ3 with respect to PDZ2 62 . 

Given these findings, we hypothesize that the dynamic allostery experimentally observed in PDZ 

is associated to the modulation of core residues. The latter is more evident in PDZ2, where the 

unbound state is characterized by an alternative arrangement of the binding site, and 

correspondingly, of core structures; upon binding, the ligand stabilizes one binding site 

arrangement and correspondingly, one stabilization profile and one core structure.  If this is the 

case, we should be able 1) to quantify a connection between the change in energy of core 
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residues and the fluctuations, which allows us to define the allosterically responding sites as the 

ones related to the core energy and 2) to isolate the differences responsible for the differential 

behavior of PDZ2 versus PDZ3. As to the second point, we address the question whether the 

main structural differences between PDZ3 and PDZ2, namely helix H3 and the C-terminal beta 

sheet, which apparently absorb the main destabilization provoked by removing the ligand, are 

also responsible for the reduced dynamical response of the PDZ3 domain upon unbinding and 

the enhanced preorganization of the binding site. To shed light on this aspect, we simulated the 

PDZ3-Delta construct, obtained by deleting helix H3 and C-terminal strand and compared the 

results in the following section. 

 

Comparison with PDZ3-Delta construct. The PDZ3 construct lacking the terminal 25 

residues was simulated for 400ns. The cluster analysis (Supplemental Information SI4) shows a 

stable bound state with no significant changes in the binding site and helix H2 with respect to the 

starting structure. In the unbound state, a set of representative conformations with higher 

variability of the loop elements and orientation of helix H2, and overall stable secondary 

structure elements, characterize the protein structural ensemble. In spite of the increased 

conformational variability resembling PDZ2, the fluctuation profile obtained for the PDZ3 

construct on the 10ns timescale is overall conserved and rather similar to the longer PDZ3 

sequence (Supplemental Information SI5).  In particular, no ligand-dependent modulation of the 

fluctuations is observed beyond residue 346 in helix H1.  

  

However, in contrast to the fluctuation data, even if the coupling energy between peptide and 

truncated PDZ3 molecule is conserved with respect to the non-truncated version (Supplemental 
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Information SI5), with the obvious exception of the interaction with residue 400, now missing, 

the stabilization energy profile of truncated PDZ3 (Figure 4 lower panel) is significantly 

modulated. It namely becomes more similar to the PDZ2 case, in that some energy modulation 

affects the N terminal strand, namely residues 310-320 (stabilized by the ligand). In contrast to 

PDZ2, however, the remaining hydrophobic core peaks 337, 355, 357, 359-360, are not 

destabilized in the unbound state. A high peak at the coordinating Histidine in helix H2, residue 

372, due to interactions with the ligand (Figure 4) is present, and was already observed in the 

non-truncated construct, while it did not occur in PDZ2. According to our analysis, the truncated 

PDZ3 shows an intermediate behavior between PDZ2 and the full PDZ3 in terms of structural 

rearrangement of the binding site and average energy core modulation. 

The residual discrepancy in the modulation of the stability core between the truncated PDZ3 

construct and PDZ2 might be related to the different chemical and packing properties of the 

residues defining strand 2 and the shorter loop L23, which reduces the intrinsic motion 

accessible to this region. Indeed, the comparison of the first eigenvectors for the unbound states, 

taking the sequence alignment into account, shows that the sequence of strand 2 in PDZ3, 

FNIIGG, corresponds to ISVTGG in PDZ2. Phe326, Ile328 in PDZ3 provide better and more 

ordered packing than Ile20, Val22 in PDZ2. The critical role played by the substitution Ile-Phe at 

position 20 in enhancing the stability of the domain upon ligand binding was experimentally 

evidenced by mutational studies of PDZ2 in 54. Moreover, although the energy eigenvector shows 

a clear modulation both in the bound and unbound state indicating a reasonable convergence of 

this measure (Figure 3, S3 and S11), we cannot exclude that some discrepancy between our 

fluctuation analysis and the experimental data in 47 , as well as some deviation in the fluctuation 

profile observed in Figure 3 for the unbound state, may arise from a residual non-equilibrium 
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behavior of the truncated system, due to the removal of a significant portion of the chain, which 

might require even longer simulations to be overcome. This should be taken as a critical caveat, 

although the general consistency of the results with the hypotheses and data from multiple runs 

supports the validity of the approach.  

 

Cross correlation between energy and fluctuations. 

Overall, our results suggest a cross talk between the binding site (beta strand 2, loop L23 and 

helix H2), the stability core and the motions of the upper loops in PDZ2 and to a smaller extent 

in the truncated version of PDZ3. With the aim of exploring the relationships between 

fluctuations and energy modulation of the core, time dependent correlations of energy and 

fluctuations were investigated, both in the unbound- and in the bound-state simulations.  

To this end, we built one residue-based time dependent representation of the stabilization energy 

contribution shared by each amino acid and one showing the progress of its spatial fluctuation 

(see Methods). Representative time dependent plots are shown in Supplemental Information 

Figure S6.  We evaluated the cross correlation coefficient, at time lag=0, between the fluctuation 

time series of each residue, and the energy time series of any other residues. We expect a 

positive correlation value if the energetic destabilization of a residue is coupled to the increased 

motion of another residue, and a negative correlation if the energetic stabilization of a residue is 

coupled to the increased motion of another residue (and vice versa). 

 To compare two different trajectories of the same system, we introduced a significance 

threshold for the (positive or negative) correlation coefficient between any two residues, namely 

we chose to retain only correlation coefficients for which the probability of occurring by chance 

is less than 1%, p<0.01.  Then we searched for residue pairs showing a significant correlation of 
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the same kind in both MD trajectories of the same system. We notice here that the correlation 

analysis can also be carried out on two single energy and fluctuation time series from the 

trajectory obtained by concatenating the two independent runs. By filtering out correlation 

coefficients below the significance threshold p<0.001, the same protein regions showing anti 

correlation to energy are identified (see Supplemental Information figure SI10, blue regions). 

   

In the unbound state of PDZ2, (Figure 5) two groups of residues show fluctuations 

significantly correlated to stabilization energy. These are: residues 15-25 on loop L12 and strand 

2 and residues 46-47 and 58. They are positively correlated to their own stabilization energy and 

negatively correlated to the energy of core residues. In particular, residues 16,17,21 in beta 

strand 2 are the ones most coupled to the previously discussed energy peaks 36,56,57,89-90. The 

same holds for residues 26 to 28 on loop L23, while 46-47 (H1 and loop L34) and 58 are coupled 

to the N terminus. The correlation between helix H1 and the N terminus confirm the structural 

observation shown in Supplemental Information figure SI9, where the unfolding of helix H1 has 

been connected to the interaction with strand 1. Intriguingly, the interaction between helix H1 

and strand 1 was hypothesized to be modulated by PDZ1 domain, thereby allosterically affecting 

the binding specificity of PDZ2 48.   

Overall, the stabilization of the core appears associated with more intense fluctuations, which we 

actually observed in the bound state in the upper loops L12 and L34.  

In the PDZ2 bound state, less correlation signals are present, which is due to a lower modulation 

of the core energy as well as of the binding site motions. As an example, the correlation profile 

of motions of residue 21 is reported both in the unbound and bound simulations (Supplemental 

Information SI8). Interestingly, in the bound state, energy-anti-correlated fluctuation emerges 
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around distal surface 1 residues 61, and residues 76, 78, 85  (coupled to the energy changes 

around 80). Overall, the modulation of residue fluctuations that are coordinated to the energy 

changes upon ligand binding offers a better agreement with the NMR relaxation data of 49 than 

the fluctuation profiles alone (Figure 3 and Table I).  

 Also, these findings confirm, in agreement with mutational studies, 54 that in PDZ2 the 

proximity of the ligand to the stability core residues affects its stability through the modulation 

of residues on beta strand 2, around residue 20, and on loop L23. 

A connection between core residues and distal motions is also found in PDZ3 (Figure 6), but the 

energy anti-correlated fluctuations are here mainly localized at the C-terminal helix and beta 

sheet. In the unbound state, they are limited to the beta sheet. In the bound state, on the other 

hand, a stronger signal emerges for helix H3, while the terminal beta sheet has lower 

fluctuations. Similarly to the case of PDZ2, we notice that ligand binding turns off the energy 

peaks at the binding site (Figure 5,6).   

As expected, in the PDZ3 construct lacking helix H3, fluctuations anti correlated to energy are 

higher than in the full molecule. In the unbound state a significant fluctuation peak is present on 

the edge of loop L23 (residue 334) rather close to core residue 336, and other peaks are found at 

residues 370-375 at helix H2.  In the bound state, on the other hand, energy anti correlated 

fluctuations are found especially at the N terminal residues 305-310, the C-terminal end at 390, 

with respect to the energy of the binding site residues of beta 2, loop L23 and helix H2 (Figure 

7). The increase in energy modulation at the binding site in the presence of the ligand might 

indicate a less favorable binding and is coupled to remarkable fluctuations on the N terminal 

side. 
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We conclude that in PDZ3 the dynamic modulation induced by the ligand is enhanced in the 

absence of helix H3 and affects regions in the domain that are not modulated in the full protein. 

In the latter, H3 primarily responds to the ligand by modulating its dynamics, while the binding 

site and the remaining core are barely perturbed.  

This picture agrees with the experimental findings of Petit et al. 47, who studied by NMR the 

dynamic modulation of the truncated protein, showing a stronger ligand induced modulation of 

relaxation parameters compared to the full chain, and also measured a significant decrease in 

binding affinity in the absence of helix H3. According to our results on the full chain, helix H3 is 

responsible of the preorganization for binding of beta strand 2 and loop L23. The mediating role 

played by helix H3 in absorbing the ligand perturbation upon binding was also recently discussed 

in both the theoretical 30 and experimental contexts 63. Both papers highlight, in accordance with 

our findings and observations, the role of the helix module in enhancing the preorganization for 

binding in different PDZ domains.  

 

Conclusions 

The present study analyzes the relationship between non-covalent interactions and internal 

dynamics of proteins, with the aim of describing the mechanism that underlies the long range 

modulation observed for PDZ2 and PDZ3 upon ligand binding. From the methodological point 

of view, we attempted a combination of the current approaches on the study of allostery, namely 

on one hand the analysis of structural fluctuations and on the other hand the pairwise energy 

interactions. The main element underlying our approach is the use of the Energy Decomposition 

Method, which allows us to identify the most stabilizing energy contributions and from there 

characterize the modulation of the protein stability along the MD trajectory and induced by 
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binding. We find that, by evaluating the time evolution of the energy eigenvector along our 

simulations, we can correlate it to the spatial fluctuations.  Then, by focusing on the fluctuations 

that are anti-correlated to the energy of the stabilizing residues, we are able to isolate the 

allosterically responsive regions. This approach allows us to highlight and measure the relevance 

of the high energy fluctuations for specific residues as principal effectors of the allosteric change 

in the protein motions.   

In PDZ, intramolecular interactions of core residues can be modulated by the presence or 

absence of the ligand, even in the absence of stable conformational changes involving the 

backbone, and their energy fluctuations are then reflected in increased motions at less restrained 

regions, such as peripheral loops. In particular, the energy core is more significantly rearranged 

by the ligand in PDZ2 than it is in PDZ3, by means of the tunable region between beta strand 2 

and loop L23. This strand, directly sensing the ligand, turns out to be the most responsive region 

and to be related to the overall dynamic modulation induced by binding, as highlighted by our 

correlation data as well as by the structural cluster analysis pointing out the interaction between 

L23 and H2. In PDZ3 this region is less plastic with a higher level of preorganization, due both 

to an intrinsically more stable core, to a shorter L23, and finally to the presence of helix H3, 

which shares the most part of stabilization energy of the domain.  In fact, removing helix H3 

increases the ligand-based modulation of the PDZ3 domain within its stability core, although 

differently from the PDZ2 case.     

As an important caveat, it is worth underlining once more that we aim at studying the 

coordination between the variations in the energy distribution in the core determined by peptide 

ligand and the modulation of fluctuations in distal regions. It is clear that introducing mutations 

in the core can and would most probably result in the modification of the folding-unfolding 
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profile of the proteins making the present analysis of correlations not immediately applicable. 

This however would hold true not only for simulative but also for experimental biochemical 

approaches, in which the relative stabilities of folded states is modified. 

Overall, our observations and the agreement with experimental data suggest that calculating 

the modulation of the energy eigenvector and the correlation of fluctuations to stabilization 

energy might constitute an effective criterion for selecting dynamically responsive sites and 

therefore identifying allosteric effects from MD simulations. 

 

 

Methods 

Molecular Dynamics Simulations 

All MD simulations and standard structural analyses were performed with the GROMACS 

suite 64, using the GROMOS force field 65, 66 and the SPC water model 67.  PDZ2 from protein 

tyrosine phosphatase PTP-1E , in its free state (PDB structure: 3LNX) and in complex with the 

RAGEF2 C-terminal peptide, (sequence: ENEQVSAV) (PDB structure:3LNY) 49  and of PDZ3 

from the synaptic protein PSD-95, both in complex with the pentapeptide CRIPT (sequence: 

KQTSV), and in the unbound state (PDB structures: 1BE9  and 1BFE ) 50 were  considered as the 

starting structure for the simulations, adopting a protonation state consistent with the pH 7.  

The Delta construct of PDZ3 was modelled by removing the C-terminal 21 residues from the 

original sequence of length 110 residues, resulting in a chain of 89 amino acids. 

Each system was solvated with around 6000 explicit water molecules filling an octahedral box.  

After minimization using steepest descent and 1ns of restrained MD simulation, production MD 

simulations of length 400 ns were run in the NPT ensemble with a time step of 2 fs.  Two 
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independent trajectories were generated with different random seeds. Pressure was controlled 

with Berendsen barostat 68 and at 1.0 bar with a time constant of 1 ps. The pressure coupling was 

used isotropically. Bond lengths were constrained by the LINCS algorithm 69, while water 

molecules were constrained with the SETTLE algorithm 70. Temperature was controlled with 

Berendsen thermostat 68 and at 300 K with a time constant of 0.1 ps. Lennard–Jones interactions 

were calculated with a 0.9/1.4 nm twin-range cutoff, the short-range part of the electrostatic 

interactions with a 0.9 nm cutoff, and the particle-mesh-Ewald algorithm was used for the long-

range part 71 .  

 

Energy Decomposition Method 

The Energy Decomposition Method is based on the calculation of the interaction matrix Mij, 

which is determined by evaluating average, interresidue, nonbonded (van der Waals and 

electrostatics) interaction energies between residue pairs, calculated over all structures visited 

during an MD trajectory. For a protein of N residues, this calculation yields an NxN matrix of 

pair couplings mij such that  the total average non bonded energy of the protein is given by the 

sum over the matrix entries.  We showed that, after diagonalizing the matrix Mij, one can 

approximate pair couplings using  the first eigenvalue lambda  and eigenvector w: 

 

𝐸!" = 𝑚!"
!
!,!!! =  𝜆!𝑤!!𝑤!!!

!!! ≈  𝜆!𝑤!!𝑤!!!
!,!!!

!
!,!!!                   (1) 

 

The eigenvector profile reports on the single residue contributions to the essential stabilization 

energy 59, 72. 
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Binding energy approximation 

Under a continuum representation, in order to implicitly describe the ligand effect within the 

energy decomposition formalism, we can consider the protein, described by its energy function 

H0(r), and a perturbation ε(r), which is function of the protein’s degrees of freedom {r} and 

represents the effect of the ligand. The latter is obtained after integrating on the ligand degrees of 

freedom. 

Then, the binding reaction can be thought of as a conformational transition undergone by the 

protein between state U (unbound) and state B (bound). The protein structural change is due to 

the “bias” perturbation ε(r), which stabilizes state B with respect to state U. The free energy 

difference is given by:   

Δ𝐺 = −𝑅𝑇 ln
𝑍!
𝑍!

= −𝑅𝑇 ln
𝑒!! !!!!

𝑒!! !!
≈ −𝑅𝑇 ln

𝑒!! !!!!
!

𝑒!! !!
!

= 

 

= −𝑅𝑇 𝑒!!" ! − 𝑅𝑇
!!! !!

!

!!! !!!

= −𝑅𝑇 𝑒!!" ! + (𝐺!! − 𝐺!!)   (2) 

 

 

According to this model, the change in the protein free energy due to binding is separated in 

two parts:  on one hand, the energetic expense paid by the protein to leave the unbound state in 

order to reach the bound structure (second term), which is unfavorable in the absence of the 

ligand. On the other hand, the energy gain coming from the ligand (first term) and represented by 

the ligand energy, which compensates that expense and leads to a globally favorable (negative) 

free energy change. 
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In the framework of the Energy Decomposition Approach, we can define, in analogy with the 

previous free energy description, two energetic terms to describe the binding process. The first 

one is: 

−𝑅𝑇 𝑒!!" ! ⟶ 𝐸!!! − 𝐸!      (3) 

 

where EB+l and EB represent the average non bonded internal energies calculated for the protein 

in the bound state, taking into account the ligand (EB+l) or not (EB). This term reports on the “net” 

energy contribution provided by the ligand to the bound state. The second term, on the other 

hand, can be associated with the internal energy difference between bound and unbound state of 

the protein: 

 (𝐺!! − 𝐺!!)⟶ 𝐸! − 𝐸!    (4) 

 

The three terms EB+l, EB and EU are then rexpressed in terms of pair couplings in an NxN 

matrix, without considering the explicit degrees of freedom of the ligand.   EB and EU are 

calculated as in (Equation 1) by considering the bound and unbound state respectively, but in the 

absence of any ligand.   On the other hand EB+l can be defined as follows: 

 

𝐸!!! = 𝑚!,!
!
!,!!! + 𝑒!"#,!!

!!!     (5)
  

 

 

where mij are the off diagonal protein-protein non bonded energy terms calculated in the 

bound state as in EB, while elig i are on-diagonal terms recapitulating for each residue i the non 
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bonded couplings with the ligand.   By diagonalizing this matrix, one hence implicitly accounts 

for the ligand contribution, which will affect eigenvectors and eigenvalues.  

 

Time series and correlation between energy eigenvector and fluctuations 

We divided the 400ns trajectories into sequential 10ns intervals and calculated within each 

interval the fluctuation profile, by means of the g_rmsf tool of GROMACS64 after fitting the 

structure on the average for the 10ns window. The option –res was used in order to obtain the 

average RMSF value per residue RMSF(i,t). 

On the same 10ns window, the energy matrix was also evaluated. Then, by means of the 

Energy Decomposition Approach, the protein energy eigenvector and its corresponding 

eigenvalue were calculated. The degrees of freedom of the ligand were implicitly considered on 

the diagonal (see previous section).  Within each time window t, the stabilization energy of 

residue j results as: 

𝐸 𝑗, 𝑡 = 𝜆!(𝑡)𝑤!!(𝑡)𝑤!!(𝑡)!
!!!      (6) 

In this way, we end up having a fluctuation time series RMSF(i,t) and an energy time series 

E(j,t) for every i,j=1,..,N and for t=1,..,35. The first 50ns of simulation were neglected to cut out 

possible off-equilibrium fluctuations.  The choice of 10ns windows is compatible with the 

relaxation of self-correlations both of energy components and of fluctuations.  

 

The correlations between each fluctuation time series RMSF(i,t) and E(j,t) with i,j=1,..,N and 

t=1,..,35, were calculated as cross-correlation coefficient: 

𝑐 𝑖, 𝑗 = !"#$ !,! ! !"#$ !,! (! !,! ! ! !,! )
!"#$ !,! ! !"#$(!,!) ! !,! ! !(!,!)

   (7) 

where the 〈…〉 brackets indicate average over the time series. 
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TABLES 

 

 

Table1. Residue-based summary of ligand-induced modulation emerging from the current study, 
compared to experimental data. Left, PDZ2. Center, PDZ3. Right, Delta construct. The 
fluctuation column reports less (blue) and more (red) flexible regions upon binding resulting 
from our RMSF analysis. The ener column reports (green) modulation hotspots in the energy 
eigenvector induced by binding. (see also Supp Fig 11) The corr column highlights regions for 
which a significant correlation between fluctuations and core energy is found. Residues 
identified by Lockless et al. 23are reported in the SCA column. NMR-based measurements of 
dynamical modulation54 are reported for PDZ2 in the NMR column. 
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FIGURES 

 

 

Figure 1. Illustrations of PDZ2. (Left) Starting protein structures used for production MD of 

PDZ2 ((A) unbound and (D) ligand bound), showing the main structural elements discussed in 

the present work, secondary structure elements, core residue Tyr36 and binding His71. (Middle 

and Right) Average structures resulting from the two independent 400-ns MD trajectories of 

(B,C) the unbound state and (E,F) the bound state. 
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Figure 2. Illustrations of PDZ3. (Left) Starting protein structures used for production MD of 

PDZ3 ((A) unbound and (D) ligand bound), showing the main structural elements discussed in 

the present work, secondary structure elements, core residue Phe337, binding His376, and 

Tyr397 on H3. (Middle and Right) Average structures resulting from the two independent 400-ns 

MD trajectories of (B,C) the unbound state and (E,F) the bound state. 
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Figure 3. RMSF modulation and ligand interactions. (A) PDZ2: (top) residue-based RMSF 

profile of PDZ2, resulting from the two unbound MD trajectories (black lines) and the two bound 

MD trajectories (red lines); (bottom) MD average residue based interactions with the ligand 

(green). (B) PDZ3: (top) residue-based RMSF profile of PDZ3, resulting from the two unbound 

MD trajectories (black lines) and the two bound MD trajectories (red lines); (bottom) MD 

average residue-based interactions with the ligand (green). 
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Figure 4. Energy profiles. Energy eigenvector profiles obtained by applying the energy 

decomposition method to the unbound-state MD trajectory (black trace), to the bound-state MD 

trajectory without considering the ligand (red trace), and to the bound state taking into account 

the ligand–protein interaction terms (green trace) for PDZ2 (top panel), full length PDZ3 (middle 

panel), and delta construct PDZ3 (bottom panel). The analysis considers one trajectory per 

system. PDZ3 and PDZ3-delta are aligned to PDZ2. The energy profile for the second trajectory 

is given in the Supporting Information. 
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Figure 5. Cross-correlation between RMSF and energy components in PDZ2. (Left) Histogram 

(top, unbound state, bottom, bound state) showing solid bars for the residues whose fluctuations 

are negatively correlated to the stabilization energy of residues shown as empty bars; the height 

of the bars represents the number of counts. (Right) Depiction of the protein structure; sticks 

correspond to the residues shown as solid bars in the histogram on the left, and spheres 

correspond to the residues shown as empty bars in the histogram on the left. Blue and cyan 

colors indicate pairs identified in the unbound state, and red color indicates pairs identified in the 

bound state. 
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Figure 6. Cross-correlation between RMSF and energy components in PDZ3. (Left) Histogram 

(top, unbound state, bottom, bound state) showing solid bars for the residues whose fluctuations 

are negatively correlated to the stabilization energy of residues shown as empty bars; the height 

of the bars represents the number of counts. (Right) Depiction of the protein structure; sticks 

correspond to the residues shown as solid bars in the histogram on the left, and spheres 

correspond to the residues shown as empty bars in the histogram on the left. Blue color indicated 

pairs identified in the unbound state, and red color indicates pairs identified in the bound state. 
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Figure 7. Cross-correlation between RMSF and energy components in the PDZ3-delta construct. 

(Left) Histogram (top, unbound state, bottom, bound state) showing solid bars for the residues 

whose fluctuations are negatively correlated to the stabilization energy of residues shown as 

empty bars; the height of the bars represents the number of counts. (Right) Depiction of the 

protein structure; sticks correspond to the residues shown as solid bars in the histogram on the 

left, and spheres correspond to the residues shown as empty bars in the histogram on the left. 

Blue color indicates the unbound state, and red color indicates the bound state. 
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