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Abstract 

Molecular recognition and ligand binding involving proteins underlie the most important life processes 

within the cell, such as substrate transport, catalysis, signal transmission, receptor trafficking, gene 

regulation, switching on and off of biochemical pathways.  

Despite recent successes in predicting the structures of many protein-substrate complexes, the dynamic 

aspects of binding have been largely neglected by computational/theoretical investigations. Recently, 

several groups have started tackling these problems with the use of experimental and simulation 

methods and developed models describing the variation of protein dynamics upon complex formation, 

shedding light on how substrate or inhibitor binding can alter protein flexibility and function. The study 

of ligand-induced dynamic variations has also been exploited to review the concept of allosteric 

changes, in the absence of major conformational changes.  

In this context, the study of the influence of protein motions on signal transduction and on catalytic 

activities has been used to develop pharmacophore models based on ensembles of protein 

conformations. These models, taking flexibility explicitly into account, are able to distinguish active 

inhibitors versus nonactive drug-like compounds, to define new molecular motifs and to preferentially 

identify specific ligands for a certain protein target.  

The application of these methods holds great promise in advancing structure-based drug discovery and 

medicinal chemistry in general, opening up the possibility to explore broader chemical spaces than is 

normally done in an efficient way.  

In this review, examples illustrating the extent to which simulations can be used to understand these 

phenomena will be presented along with examples of methodological developments to increase 

physical understanding of the processes and improve the possibility to rationally design new molecules.  
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Introduction. 

 

Proteins are the main actuators of biological processes in cells and their misfunctioning is associated 

with the onset of disease conditions. Proteins are not static entities; rather their recognition and 

functional properties are strictly correlated to flexibility and dynamics.  

Flexibility and dynamics are in fact fundamental in understanding protein mechanisms. Hemoglobin 

represents a paradigmatic example of these aspects: since the early days of protein crystallography and 

biochemical studies, it has been clear that the protein can be stabilized in two considerably different 

structures depending on its degree of oxygenation [1, 2]. 

Flexibility and conformational dynamics can also be exploited by enzymes to optimally arrange 

catalytic sites for reactivity. Dihydropholate reductase (DHFR), for instance, catalyzes the reduction of 

dihydropholate to tetrahydropholate with the concurrent oxidation of the NADPH cofactor. In order to 

carry out the reaction, the catalytic residues of the enzyme, the substrate and the cofactor must be 

optimally arranged in space [3, 4]. DHFR is characterized by the presence of a flexible loop, the M20 

loop, that can access three different conformations: closed, open and occluded [5]. When both the 

substrate and cofactor are bound, the closed conformation is favored over the others and the M20 loop 

is packed against the nicotinamide ring of NADPH. The closed form is the only conformation of the 

enzyme in which the substrate and the cofactor are optimally aligned for the reaction.  

Flexibility and dynamics also play a primary role in protein-protein interactions. Protein-protein 

complex formation often involves structural changes that may extend well beyond local scale 

rearrangements, and that cannot be understood in terms of the lock-and-key model [6], or described by 

simple models based only on surface accessibility. In forming a complex with a given partner, proteins 

must adopt specific structures. These may be pre-existing in the accessible conformational space of the 

protein and the conformational equilibrium may be shifted towards them upon binding. Otherwise 



specific structures are induced after the formation of a complex with the binding partner. In this 

context, it is important to underline that proteins very seldom function in isolation. Rather, they 

typically work within an ensemble, so that they must be sufficiently flexible to interact with multiple 

partners and carry out diverse tasks [7].  

Finally, the ability to visit alternate, closely related free-energy minima on the energy landscape and to 

trap specific states through ligand binding at sites distal from the active site, known as allosteric 

regulation,  represents one of the most common and powerful means of regulating protein function 

(allosteric regulation) in the context of cellular metabolism.  Allostery traditionally indicates the 

coupling of conformational changes between two different sites of a protein, often with an inhibitory 

effect.[8] The Monod–Wyman–Changeux (MWC) [9] and Koshland–Nemethy–Filmer (KNF) [10] models 

for allostery were both proposed in the 1960s to explain the regulation upon ligand binding seen in 

hemoglobin and in several metabolic regulatory enzymes. Although originally introduced for 

oligomeric proteins, allostery does not require the protein to be multimeric and the modulation of 

protein function by means of interactions located at long distance from the active site is now 

recognized as a general feature of many monomeric proteins, as pointed out in [11]. For instance, 

myoglobin can be allosterically regulated [11]. 

Allosteric regulation does not either necessarily imply major conformational changes. Recent 

thermodynamic and conformational analyses have shown that allosteric communications can be 

transmitted solely by a variation in protein motions, at the backbone level, which do not determine a 

macroscopic change of shape in the protein. 

From the beginning it was suggested that allostery may act as a general form of protein regulation, as it 

constitutes a direct and efficient mechanism for the modulation of cellular function in response to 

changes in concentration of small molecules. This led to the suggestion that allosteric sites might be 

even more useful as drug targets than active sites (See [12] and references therein). The main advantage 

of exploiting allosteric effects in drug design is the specificity of the targets. While active sites are 



overall very conserved within whole protein families, such that it is difficult to target selected members 

of the family, allosteric sites are not evolutionarily constrained and may be much more specific to 

single proteins [13]. The identification and targeting of allosteric sites have become the focus of both 

basic research and several drug design efforts. From the basic point of view, the study of allosteric sites 

and signal transduction mechanisms will provide precious insights into how nature has evolved control 

strategies in protein architectures. From the pharmaceutical point of view, these sites offer unique 

opportunities to discover new chemical entities for enzymes and other targets for which the discovery 

of active-site inhibitors has proved challenging.  

 

While the presence of relevant ordered motions has been long recognized as a fundamental 

characteristic of functional proteins, the definition of their relevance to drug discovery/design has been 

more difficult.  

From the examples and considerations illustrated above, it appears clear that the study of the influence 

of protein motions on aspects ranging form function to molecular recognition and binding can be better 

understood at the level of ensembles of conformations, rather than based on single static 

representations. Computational and theoretical approaches offer a unique means to investigate these 

aspects at different levels of resolution, and to include them into the processes of rational design and 

discovery of new drug-like molecules. Including target dynamics appears to hold a great deal of 

promise in advancing structure based molecular design and medicinal chemistry in general, allowing to 

optimize molecules targeting active sites and to determine the presence of allosteric sites for which 

inhibitors and/or modulators can be developed. The application of these methods will broaden the 

chemical space of available active molecules providing access to new chemotypes binding known 

receptors and possible new proteins.  

 



In this review, we will present examples illustrating the extent to which simulations can be used to 

understand dynamic and allosteric phenomena in proteins along with examples of how to include 

flexibility in the docking and rational discovery/design of (new) molecules. Finally we will present 

examples coming from the study of Cytochrome type enzymes illustrating the fundamental importance 

of protein motions in the recognition and positioning of ligands.  

 

Theory 

Protein motions in the conformational space, such as local folding/unfolding rearrangements, ligand 

binding and also allosteric changes, have a cooperative character. The protein behaves like a cohesive 

unit, where any change results from the concerted contribution of all parts, and is not only the sum of 

their properties. In the case of allostery, cooperativity explains why local phenomena such as 

phosphorylation, ATP binding or hydrolysis can switch-on large-scale conformational transitions.  

Any conformational change involves a free energy variation, resulting from a net combination of 

enthalpy and entropy changes. For instance, a favorable enthalpy change upon ligand binding is due to 

the formation of tighter attractive interactions, which in turn may reduce the protein entropy, due to a 

loss of flexibility of the molecule, or increase the solvent entropy by means of the hydrophobic effect. 

The balance between all these contributions yields the net free energy change that makes the binding 

favorable or unfavorable. In the case of allostery, at least two such binding events occur, showing 

cooperativity. This cooperativity can be positive, when the second binding event becomes more 

favorable in the presence of the first ligand (allosteric activator), or negative, when the second binding 

event is more costly due to the previous binding of the first ligand (allosteric inhibitor). 

The current view of protein allostery is connected to the energy landscape model of protein folding, 

defining the native state of a protein as a conformational ensemble.  Since proteins are not rigid, the 

native state exists as statistical ensemble with a number of local minima, separated by locally unfolded 



regions given by transiently populated higher free energy states. Large scale conformational changes, 

occurring on timescales of micro- to milliseconds, involve energy barriers of several kT and correspond 

to the migration from one basin to another. Local motions on timescales of pico- to nanoseconds, 

including single residues fluctuations and loop rearrangements, are represented by motions on the 

rugged surface of the native basin [14-17]. The rough profile at the bottom of the protein folding funnel 

defines the range of the allosterically accessible folded substates. Binding the allosteric effector induces 

a shift in the population of states, by stabilizing one conformational state at the expenses of others, thus 

reducing the heterogeneity of the native ensemble. The stabilized conformation will be in turn more or 

less prone to binding the second ligand [18].  

This view is related to the conformational selection model [19], which re-interprets the relationship 

between ligand binding and conformational change in an enzyme (traditionally referred to as the 

‘induced fit’ mechanism) [20]. The conformational selection model is based on the assumption that 

structural changes observed in the presence of different substrates are already accessible in the absence 

of the ligand (see [21] and references therein) [22]. Although ligand-competent structures might be poorly 

populated and rather unstable in the absence of the ligand, as shown for the maltose-binding protein in 

[23], evidence of a pre-existing equilibrium between conformational states was provided by several 

experiments and also by computational studies [24]. An early indication of ‘pre-sampling’ of the 

conformational change came from molecular dynamics studies on myoglobin, which showed that the 

largest fluctuations are located in the same protein regions that experience the largest conformational 

change between the limiting static X-ray structures [25]. More importantly, not only structural changes, 

but also motions involved in biophysical (e.g. substrate recognition and binding), biochemical (e.g. 

catalysis) or biological (e.g. signaling, transcription) activities are observed to be pre-sampled before 

protein activity. This broadens the view of conformational changes upon binding, and also of allosteric 

changes, to include different dynamical states. The pre-existence of motions characteristic of catalytic 



function was detected by the Kern group in the case of cyclophilin [16].  

Computational studies based on molecular dynamics simulations on the N-terminal domain of human 

Heat Shock Protein 90 (Hsp90) pointed out, in agreement with the conformational selection model, that  

different functional motions, as detected by essential dynamics analysis, and elicited by different 

ligands, are basically all present in the free state of the molecule [26].  

The view of allostery in terms of conformational and dynamic selection offers a generalization in the 

same spirit of the MWC model to a wider set of conformations and dynamical states than two single 

discrete structures, like the T and R conformations of hemoglobin.  

The role of entropy and dynamics in allosteric communication between distant binding sites has been 

recently reviewed by Kern [27] and by Nussinov [7, 28]. Given the thermodynamic nature of allostery, 

communication across the protein can be mediated not only by enthalpy, by means of protein backbone 

rearrangements, but also by entropy, via changes in the dynamic fluctuations around the mean 

structure.  

An entropic effect in positive cooperativity might generally be present, as recognized by Cooper and 

Dryden in the 80s [29]. They formalized an entropic component to the allosteric interaction free energy, 

which can be estimated by few Kcal/moles as a function of tiny rms changes of atoms and is due to the 

propagation of protein rigidity [29]. Namely, binding increases packing and locally rigidifies the protein 

structure. In an allosteric protein containing two or more binding sites, each site may cause partial 

rigidification upon individual binding. The global stiffening rigidification of the protein due to the 

binding of both ligands might partly be accomplished by either of the ligand binding steps, inducing 

positive cooperativity for the binding of the second ligand.  

Another important role for driving the allosteric transition may be played by solvent that interacts with 

the exposed surface area of proteins and may modulate the rate of conformational changes upon ligand 

binding. This was recognized in the case of haemoglobin, for which hydration changes accompanying 



structural differences between allosteric states were detected [30].   

In the next sections, we will build on the concepts of protein flexibility to discuss their possible 

applications in drug discovery/design.  

 

Including Dynamics in Docking and Drug Design. 

 

Nowadays, the most sophisticated and rational procedures to discover novel drugs consist in computer-

based approaches. All these strategies can be generally classified into two main categories: de novo 

drug-design methods and database virtual screening techniques. The former look for new possible 

ligands of therapeutic relevance that fit in a complementary way the electrostatic and hydrophobic 

properties of the target receptor, whereas the latter apply one or more filters to decide which 

compounds collected in given databases can be considered potential drug leads.   

In spite of the subdivision into the two main groups described above, most of the computational drug-

design strategies use a rigid structure for the target protein, although the importance of the receptor 

flexibility has been very well known for a long time. In fact, proteins are flexible systems that can 

undergo quite large conformational changes and it is worthwhile to observe that these rearrangements 

are often strongly associated with fundamental protein functions. Accordingly, proteins can be 

subdivided into three categories: (1) “rigid” proteins, which show only very small side chain 

movements upon ligand binding; (2) flexible proteins, whose ligand-induced changes are relatively 

large rearrangements in the neighborhood of hinge points or at the active site in conjunction with side 

chain motions; (3) unstable proteins, which are characterized by a dynamic equilibrium between 

several conformations often structurally similar and at the same time energetically different [31]. This 

classification is strongly connected with the three different models that have been proposed in order to 

explain the ligand-protein interactions. The simplest one is the well-known “Lock and Key” model 



introduced by Fisher [6]. It describes the chemical complementarity between a receptor and the 

corresponding ligand as the complementarity between a lock and a key and, of course, it works when 

the protein is strictly rigid.  Unfortunately, when the receptor flexibility plays a fundamental role in the 

molecular recognition process, it is necessary to consider the more advanced “Induced Fit” description 

proposed by Koshland [32] according to which both the protein and ligand structures change during the 

binding process as a result of the introduction of the substrate in the chemical and structural 

environment of the receptor. Finally, for really unstable proteins, we have to take into account a more 

modern model [33] that describes the molecular recognition as a process in which the substrate selects 

the most suited receptor conformation among an ensemble of metastable states, shifting the dynamic 

population equilibrium towards the configuration adopted by the bound protein.  

These models clearly point out that both experimentally and theoretically derived rigid structures are 

not suitable when dealing with very flexible receptors, whose conformational changes are driven by 

ligand binding and are crucial to express protein functions. The reason why most up to the recent years, 

drug-discovery strategies have not taken into account this aspect could be ascribed to the pragmatism 

that led us to consider the crystal structure as the real structure and to the conceptual and technical 

problems of working with non-defined targets. In this respect, although both experimentalist and 

theoreticians have recognized the role of flexibility for a long time, limitations in computer power and 

inefficiencies in simulations algorithm have hampered the wide applications of these concepts. 

Fortunately, for many targets, considerable progress could be made by keeping proteins rigid, so that 

pragmatism actually paid off. The need to devise new methods able to take into account and evaluate 

dynamic rearrangements in molecular recognition processes is however ever more compelling and, in 

this paragraph, we will show some of the current efforts made by the drug-design community to 

accomplish this task. It is important to note that, among them, there are also noteworthy techniques that 

efficiently couple Molecular Dynamics (MD) or Monte Carlo (MC) simulations with docking 



experiments. We believe that computer simulations strategies are probably one of the best tools to get a 

more complete set of receptor conformations that can be afterwards used in docking or virtual 

screening methods, especially if we also want to consider high-energy configurations that cannot be 

detected by current experimental techniques, such as X-Ray crystallography and Nuclear Magnetic 

Resonance. Nevertheless, it is extremely worth noting that, due to some non-negligible drawbacks such 

as the stochastic nature of Molecular Dynamics and the rather limited length of simulations, we often 

sample only a small subset of the protein conformational space. 

According to the classification introduced by Teodoro and Kavraki [34, 35], the strategies that consider 

receptor flexibility in modeling of protein-ligand interactions can be subdivided into five categories, 

which will be discussed with more details in this paper: (1) soft potential methods, (2) techniques that 

take into account a reduced number of degrees of freedom, (3) strategies which exploit multiple 

receptor structures, (4) modified computer simulations (MD or MC) methods and (5) strategies that use 

collective degrees of freedom in order to represent very large protein conformational rearrangements. 

In general, the accuracy provided by the different approaches is directly proportional to the associated 

computational complexity and, for the sake of completeness, it is also important to stress that the 

proposed subdivision is not so strict because many of the strategies that we will describe may belong to 

more than one category. 

Soft potential methods are probably the simplest techniques that take into account a part of receptor 

flexibility and they essentially consist in a reduction of the Van der Waals contributions to the total 

energy score. This allows relaxing the high-energy penalty associated with clashes between ligand and 

receptor atoms and this is the reason why larger ligands are able to fit in binding sites suited for smaller 

molecules. It is worth to note that the “Induced Fit” model underlies this kind of approaches because 

the receptor is allowed to undergo some changes, both in backbone and side-chains, in order to respond 

to the presence of the new ligand. These strategies are very useful for their easy implementation and 



computational speed, but great attention has to be paid in the definition of the “soft region” because, if 

it is too large (and this is usually the case when we want to account for large protein rearrangements), 

errors can arise. Among this group of methods we believe particularly interesting the approach 

developed by Apostolakis and coworkers [36] At the initial stage, they apply the softening of the Van 

der Waals terms in order to avoid high-energy gradients due to steric clashes and then, gradually 

restoring the standard values for the non-bonded energy contributions, a minimization process is 

performed to slowly adapt each other the receptor and the ligand.  

As mentioned above, another possibility to deal with protein flexibility consists in choosing those 

fundamental degrees of freedom, usually torsions in active-site side chains, that we want to model 

explicitly. Selecting is probably the trickiest part of these techniques and, to accomplish this task, both 

experimental and theoretical (e.g., from MD or MC simulations) a priori knowledge about alternative 

binding modes for the receptor in exam is usually necessary. To solve this problem, Anderson et al. [37] 

have developed an interesting algorithm that, at first, starting from only a single protein structure, 

identifies the most flexible zones of the receptor (namely, those that are the most involved in the 

binding process) and that, afterwards, using rotamer libraries, predicts the most likely conformations 

for the previously detected regions. In this way the bias due to structures of proteins co-crystallized 

with inhibitors is sensitively reduce in following docking experiments. 

The first attempt of modeling the receptor flexibility using a well determined subset of degrees of 

freedom was made by Leach [38]. Exploring the protein and ligand conformational spaces by means of 

the Dead End Elimination (DDE) [39] and the A* algorithm [40], he was able to find, for each orientation 

of the ligand relative to the receptor, potential binding structures corresponding to combinations of 

residues side chains and ligand conformations whose energy is lower than a predetermined threshold. 

In this context, Schaffer and Verkhivker [41] predicted the structures of complexes between two HIV-1 

protease inhibitors and two mutants of this protein. In this case they performed flexible docking 



computations that combine the MC simulated annealing technique to determine the ligand bound 

conformation and the DDE for the side chain optimization of the receptor binding site residues.  

Moreover, it is worthwhile to note that some popular Docking programs as AutoDock [42, 43] and GOLD 

[44] have introduced the possibility to explicitly deal with the side chains flexibility. In particular, 

GOLD uses a genetic algorithm that allows describing not only ligand positions and conformations, but 

also hydrogen-bonding networks in the active site. Another GOLD-based strategy is the one devised by 

Verdonk et al. [45], where only a small subset of protein side chains and terminal rotating hydrogen 

atoms are explicitly modeled in order to optimize the hydrogen bond interactions. 

In this group of techniques we can also consider SLIDE [46]. This method, after looking for the best 

matching between ligand and receptor using as criteria the best steric complementarity and the best 

matching between hydrophobic and hydrogen-bonding sites, resolves “Van der Waals collisions” 

between atoms of the two molecules performing a minimal number of side chain rotations, with the 

cost of a side chain movement evaluated as the product of the rotation angle and the number of atoms 

moved. A similar approach is SPECITOPE [47] that uses minimal angle side chain rotations at the end 

of the docking procedure to remove steric clashes between the ligand and the protein. Unfortunately, 

although this algorithm is able to resolve many cases of overlap, it does not sample the conformational 

space completely and is not able to find the minimum energy conformation. In this context, it is worth 

to discuss the ROSETTA-LIGAND technique recently proposed by Davis and Baker [48]. This new 

method, which uses a Monte Carlo sampling and the Rosetta full-atom energy function [49] for scoring, 

does not account only for the receptor flexibility of the side chains in the binding pocket, but it also 

fully models the backbone flexibility. The preliminary results are promising since the new technique 

provides a larger set of docked complexes and reduces the average RMSD of the best-scoring docked 

poses compared to the rigid backbone results. 

Among this group of strategies, the SCARE approach recently devised by Abagyan and coworkers [50] 



is very interesting. The algorithm scans every pairs of neighboring side chains in the receptor binding 

site and replaces them with alanine residues. Afterwards, the ligands in exam are docked to the 

previously determined “gapped” binding pockets and all the poses are scored. In the final stage, the 

original side chains are reintroduced and, after a proper optimization, each pose is scored again.  

Although only recently developed, the method is promising due to the fact that the number of corrected 

predictions greatly increased with respect to highly optimized docking strategies that use a single 

pocket conformation. These results are even more noteworthy considering that the technique proposed 

by Abagyan is fully automated and that it does not need to know a priori the ligand binding position or 

any information about the sites of potential variability of the receptor pocket.  

Although the strategies descried above can be considered as a step forward in dealing with receptor 

flexibility, the choice of selecting only a subset of degrees of freedom is not always the best one and, of 

course, it depends on the system under examination. For instance, the HIV-1 protease conformational 

space can be enough sampled modeling some side chain movements and a water molecule [43], but, on 

the other hand, there are many systems that undergo remarkable rearrangements during the ligand 

binding process. In these situations the “Induced Fit” model [32] is no longer a good description for 

molecular recognition and it is necessary to turn to the more advanced representation already mention 

above, according to which the ligand selects the optimal protein conformation among a conformational 

ensemble [33]. The simplest way to realize it computationally consists in developing strategies that 

consider simultaneously multiple receptor conformations (MRC) obtained from experimental data (i.e., 

from X-Ray or NMR techniques) or computational (i.e., from MD or MC simulations) sampling 

procedures.  

The main advantage of this group of methods is that it is possible to model the protein flexibility not 

only in a specific small region. This also means that the MRC strategies allow describing the full 

receptor flexibility at a much lower computational cost compared to the one associated with possible 



techniques that include all the receptor degrees of freedom. Nevertheless, flexibility is only modeled 

implicitly, which means that only a small fraction of protein conformational space is really taken into 

account. The effect of this poor sampling, particularly in case of experimental sampling, is that MRC 

docking results are mainly successful when the available receptor conformers derive from complexes 

with ligands similar to the one in exam. Finally, a second important problem is the need of a reliable 

energy function that enables to distinguish the small group of real low-energy structures among the 

hypothetical conformations generated during the sampling. This is a crucial aspect because an optimal 

energy function allows avoiding unpleasant drawbacks as incorrect pose predictions and false positives 

in virtual screening outputs.  

Among the MRC techniques, FLEXE [51] is probably one of the most remarkable examples. After 

superimposing different target structures, it merges the similar parts and considers the dissimilar ones 

as possible alternatives. Therefore, other than the receptor conformations in the starting set, new 

structures are generated and a more complete “ensemble” is taken into account during the docking 

experiments.  Nevertheless, a recent study has pointed out that the method is not able to deal with large 

loop rearrangements and that, furthermore, it shows a worse performance in terms of enrichment factor 

than running multiple docking calculations for each receptor structure [52]. The FLEXE philosophy also 

underlies the FITTED technique [53] in the representation of receptor flexibility. In particular, when 

flexibility is fully considered, a genetic algorithm is used to combine different side-chain rotamers and 

backbone conformations included in the starting set of structures. In this context, Zavodszky et al. 

proposed an alternative approach [54]. At first, to form the ensemble of receptor conformations, they 

analyzed protein flexibility using a graph-theory based algorithm and performed a random walk 

sampling. Afterwards, they applied the SLIDE method [46] to the set of structures previously obtained. 

FLIPDock [55] is another strategy recently developed to simultaneously take into account a great 

number of protein conformations. In order to accomplish this task, it exploits the sophisticated 



“Flexibility Tree” algorithm, which, describing protein flexibility in terms of a hierarchical 

classification of movements, greatly reduces the computational cost associated with the description of 

receptor flexibility in docking computations. Shoichet and coworkers have also devised an interesting 

technique [56] that is based on the DOCK program [57-60]. This method initially considers an ensemble of 

predetermined protein structures and then, moving independently the flexible regions of the receptor 

and recombining their conformations, it implicitly takes into account a much greater number of 

structures. However, the most relevant feature is the fact that, for a given pose of the ligand, the 

algorithm chooses the best conformations of each part of the protein and this allows a sensitive 

reduction of the computational effort. Another strategy to examine is the one proposed by Sherman et 

al. [61] that performed an iterative combination of rigid receptor docking and protein structure 

prediction using Glide [62] and Prime [63, 64], respectively. In particular, the method essentially consists 

in four main steps: (1) docking the ligands into the rigid receptor structure using a softened potential 

energy; (2) sampling and minimizing the best protein-ligand complexes obtained at the previous step; 

(3) docking the ligands into the best refined protein structures from step 2 using a hard energy function; 

(4) ranking the complexes using a composite scoring function that accounts for both the receptor-ligand 

interaction and for strain and solvation. 

In the framework of the MRC methods, grid based approaches are particularly noteworthy. As well 

known, to efficiently evaluate the interaction energy between ligands and receptor, many docking 

strategies use interaction energy grids, which are calculated placing probe atoms at discrete points in 

the space around a target protein and assigning to these grid points the value of the interaction energy 

between the probes and the protein. The peculiarity of grid based MRC techniques is that, instead of 

considering one grid for each conformation in the ensemble, only one grid that represents all the 

structures is determined and used. The “in situ cross docking” approach [65, 66] is probably the simplest 

example and it consists in joining together the grids computed for each protein binding-site. Despite its 



simplicity, this method is characterized by a sensitive speedup in terms of computation time and it can 

simultaneously deal with a wide range of protein conformations, although the number of structures that 

can be examined in each computation is limited. More advanced grid based MRC strategies exploit 

grids averaging techniques. As for the in situ docking, the main advantage is the improved 

computational speed, whereas the main drawback is that the average structure represented by the grid 

may not correspond to a real target and, therefore, the resulting ligand poses may be significant only for 

the average representation. 

According to Osterberg et al. [43], the grid averaging methods can be classified into four main 

categories. The first two are very simple and consist in creating (1) a new grid of mean values 

calculated all over the grids and (2) a new grid that considers only the minimum values all over the 

grids. Of course, as one should expect, these techniques perform poorly. More advanced averaging 

strategies are (3) the one proposed by Knegtel and coworkers [67], which consists either in an energy-

weighted average or in a geometry-weighted average, and (4) a simple Boltzmann-weighted averaging 

of the interaction energies. The last two techniques provide better results in docking calculations, even 

if they sometimes may introduce potential dangerous artifacts. 

As already mentioned, it is extremely important to note that almost all the MRC methods presented 

above can be applied to sets of conformations that derive both from experiments and from computer 

simulations. In this context, it is necessary to observe that experimental techniques, such as X-Ray 

crystallography and NMR, can help in describing the structures and flexibility of proteins, but they are 

not able to provide complete insights of all molecular rearrangements because only lower energy states 

will be detected, while higher energy conformations, which can be eventually stabilized by ligand 

binding, are usually neglected. Furthermore, other aspects, such as crystallization difficulties and 

protein molecular weight, sometimes prevent to apply experimental techniques to the bio-molecule that 

we want to study. The dimensions of the system under study still represent an obstacle also for 



computational methods, where the efficiency of calculations rapidly decreases as the number of atoms 

increases. In this context, simulations of systems of several hundred-thousand particles (including the 

solvent) are becoming available and are starting to be routinely used for functional and small-molecule 

discovery studies [68-70]. Computational sampling methods, in particular the ones that use Molecular 

Dynamics, are becoming more and more essential to generate large ensemble of protein structures to be 

used in MRC strategies. Nevertheless, although nowadays computer power is rapidly increasing (and 

the parallelization of many MD codes has greatly enhanced this aspect), the critical issue associated 

with Molecular Dynamics simulations is their length. In fact, due to time scale limitations, also the MD 

trajectories are often not able to sample all the protein structures relevant from a biological point of 

view and, therefore, large conformational rearrangements are not always reproduced. However, these 

drawbacks can be partially overcome applying replica exchange methods (REMD) that consist in 

efficient algorithms involving parallel simulations of several replicas of the biomolecular system at 

different temperatures, occasionally exchanging according to a modified Metropolis transition 

probability [71, 72], and allow a better exploration of conformational space, or exploiting coarse-grained 

samplings [73] that describe large receptor motions and can be combined with a fine-scaled MD 

sampling to account for local transitions.    

Pang and Kozikowski were probably the first to use structures generated by Molecular Dynamics in a 

MRC strategy [74]. In particular, studying the binding of huperzine A (HA) to acetylcholinesterase 

(AChE), they carried out a short MD simulation of AChE and extracted a group of conformations 

which were afterwards used to rigidly dock the HA ligand. McCammon and coworkers proposed 

developments of this pioneer approach introducing the “Relaxed Complex Method” [75-77]. The 

technique is based on longer and more accurate Molecular Dynamics samplings and it takes into 

account much more receptor structures, which can be selected at regular time intervals or considering 

their conformational variability to form a complete ensemble. Another interesting example of MRC 



method that uses snapshots from a MD simulation is the one devised by Broughton [78] that, using a 

weighted average method, combined the interaction energy grids associated with the collected 

structures into a single grid. 

One of the most interesting and outstanding approaches that consider multiple receptor conformations 

performing computer simulations has been proposed by Carlson and coworkers [79-92]. In this strategy 

the active site of each structure is flooded with hundreds of small molecular probes, namely benzene 

molecules to identify hydrophobic and aromatic regions, ethane molecules to distinguish hydrophobic 

interactions from the aromatic ones and methanol molecules to define hydrogen-bonding sites. These 

probes are simultaneously optimized by means of a low temperature Monte Carlo minimization, during 

which the protein is held fixed and probe-probe interactions are completely ignored. After the 

minimization step, significant clusters of probes (namely, clusters constituted by eight or more probes) 

can be easily detected and each of them is represented by a “parent”, which is the lowest-energy 

element in the group. At this point, the results obtained for the different conformations are 

superimposed and, if a “cluster parent” conserved over many of the receptor structures (namely, for 

more than 40% or 50%), it is possible to define a “consensus cluster” that is associated with a spherical 

pharmacophore element. Therefore, the Carlson method allows obtaining pharmacophore models that 

implicitly account for receptor flexibility, models that can be subsequently used to design new 

ligands/inhibitors or for databases virtual screenings. Of course, it is worth to observe that this 

technique can be also applied to set of protein conformations that are derived experimentally.  

The philosophy underling the strategy described above is also the basis for the approach recently 

devised by Colombo and coworkers [70, 93, 94]. As in the Carlson method, the final aim is to construct a 

new pharmacophore, but, instead of optimizing the placement of small probe molecules, they 

performed MD simulations of receptors bound with already known peptide-ligands. Analyzing these 

simulations, it is possible to determine those ligand-protein interactions that conserve over the 



simulations and that, for this reason, also define pharmacophore elements. Although this strategy is 

conceptually very similar to the previous one, it is worthwhile to observe that using known ligands 

instead of small molecular probes allows to account for useful experimental information, even if the 

ligands considered in the simulations are often small peptides, which unfortunately do not completely 

cover all the features of real drugs. 

As just described above, MD simulations play a very important role in improving the MRC techniques. 

Nevertheless, in order to better describe the molecular recognition process, it is necessary to simulate 

the interaction between ligand and receptor considering all the possible degrees of freedom and going 

beyond the limitations associated with the flexibility models previously presented (e.g., MRC models). 

To accomplish this task, we should perform full Molecular Dynamics or Monte Carlo simulations, 

which are characterized by a high accuracy, but also by a large computational cost due to the fact that 

the binding processes between ligands and proteins are usually very slow. Therefore, despite the 

rapidly increasing computer power, nowadays it is not possible to carry out standard MD or MC 

simulations to screen large databases of compounds. Nevertheless, introducing some reasonable 

approximations, which make the calculations less expensive and, at the same time, less accurate, we 

can obtain fundamental information that would be unfortunately lost using less flexible receptor 

descriptions.  

The easiest way to reduce the computational cost consists in restricting the full simulations only to the 

active site, to the ligand and, if necessary, also to regions near to them. Mangoni et al. [95] have 

proposed an interesting improvement of this technique where they limit again the simulation to a well-

defined region, but allowing a faster exploration of the receptor conformational space. In particular, 

they simulated the ligand internal motions, the solvent and the receptor at room temperature, whereas 

they set a much higher temperature for the ligand translational modes of motion. Other interesting ways 

to speed up the sampling are the strategy devised by Wang and Pack [96], which applied a scaling 



function to the equations of motion in order to promote the crossing of barriers, and the multicanonical 

algorithms, which have been developed in the framework of both Monte Carlo and Molecular 

Dynamics techniques [97-99] and consist in a smoothing of the potential energy surfaces. Finally, in the 

context of Monte Carlo methods, we can also consider Prodock [100, 101] that is a modified MC strategy, 

which is mainly characterized by local gradient-based minimizations after each random move and by 

the scaling of the potential energy terms during the docking. 

Unfortunately, despite the development of modified MD or MC techniques as those just described, to 

represent large-scale receptor flexibility as large conformational rearrangements of protein domains, it 

is necessary to take into account strategies that use collective degrees of freedom. These methods are 

less computational expensive than the traditional computer simulations because the number of 

independent degrees of freedom is sensitively reduced, but, on the other hand, these degrees of freedom 

are not the native ones and this may affect the final results.  

Typical methods in this framework are those that consider the receptor harmonic normal modes of 

vibration and, in particular, the low-frequency modes that are associated with very delocalized motions. 

Interesting applications of this kind of techniques to the problem of molecular recognition are the study 

by Zacharias and Sklenar [102] to deal with DNA flexibility for the binding of small molecules and the 

study by Keserû and Kolossváry [103, 104] to investigate the inhibitors binding to HIV integrase. Another 

group of methods that exploit the receptor collective degrees of freedom relies on techniques that 

reduce the dimensions of the system under examination and, in particular, on the Principal Component 

Analysis (PCA). As the low-frequency normal modes in the computation of harmonic normal modes, 

also the most significant principal components in PCA (namely, the ones associated with the highest 

eigenvalues) describe very large rearrangements and most of the conformational variations in large bio-

molecules. In this context, Teodoro et al. [34, 35] developed a strategy that enables to sensitively simplify 

the description of the protein-ligand interaction, significantly reducing the high-dimensional 



representation of the protein flexibility. Finally, the approach proposed by Tatsuni et al. [105] is 

particularly interesting. At first, they performed a Principal Component Analysis to determine the 

receptor global conformational changes and, afterwards, they coupled harmonic dynamics with 

molecular dynamics to take into account protein large rearrangements and local side chain flexibility, 

respectively. From preliminary studies on the HIV-1 protease and its ligands, it seems that the new 

strategy is able to efficiently reproduce the formation of molecular complexes.  

 

Considering all the techniques presented so far, it is obvious that the ones that heavily use MD or MC 

simulations are the most accurate. Nevertheless, they are also the most computational demanding and, 

therefore, as already stressed above, they cannot be used when we have to perform screenings of very 

large databases. Hence, to overcome this problem and to preserve some accuracy, several research 

groups have recently developed hierarchical methods that combine different strategies, using less 

accurate and faster approaches for preliminary screenings and higher-level of theory and expansive 

strategies for later stages. Machicado et al. [106] proposed a three-step virtual screening strategy that 

enables to identify active ligands for buried protein cavities. It consists in applying some 

physicochemical filters, a fast docking procedure and, at the final stage, a finer flexible docking 

algorithm that exploits a Monte Carlo search technique and that uses a purposely defined binding free 

energy function to properly score the docked complexes. Another example is Extra Precision GLIDE 

[62, 107] that, at first, carries out docking calculations using relaxed criteria and then allows refining the 

results by means of a more sophisticated computation of the binding free energies. More recently, Lee 

and Sun have introduced another method [108] that actually consists in four different protocols that 

optimize the poses obtained from the classical docking program DOCK 4.0 [109] by means of proper 

successions of minimizations and molecular dynamics simulations followed by a final MM/GBSA 

(Molecular Mechanics / Generalized Born Surface Area) scoring. Finally, in this category of strategies, 



it is worthwhile to consider also the approaches devised by Wang et al. [110] and by Graves et al. [111]. 

The former consists in the following four hierarchical filters to screen ligands databases: (1) 

pharmacophore model, (2) rigid docking, (3) solvation docking and (4) molecular dynamics simulation 

combined with the MM/PBSA (Molecular Mechanics / Poisson-Boltzmann Surface Area) method, 

which is exploited to compute the binding free energies of the thirty most promising hits that survive 

from the previous steps. It is extremely important to note that, while the first three filters take into 

account only the ligand flexibility, the last one consists in a MD simulation that samples a part of the 

conformational space of both the inhibitors and the receptor. The latter approach is based on the same 

philosophy, but the initial docking calculations are combined with MM/GBSA energy evaluations to 

rescore the best poses. Also in this case it is worth to stress that the MM/GBSA technique introduces a 

dynamic sampling of the protein-ligand complexes, although this is limited to the configurational space 

in the neighborhood of the starting docking poses. Analyzing the results obtained from preliminary 

tests performed on model cavity sites, it seems that this new strategy allows rescuing many docking 

false negatives, improves the binding geometry of most of the predicted structures and increases the 

diversity of the hit lists. Nevertheless, the rescoring technique introduces a great number of false 

positives, especially among the very top ranking ligands, and, unfortunately, this is probably due to the 

introduction of the protein flexibility by means of the MM/GBSA method. 

 

Possible new Developments from the Inclusion of Flexibility in Drug Discovery: Targeting 

Allosteric Sites.  

 

As we already stated in the introduction and therory section, allostery is now recognized as a general 

property of many monomeric proteins. Understanding the molecular determinants of information 

passage through allosteric modifications is now a fundamental goal of many research groups. Advances 



in experiments and theory indicate that intramolecular signaling processes depend on the intrinsic 

dynamics of proteins and that signal transduction is performed by shifting among different fluctuating 

states in response to a certain input.  

The exploitation of the molecular understanding of these phenomena for drug design or screening may 

have huge implications in pharmaceutical applications. Indeed, Allosteric sites offer opportunities for 

identifying new molecules and chemical structures, overcoming the hurdles posed by targeting active-

site inhibitors with similarities among multiple proteins (or families), the development of drug-

resistance etc. Moreover, the molecular understanding of signal transduction mechanisms and the 

discovery of related allosteric sites could open the possibility to design chemical modulators of protein 

functions. 

Unfortunately, the rational discovery of allosteric sites is extremely challenging: the 

information and results of protein dynamics studies do not easily translate into medicinal chemistry 

strategies. As a consequence, high throughput screening technologies combined with X-ray 

crystallography have been applied to this goal in the context of industrial research [112]. Alternative 

strategies have focused on the use of peptide phage-display to identify peptides with affinity for 

previously unknown allosteric sites [113]. A site-directed strategy, called Tethering, to detect new sites 

takes advantage of native or introduced cysteines on protein surfaces to trap thiol-containing ligands. 

Ligands that bind to possible allosteric sites can be captured by the formation of a disulfide bond 

between the small-molecule and the cystein near the putative site, which can be verified through 

subsequent mass-spectrometry and functional assays [114].  

 

Rational strategies that lead to the identification of allosteric sites based on information on the dynamic 

coupling mechanisms between the active and a distant site would be highly desirable and could provide 

a general tool for new rational drug discovery. Computational and theoretical approaches offer the 



unique possibility to study conformational changes and their couplings to alternative residue packing 

and interaction networks at atomic resolution. In the next section we describe some of the most 

interesting methods to detect allosteric sites and couplings in proteins. We envisage that coupling of 

these methods to the flexible docking/screening approaches described previously may constitute a 

viable strategy to discover new hits for new allosteric sites. 

 

Molecular basis of allostery: Insights from computational methods. 

Signal transduction along well defined paths connecting distant residues has been recognized as a 

common property of allosteric proteins. In the understanding of allosteric effects, theory aims at 

describing the site to site communication at the molecular or atomic level. A number of attempts have 

been carried out by means of sequence or structure-based computational methods, in order to predict 

allosteric sites and pathways in proteins.   

Based on the sequence, the statistical site coupling approach (SCA) of Ranganathan allows the 

identification of evolutionarily conserved couplings between residue pairs [115, 116]. The method is based 

on the assumption that, if the interaction between a pair of residues is relevant for protein function or 

folding, then the two residues should co-evolve, showing a relevant covariation in multiple sequence 

alignments (MSA) of a protein family. A statistical energy term can be derived from this covariance. 

This method was originally applied to the human tyrosine phosphatase PDZ domain family and led to 

the identification of residue patterns and networks linking active sites to distant regions, predicting a 

signaling pathway subsequently confirmed by NMR experiments [117].  

In the analysis of allosteric properties of PDZ domain, a structure-based approach making use of non-

equilibrium MD simulations was introduced by Ota and Agard [118]. The method, called anisotropic 

thermal diffusion, relies on the assumption that the communication properties of residues depend on the 

energetic couplings among them and signals are driven by the same pathways on which the kinetic 



energy, originated when perturbing a site, dissipates through the structure. Therefore, a non-equilibrium 

MD simulation is set up, where a significant perturbation is created by artificially heating a single 

residue with a temperature bath of 300K, while the rest of the protein is thermalized at low 

temperature. The dissipation of the thermal fluctuation, tracked along the structure during dynamics, 

turns out to be highly anisotropic and the presence of preferred signaling pathways can be detected, in 

agreement with experimental data and the sequence-based computational methods of Ranganathan.  

Another application of the statistical coupling analysis (SCA),in combination with a coarse grained 

Brownian dynamic simulation, was introduced by Chen et al. [119] to analyze the signaling network of 

E. coli dihydrifolate reductase. This enzyme undergoes an allosteric conformational transition 

involving the Met20 loop during the catalytic cycle. By means of the SCA, a number of highly 

covarying residues is hypothesized to be the minimal network signaling the kinetics of the 

conformational transition. A long term simulation of the protein a coarse-grained description is then 

produced to generate the covariance map, showing that correlated and anticorrelated motions on the 

microsecond time scale involve the same conserved residues, even if they are spatially separated. 

The role of low frequency, collective modes in mediating the signal propagation along given pathways 

is emerging as a plausible mechanism to explain allosteric effects.  Recently, Bahar et al introduced a 

novel information-theoretic approach called MAPS (MArkovian Propagation of Signals) to study the 

transition of GroEL from the T (apo) state into the R (ADP and ATP bound, respectively to cis and 

trans rings) state [120]. The protein structure is modeled as a network of interactions, where the 

interaction strength between two residues depends on the number of atom- atom contacts between the 

two. When a site is perturbed, the perturbation propagates through the network, being dissipated by 

means of coupled fluctuations in residue positions (fluctuation-dissipation) and eventually relaxing to a 

new equilibrium. It has been shown that signal propagation time is shorter when pairs of residues are 

subject to smaller fluctuations in their inter residue distance, which is the case for instance for tightly 



interacting residues. By treating the network with a clustering hierarchical reduction, sites with a "high 

allosteric potential" can be identified while communication pathways can be defined by tracking the 

maximum-likelihood paths along the network. The analysis of the ADP-bound GroEL-GroES structure 

reveals strong inter-subunit couplings between the cis and the trans ring and with the cochaperonin, and 

a number of residues or chain regions are correctly identified as important for allosteric 

communication. Moreover, the global motions of the complex, described by the lowest eigenmode in a 

ANM representation, are responsible for modulating the interactions of the allosterically relevant 

residues at the interface of the subunits. 

The analysis of the interresidue distance fluctuations has been applied also in the framework of 

molecular dynamics simulations to investigate the large-scale conformational rearrangements of the 

yeast Hsp90 dimer upon ATP binding and hydrolysis. The perspective of MD is useful in capturing the 

global changes occurring upon ligand binding, without neglecting the details of the side chain 

orientation at the local level. In fact, the subtle changes in side chain arrangement constitute the first 

step in response to a binding event and then accumulate to produce a global change in the structure.  

The communication propensity between the ATP binding site and the distant C-terminal interface 

(more than 80 Ångstrom apart), measured in terms of interresidue distance fluctuations, is increased in 

the presence of ATP or ADP and is switched off in the unbound complex. Moreover, ATP and ADP 

appear to communicate with distinct regions of the C-terminal area, indicating a specific allosteric 

effect of each ligand [121] (Figure 1).    

Another network approach based on the topology of the protein, which also makes use of MD 

simulations to take side chain details into account, is the protein structure network PSN approach of 

Vishveshwara et al. [122, 123]. The method of Protein structure network analysis has been applied to an 

allosteric protein, member of the class of aminoacyl tRNA synthetases and responsible for picking up 

the cognate amino acid in the active site and cognate tRNA in the anticodon binding site. The method 



consists of carrying out molecular dynamics simulations of the protein in different liganded states, and 

then, for each dynamic snapshot, constructing a network of interactions between the residues, where 

each residue is a node and an edge between two residues represents the interaction, defined by the 

fraction of atom pairs which are closer than 4.5 Ångstrom. These structure networks evolve during 

dynamics and can be used to find the communication pathways between two endpoints [122] (selecting 

the shortest and most dynamically correlated path). The paths turn out to be inherently present in the 

enzyme. They establish efficient communication at distance of 70 Ångstrom between the anticodon 

region and the activation site, in the presence of both the tRNA and MetAMP that drive specific 

residue–residue contacts. The analysis of the graph in terms of cliques (sets of mutually connected 

nodes), communities of cliques a (non-identical cliques sharing nodes) and hubs (nodes making more 

than four edges) also reveals a different dynamic behavior for communication paths, which are flexible 

and robust. The network parameters describing the noncovalent interaction of side chains are able to 

discriminate subtle differences in the side chain interactions, taking place in response to different 

ligands [123]. 

The knowledge of the allosteric pathways transmitting signals in a protein allows in principle to 

regulate its function by means of suitable small molecules that can bind to the allosteric sites, but also 

by designing ad hoc mutations able to interfere with the protein (mis)function. A suggestion in this 

sense comes from a recent study by Liu and Nussinov on the pVHL protein, a tumor suppressor 

protein. A naturally occurring mutant of this protein with reduced thermodynamic stability is associated 

to a number of cancer diseases [124]. By means of MD simulations the region mainly responsible for the 

low stability of the protein is identified. In order to avoid mutations directly on this area, which would 

perturb the protein function, regions dynamically correlated with it are found by analyzing the 

covariance matrix and mutations are inserted there. The simulation of the new mutants suggests a 

repairing effect of the mutations, that appear to be able to restore the wild type stability.  



 

 

An applicative example on Cytochrome P450 enzymes: 

Insights from molecular dynamics simulations 

The cytochrome P450 is a large family of heme-containing enzymes with a key role in oxidative 

transformations of endogenous (fatty acids, steroids, prostaglandins) and exogenous compounds (drugs 

and environmental chemicals) [125]. About 90% of all marketed drugs, clinical and preclinical drug 

candidates are substrates of human CYPs [126]. Therefore, any attempt to evaluate and predict drug 

metabolism will have to consider these enzymes. 

In silico prediction of drug metabolism is a very challenging task due to a large number of variables 

involved, related to either the physico-chemical properties of the compounds and the nature of the 

enzymes [127]. Understanding how cytochrome P450 enzymes recognize multiple structurally diverse 

substrates has been limited for many years by the lack of knowledge about the three-dimensional 

structures of human cytochrome P450s. Homology models based on the crystal structures of bacterial 

and fungal enzymes [128-132] have been useful to assess possible protein-drug interactions [133-135]. 

However, one of the main achievements in this field was the structure determination of the first 

mammalian enzyme, the CYP2C5 from rabbit [136], with increased sequence identity to the target 

enzyme when compared to microbial CYPs, followed other mammalian and human P450 enzymes 

including CYP1A2 [137], CYP2A6 [138], CYP2A13 [139], CYP2C8 [140], CYP2C9 [141], CYP2D6 [142] and 

CYP3A4 [143]. All members of this large class of enzymes share a common octahedral heme iron 

covalently linked to the apoprotein by the sulfur atom of a cysteine residue. The protein chain of each 

individual P450 varies both in terms of molecular weight (45 - 60 kDa) and amino acid sequence [144, 

145]. 



The crystal structures of cytochrome P450 enzymes revealed large conformational changes between 

ligand-free and ligand-bound states, and between cytochrome P450s bound to different molecules, 

which clearly demonstrated that CYPs are extremely flexible proteins. Protein movements range from 

relatively small induced fit displacements to accommodate small substrates within the binding pocket 

of the enzyme, such as with diclofenac bound to CYP2C5 [146], up to dramatic conformational changes 

induced by large substrates such as ketoconazole and erythromycin bound to CYP3A4 [147].  On the 

other hand, the active site of cytochrome P450 enzymes is located inside the protein, above the heme 

cofactor, accessible through several flexible channels which can be adjusted by the physico-chemical 

properties of the ligands [148] (Figure 2). For this reason, the dynamics of P450 enzymes must be taken 

into account in order to accurately predict drug metabolism by human cytochromes. In this section 

examples are presented that illustrate recent applications of molecular dynamics to get further insight 

on structural and dynamical aspects of cytochrome P450s, with particular attention to the recently 

elucidated human enzymes. 

 

Mechanism of substrate specificity 

CYP3A4 is one of the most extensively studied cytochromes by classical atomistic simulations. This 

enzyme has a broad substrate specificity being responsible for the metabolism of more than 50% of all 

marketed drugs [149]. The structural and dynamical basis of CYP3A4 promiscuity was recently 

investigated by two independent groups. Suh and coworkers used B-factors derived from MD 

simulations to identify a highly-flexible loop (residues 214-216) close to a substrate access channel 

[150]. A similar approach was used by Otyepka and coworkers in a comparative study with three P450 

enzymes, CYP3A4, CYP2C9 and CYP2A6 [29]. Good correlation was found between substrate 

specificity and malleability of these enzymes. CYP3A4, the most promiscuous enzyme, was also the 



most flexible, whereas CYP2A6, the most selective enzyme, was the most rigid. Furthermore, distinct 

domains were identified in terms of flexibility, namely, a relatively rigid heme-binding pocket, a more 

flexible proximal domain responsible for the interaction with redox partners, and a highly malleable 

distal domain responsible for the interaction with membranes and substrate channeling. Taken together, 

these differences highlight the importance of flexibility for substrate entrance and product release, as 

well as interaction with membranes and redox partners. On the other hand, high regio and 

stereoselectivity of CYP reactions requires a relatively rigid binding pocket. 

In another study the molecular basis of broad substrate specificity and high regioselectivity, a typical 

feature of most cytochrome P450 enzymes, was studied through multiple molecular dynamics 

simulations of warfarin bound to CYP2C9 [151]. While the large binding cavity was very flexible, 

adopting different shapes and allowing several substrate binding modes, access to the active site was 

limited by a narrow, rigid and hydrophobic channel with a major impact on regioselectivity. 

 

Active site access channels 

Due to the buried nature of cytochrome P450 active sites, substrate specificity may be influenced not 

only by molecular recognition at the binding pocket but also by the opening of channels and their 

physicochemical properties. Current nanosecond time scale molecular dynamics simulations not always 

provide a complete representation of ligand migration pathways, particularly when opening of channels 

not seen in crystal structures is required. This limitation was overcome by the use of enhanced 

sampling methods with lower computational power requirements. Steered molecular dynamics (SMD) 

and random expulsion molecular dynamics (REMD), for example, accelerate the speed of ligand 

movements by applying an artificial force in addition to the standard molecular mechanics force field 



[152, 153]. These techniques were initially applied to bacterial cytochromes such as P450cam, P450BM-3 

and P450eryF, identifying several ligand access pathways and opening mechanisms involved [154]. 

Egress between the F-G loop, the β1 sheet and either the B’ helix (P450cam, P450BM-3) or the B-B’ 

loop (P450eryF) was common to all enzymes, however, different ligand access mechanisms were 

identified, involving more or less pronounced backbone conformational changes, aromatic side chain 

rotations and long-range electrostatic interactions. Moreover, the crystal structures of mammalian 

cytochrome P450 enzymes have different visible channels when compared to bacterial P450s [155]. The 

preferred channel of bacterial CYPs is mostly closed in crystal structures of mammalian enzymes, 

however, alternative pathways are open, suggesting adaptation to different cellular environments and 

substrate specificity profiles [156, 157]. The involvement of channeling residues in the catalytic efficiency 

of cytochrome P450 enzymes was confirmed experimentally by combining enzymatic assays, 

mutagenesis studies and steered molecular dynamics simulations [158].  

 

Prediction of enzyme-substrate interactions 

Defining the most probable oxidative pathways involved in drug metabolism requires accurate 

calculation of free energies of binding to cytochrome P450 enzymes. Static approaches based on rigid 

protein-ligand interactions such as docking and scoring strategies, are able to predict binding modes 

and identify high affinity compounds from large electronic databases [103, 159]. However, currently 

available scoring functions show little or no correlation with experimental binding affinities. On the 

other hand, molecular dynamics simulations account for both the structure and the dynamics of the 

proteinligand interactions, providing better estimates when used to predict free energy differences 

between complexes with different ligands and proteins. Successful free energy calculations have been 

reported using several methods such as linear interaction energy calculations (LIE) [160] [48], used to 



study the metabolic activation of chemical carcinogens by human CYP1A1 [161], thermodynamic 

integration (TI) [162], used to rationalize the stereospecific metabolism by polymorphic forms of 

CYP2D6 [163], and a combination of MD simulations, entropy estimates and Poisson-Boltzmann 

calculations (MM-PBSA) [164] used to study ligand binding to CYP2B4 [165].  

Besides electronic criteria such as the enthalpy change involved in formation of transition state 

structures [166], the most likely positions for metabolism in a drug depend on the interactions between 

the enzyme and the substrate, affecting their relative orientation to the heme iron. Therefore, the 

probability of reaction at a given substrate position is highly related to the distances and angles between 

the heme iron and the reactive atoms involved. Taking these measures into account using docking and 

molecular dynamics simulations, provides good qualitative predictions of regio- and stereo-selective 

transformations, as demonstrated in recent in silico metabolism predictions with CYP1A1/2 [167, 168], 

CYP2D6 [169, 170], CYP2E1 [171] and CYP3A4 [172]. Moreover, MD simulations were used to elucidate 

the mechanism of cooperative binding to cytochrome P450 enzymes, responsible for the atypical, non-

Michaelis-Menten kinetics [173-175] observed in members of the P450 family with large binding pockets, 

such as CYP3A4, allowing simultaneous fit of at least two substrate molecules [137, 140, 176]. Significant 

differences between MD simulations with substrate-free, single-bounded and double-bounded enzyme 

demonstrated that key residues for the mechanism of cooperative binding are stabilized by the second 

substrate, inducing a favorable orientation of the molecule that undergoes oxidation and decreasing the 

distance between the site of metabolism and the heme iron. 

Another important application of molecular dynamics simulations investigated substrate binding modes 

at positions distant from the heme iron, which are inconsistent with the mechanism of catalysis, such as 

those identified in crystal structures of Npalmitoylglycine bound to P450BM-3 [177], warfarin bound to 

CYP2C9 [141], progesterone bound to CYP3A4 [143] and palmitic acid bound to CYP2C8 [140]. Replica 



exchange molecular dynamics (REMD) were used to study the equilibrium between distal and 

proximal binding. Simulations demonstrated that while the distal state is the most populated at low 

temperatures, at room temperature, the majority of the population is in the proximal state [178]. 

Therefore, it has been hypothesized that unproductive binding modes arise from low energy 

conformations adopted by the binding site at the low temperatures used for crystallization, and that at 

biologically relevant temperatures the binding pocket of P450 enzymes suffers several conformational 

changes leading to ligand displacement and initiation of the enzymatic mechanism. 

 

Role of active site water molecules 

High resolution crystal structures of cytochrome P450s have revealed conserved water molecules 

within the binding pocket of the enzymes, establishing a link between the heme iron and key amino 

acids involved in the mechanism of catalysis [129, 159]. These waters play an essential role in the 

mechanism of reaction by providing protons needed for the formation of the final oxidative specie [179]. 

On the other hand, water molecules can favor ligand binding free energy, either entropically, by 

displacement of ordered waters to the bulk solvent, or enthalpically, for example, by mediating 

hydrogen bond bridges. These effects have been studied in cytochrome P450 enzymes using molecular 

dynamics simulations [180, 181]. However, P450 hydration is often only incompletely revealed in the 

crystal structures due to large motions within the binding pocket, as well as inadequate resolution of the 

diffraction technique. Molecular dynamics simulations provide an alternative strategy to study the 

mobility of water molecules within the binding pocket of human P450 enzymes, identifying ordered 

water molecules and determining exchange rates with bulk solvent through several channels [182].  
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Captions for Figures. 

 

Figure 1. Consecutive snapshots from the MD simulation of the Hsp90 ATP-complex: Regions 
undergoing relevant correlated motions are highlighted in colors; they involve the ATP lid of both 
protomers and helices 3 at the CTDs. The color code from green to blue reflects the time evolution of 
the trajectory. 

 

 

 

 



 

 

Figure 2. Backbone superimposition of ligand-free (green, pdb entry 1TQN) and ketoconazole-bound 
CYP3A4 (cyan, pdb entry 2V0M). A significant F-F’ loop displacement occurs upon ligand binding. 
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