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Local error of a splitting scheme for a nonlinear
Schrodinger-type equation with random dispersion

Renaud Marty*

Abstract

We study a Lie splitting scheme for a nonlinear Schrédinger-type equation with
random dispersion. The main result is an approximation of the local error. Then we
can deduce sharp order estimates, for instance in the case of a white noise dispersion.

Key-words: Splitting schemes, nonlinear Schrodinger-type equations, stochas-
tic partial differential equations.

1 Introduction

We consider the nonlinear Schrodinger equation with white noise dispersion which has
been recently studied. It can be written as

t 92 t
u(t,z) = uo(x) +1 ; %(9, x) o dW(0) +/0 g(u(0,2))do,  (t,z)e[0,1] x R.(1)
where ug € L?(R,C), W is a Brownian motion and g is a complex nonlinear function.
The existence and the uniqueness of the solution are established for instance for a
Lipschitz nonlinearity in [9], for a cubic nonlinearity in [6], and for a quintic nonlinearity
in [7]. Regarding its numerical analysis, several schemes have been studied (for example
in [3, 5, 9]). In particular, a Lie splitting scheme is analyzed in [9]. Among other results,
it is proven that the order of the scheme is at least 1/2 and numerical experiments show
that this order is 1 (also shown in [5] and [3]). In addition, order estimates have been
established when the Brownian motion W in (1) is replaced by another process. For
instance, if W is an a-Hélder function (o € (0,1)) then the order is a ([9]), or if W is
a fractional Brownian motion with Hurst index H € (0,1) then the order is H ([8]). As
in many other works dealing with splitting schemes for other deterministic or random
equations (see for instance [10, 4, 1, 2, 8, 9]), the study of the order crucially involves
estimates of the local error.
In this paper we consider a Lie splitting scheme for a nonlinear Schrédinger-type
equation with random dispersion. This equation has the same form as (1) but W is a
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continuous random process and 9> / dxz? is replaced by a more general operator. Under
assumptions on the moments of the random dispersion term, we establish an expansion
of the local error, which gives us more information than the usual estimates. As a
corollary, if the dispersion term is defined from a process with independent increments
and mean zero, we deduce a sharp order estimate. In the particular case of a white noise
dispersion, we show that the order of the scheme is 1. This has been theoretically or
numerically observed for splitting or other schemes (for instance [3, 5, 9]) for Equation
(1).

The paper is organized as follows. We present the framework in Section 2. The
main result about the approximation of the local error is given in Section 3. Section 4
is devoted to the proofs. In Section 5 we discuss an application to order estimates. In
Section 6 we study another splitting scheme.

Throughout the paper we denote by L? the space L?(R,C), by || - |2 its norm and
by (-,-)r2 its inner product. For every o € N, we denote by H? the Sobolev space of
all function f € L? such that & — (1 4 [£]2)7/2F(f)(¢) € L? where F is the Fourier

transform. The norm is denoted by || - ||z and the inner product by (-, -)ge.
In this paper we consider a probability space (€2, 7,P). The expectation is E and if
g > 1 and M is random variable taking its values in a normed space F = (F,|| - ||r), we

denote {/E[[|M]%] by M| (y when it is well defined.

2 Framework

2.1 Nonlinear Schrodinger-type equation with random dispersion

Let ug be function in L?, g be a function from C to C, a be a function from R to R and
W be a continuous stochastic process. We assume that there exist C, > 0 and 0 € N
such that for all £ € R,

ja(€)] < Ca(1 + (€772, (2)
We consider the following nonlinear Schrodinger-type equation

u(t, ) = up(x) —I—/O Au(0,x) o dW(0) +/0 g(u(0,z))dd,  (t,z)€[0,1] xR (3)

where odW stands for a Stratonovich-type differentiation we explain below and A is the
operator on H? such that for all f € H?,

Af = F 1€ = ial§)F(f)(€)) (4)
where F is the Fourier transform with respect to . We define
A = {(s,t) €[0,1]*|s < t}.

Equation (3) is rewritten as
t
u(t,z) = X(0,t)up(x) —|—/0 X(0,t)g(u(d,z))dd,  (t,z) €[0,1] xR (5)
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where the family of operators {X (to, )}, ea is defined such that for every v € L? and
every (t,z) € [0,1] x R,

X (to, t)v(z) = F~H(€ — exp(ia(§) (W (t) — W (t0)))F (v)(€))(x). (6)

Notice that for all p € N, || X (to,t)v|| y» = ||v|| y» because a and W are real.

Throughout the paper, when g : (Rz, 3z) — g(z) is considered as a function of two
real variables, we assume that for all £ € N* its partial derivatives of order k exist and are
bounded. This implies that g and all its derivatives are Lipschitz functions. Therefore,
for every k € N* its differential of order k denoted by V¥*¢ is bounded. Moreover, we
assume that g(0) = 0 and (Vg)(0) = (0,0).

Under these assumptions, we can prove (as in [9] for instance) that there exists a
unique solution to (5) denoted by u and almost surely in C([0,1], L?). We denote by
S = {S(to,t)}(to,1)ea the family of operators on L? satisfying S(to, t2) = S(t1,12)S(to, t1)
if typ < t1 < t9 and such that the solution w is given by u(t,z) = S(0,t)ug(x). Moreover,
we denote by Y = {Y(t) },¢[0,1 the family of operators such that for every ug the function
w: (t,x) — w(t,x) =Y (t)ug is solution of

w(t, z) = uo(x) + /0 g(w(®,2))ds,  (t,z) € [0,1] x R. (7)

2.2 Lie splitting scheme

We define
d:={(n,h) e Nx (0,1]|nh < 1}.

For all tg € [0,1] we denote by wuy, the (random) function u(tg, ) : © — u(tg,z). In order
to approximate uy,, for all (n,h) € §, we define the (Lie) splitting scheme as

uz = Z;Ll ‘e Z{Zuo
where
Zp = Z((k — 1)h, kh) for all k € {1,--- ,n}

and
Z(to,t) = Y(t — t(])X(tO,t) for all (to,t) € A.

We also define
S .= S((k —1)h, kh) for all k € {1,--- ,n}

such that
Uph ‘= SZ e S{Luo.

We fix a real number 5 > 1. We assume that W is a stochastic process with continuous
sample paths and finite moments of order §, and such that there exist o € (0, 1] and
C > 0 such that for all (s,?),

E[[W(t) — W(s)’] < Ot — 5|7 (8)

The following theorem generalizes error estimates proven in [9].



Theorem 2.1. Let m € N. If ug € H™" then there exists a constant C > 0 such that
for all (n,h) €4,

[tnh — UZHLQ(H"L) < Ch". (9)

Proof. The proof is a consequence of Lemmas 2.2 and 2.3, and similar to the proof of
Theorem 4.1 in [9]. O

Lemma 2.2. Let k € N and ug € H*. There exists a (deterministic) positive constant
C, which depends only on g, k and ||ug||gr, and such that almost surely and for all
(n,h) €9,

1Z3 23y - Zuoll g = llugll g < Ok

Proof. The proof is similar to the proof of Lemma 4.4 in [9] and uses (28). O

Lemma 2.3. Ifuy € H™" then there exists a constant C' such that for every (to,t) € A,

1S (to, t)uz, — Z(to,t) < C(t —to)'t

Ut HL?Z(H’")

Proof. We have

S(th t)uto - Z(t07 t)uto = t X(Q, t){g(S(to, H)Uto) - g(Z(t07 g)uto)}de

to
t

+ X(97t)g(Z(t076)uto) - g(Z(t079)uto)d9

to

+ /t (9(Z(to, 0)ury) — g(Y (0 — to) X (to, t)ue,)) db.

to

By the Cauchy-Schwarz inequality, (8), Lemmas 4.8, 4.6 and 4.9, we get

IS (to, tyur, — Z(to, t)us, ||

Lg(H™)
¢
< Ct—10)"" | [I1S(to, O)us, — Z(to, O)us, |7 5 (11 10
to Q
+C(t — tg)P0F),
The proof is completed with the Gronwall lemma. 0

3 Local error

The local error estimate given in Lemma 2.3 is a crucial step of the proof of Theorem 2.1.
In this section we establish an expansion of the local error. As a consequence, in Section
5 we improve the error estimate of Theorem 2.1 if W has independent increments and
mean zero.



Throughout the paper we use the notation

(Vg)ogo|o1) = <8?Pi: o ¢0> Roy + ( 9% , ¢o> S

0z
2 dg dg . o .
for all ¢g and ¢; € L=, where and are the first partial derivatives of g. Notice
ORz 03z
that ((Vg) o ¢o | ¢1) is then in L2
For every v € H? we define
Gv = A(gov) — ((Vg) ov|Av). (10)

We fix a real number 8 > 1. In this section we assume that W is a stochastic process
with continuous sample paths and finite moments of order 23, and such that there exist
a € (0,1] and C' > 0 such that for all (s,1),

E[IW(t) — W (5)|2] < CJt — s[2%. (1)
As a consequence, by the Cauchy-Schwarz inequality we also have
E[|W (t) — W(s)]?] < VC|t — s/ and E[(W (t) — W (s))?] < VC|t — s>**.  (12)

For all (¢o,t) € A we define

I(to, ) = / (W (1) — W(6))do. (13)

to

The following theorem establishes an expansion of the local error.

Theorem 3.1. Let m € N. If ug € H™2% then there exists a constant C > 0 such that
for every (to,t) € A,

||S(t0, t)uto — Z(to,t)uto — I(to,t)gut0|’Lé(Hm) < C(t — t0)2a+1. (14)

Hence, the local error Sﬁu(n,l)h - Z,}{u(n,l)h can be approximated by Iggu(n,l)h
where I" = I((n — 1)h,nh). Notice that in the case of a white noise dispersion (if W is
a Brownian motion), we have

E[I!Gu(,—1yn) =0 (15)

because the Brownian motion has independent increments with mean zero. This is
important in Section 5 in order to improve the order estimate of the scheme.

4 Proof of Theorem 3.1

In Subsection 4.1 we present the main steps of the proof of Theorem 3.1. Technical
Lemmas are postponed to Subsection 4.2.



4.1 Main steps of the proof of Theorem 3.1
For all ¢1 and ¢ in L?, we define

R(¢1,¢2) =goda—goor —((Vg) o d1|d2 — ¢1). (16)

Hence, for every v € L? and every (to,t) € A,

S(to, v — Z(to, t)v = /t(X(H, £) — 1d)(g o v)df (17)

to

+ /t ((Vg)ouv|S(ty,0)v—Y (0 —to) X (tg, t)v)db

to

+ /:(X(H,t) —1d)((Vg) ov | S(to,0)v — v)db
+ tX(H, t)R(v, S(tg,0)v)dd — tR(v, Y (0 — to) X (to, t)v)do.

to to

The proof of Theorem 3.1 is based on lemmas dealing with the terms of (17).

We fix m € N and recall that we assume that ug € H™12?. For simplicity, in this
subsection the function uy, is denoted by v, and the letter C' stands for a (deterministic)
positive constant which is independent of (%o, t) and may change from line to line.

Lemma 4.1. There exists a constant C such that for every (to,t) € A,

Proof. Using the Cauchy-Schwarz inequality and Lemma 4.6, we get

< C(t . t0)1+2a.

/t(X(Q, t) —1d)(gov)dd — I(to,t)A(gov)
Le(H™)

to

/t(X(H, 1) — 1d)(g o v)d0 — I(te, £)A(g o v)

to

H’VTL
t
< [ [[(X(0,t) —1Id)(gov) — (W(t) — W(0))A(g o v)| yymdb
to
t t
< ||4%(g 0 v)]| ym / W(t) - W) [2do < C | |[W(t)—W(0)|*db.
to to
Then Lemma 4.9 and (12) complete the proof. O

Lemma 4.2. There exists a constant C' such that for every (to,t) € A,

t B
/ ((Vg)owv|S(ty,0)v —Y (0 —to) X (to, t)v)db + I(tg,t){((Vg) o v| Av)

to

Lg(H™)

t
< C’((t — t0)PH29) (¢ — o)1 [ |1S(to, O)v — Z(to, O)v]|® d9>.
Q

to



Proof. We have

/t (Vg)ov|S(tg,0)v — Y (0 —tg) X (to, t)v)dd + I(to,t){((Vg) ov | Av) (18)

to

= /t ((Vg) ov| X(tog,0)v — X(to,t)v)dd + I(to,t)((Vg) ov | Av)

to

+/t<(Vg)Ov!(Y(9—to)—Id)X(to,H)v—(Y(H—to) — 1d) X (to, t)v)db

to
t
+/ ((Vg)ov|S(ty,0)v — Z(tg,0)v)db.
to
We then study the terms of the right-hand side of (18). From the Sobolev inequality

1]z < c||@|| g (for all ¢ € H'), there exists ¢, (which depends on m) such that for
all 61 € H™ and ¢ € H™,

[prdallm < cmll@allpmr (| @2l m- (19)
Then by (19) and Lemma 4.6, we have

[ (V)0 XG0, 0)0 ~ Xtto, 0016 + (V) o 0] 40} (1, >\

to

Hm
t

{(Vg) o v | X(to,0)v — X(to, t)v + (W(t) — W(0))Av)| mdf

to

< Cl[(Vg) o vllgms: / 1X (0, 6)0 — X(to, o+ (W(£) — W (8)) Av]| st

<Ay [ 1W(0) = WO~ WP+ W6~ Wik

Then by Lemma 4.9 and (11) we get

t
| w01 x(t0,0)0 — (10,0000 + {(F) 00| 0 ) (00,0 (20)
to LP(H™)
< C(t —tg)tH2e,
By (19) and Lemma 4.9, we also have
t
/ (Vg)ov | (Y(0 —to) — Id) X (to, 0)v — (Y (0 — to) — 1d) X (o, t)v)df
to Lé(Hm)
t
<O [ (Y0 —to) — Id) X (to, 0)v — (Y (0 —to) — 1d) X (to, )v] 1 fym )0
t
L 0
<¢ [ | [ @V~ t)X(to,0)0) - 9(Y (o )X 0. 00))do|| o
to to Lg(Hm)
t
<0l —t0) | 1X 00,00 = X 0,10l 50y0
< Ot —tg)#F) < Ot — tg) 12, (21)



and

t B
/ ((Vg) ov| S(to,0)v — Z(to, 0)v)dh

to

By (18), (20), (21) and (22), we prove the lemma. O

(22)
Lg,(H™)

¢
<Ot —t0)* 1 [ 1S(to, 0)v — Z(to, 0)v ||L/3 Hn)

to

Lemma 4.3. There exists a constant C' such that for every (to,t) € A,

< C(t — o)+,

/t(X(H, 1) — 1d)((Vg) o v| S(to, O)v — v)d6
L (H™)

to

Proof. By Lemma 4.6, (19) and Lemma 4.9, we have

‘/t (X(0,4) — 1)((Vg) o v| S(to, O)v —v)d@‘ » (23)

(W () = W(O)[[{(Vg) ov|S(to, O)v = v} || gm0 db

to

t
< Cl[(Vg) o vl gm+ot / (W (t) = W(O)[[|S(to, O)v — | grm+odb
to

t
<Ot —to)" 1 [ (W (t) — W(0)P|IS(to, 0)v — 0|74, 6.

to

From Lemmas 4.10 and 4.9 and (11), we deduce

t B
/ (X(0,1) — 1)((Vg) 0 v | S(to, 0)v — v)db

to
t
< C(t—tg)"! /

to

< C(t N to)ﬁ min{14+20;2+a} < C(t _ t0)5(1+2a)

Lo(H™)
|00 - W) (7(6) - W) + 0 - 0)?) |t

)

which completes the proof. O

Lemma 4.4. There exists a constant C' such that for every (to,t) € A,

t X(0,t)R(v,S(to,0)v)dd

to

< C(t . t0)1+2a.
LE,(H™)

Proof. We have

t t

IN

C

H™ to

t
C [ 11S(t0,0)0 — 0]y 1St )0 — ] .

to

X(0,t)R(v, S(to, a)v)de‘

(S(to, 8)v — U)QH d6

to Hm

IN

8



By Lemma 4.10, we have
15(t0, 0)v = vl i 1S (b0, O)v = vll gy < C(IW(0) = W (t0)* + 10 — to]?)
and by (11) we prove the lemma. O

Lemma 4.5. There exists a constant C' such that for every (to,t) € A,

R(v,Y (0 — to) X (to, t)v)d@’

t R(v,Y (6 — o)X (o, )v)df

to

< C(t _ t0)1+2o¢_
Lg(H™)

Proof. We have
‘ t

The remainder of the proof is similar to the proof of Lemma 4.4. O

t
< C
H™ to

(Y (6 — to) X (to, t)v — u)2HHmd9.

to

Finally, we give the proof of Theorem 3.1.

Proof. (Theorem 3.1) By (17) and Lemmas 4.1, 4.2, 4.3, 4.4 and 4.5, there exists a
constant C' such that for every (to,t) € A,

IS (to, t)v — Z(tg, t)v — I(to, )gvHLﬂ ) (24)
< of(e- P+ (-0 [ 10000~ 20,00l 0).
to
Moreover, because of Lemma 2.3, we have
— B _ 4.)\B8(1+a)
IS (to, t)v Z(t()’t)”HLg(Hm) < C(t—tp)

and then, with (24),

E[||S(to, t)v — Z(to, t)v — I(to, t)Gv|| ym] < Ot — o) T2,
which completes the proof. O

4.2 Technical lemmas

Throughout this subsection, m a positive integer and, unless otherwise mentioned, W
is a general real continuous function.

Lemma 4.6. If v € H™ then for every (t1,t2) € A,

[(X (1, t2) = Id)v| gm < [W(t2) = W (t1)[[[v] grm+o- (25)
Ifv e H™129 then for all tg, t1 and to such that tg < t1 < t9, we have
(X (to, t2) — X (to,t1))v — (W (t2) — W (t1)) Av||Fm (26)

< W(ta) = W (1) P(IW (t2) = W ()] + [W (1) = W () [*) [[0]| Frm 2o
In particular, if tg = t1 then

(X (t1,12) = Id)o — (W (t2) = W (t1)) Avl g < W (t2) = W(t1) Pllvll ovszs. (27)



Proof. We assume that v € H™127, If we define r : z ++ ¢ — 1 — iz then we can write

— (W(t2) = W(t1))Av

(X (t1,t2) — Id)v
FHE = r(a()(W(t2) — W (t))) F(v)(€)).

Because of (2), we get
1(X (b1, 2) — 1) — (W(t2) = Wt ) Avlym < [W(t2) — W) [0l Zmsae,
which gives (27). The proof of (25) is similar to the proof of (27). We have
1(X (to, t2) = X (to, t1))0 — (W (t2) = W (t1)) Av|7m
< (X (to, t2) — X(to, t1))v — (W (t2) = W (t1)) AX (to, t1)v]
W (t2) = W (t2)*| (X (to, 1) — 1d) Av|[ 37
By (25) and (27) we get (26). O

Lemma 4.7. Let p € N*, v € HP, and f : R? = R be a p times differentiable function
such that f(0) = 0 and VEf is bounded for all k € {1,---,p}. Then there exists a
constant Cp,_1 > 0, which depends only on f, p and ||v| gr-1, and such that

If ovllmr < Cprllv]|ar- (28)
Proof. Since f(0) =0, we have ||fov||z2 < | flloollv|z2. Let p > 1. By differentiating p
times, we get

k

p
102(fov)llze < ClUVElooll®vllzz +CO IV fllo Y JJEEC

k=2 (I, g em(k,p) lIr=1

L2

where
w(k,p)={(l, - N <L < <l <p—-1LL+- -+l =p}

and (' is a constant which is independent of f and v, and may change from line to line.
By (19), we get

p k
102(fov)lle < ClVFllclldbolre +CY IV oo > ol [T ol

k=2 (11, Iy ) em(k,p) r=2
p k—1

< CLIVAloe+ DIVl >0 Mol [T lass | ol
k=2 (1, ) Em(k.,p) r=2

< <||vf”00+2Hka”OOHUHHP 1) 101l v

1
where H --- = 1. This completes the proof. ]

10



Lemma 4.8. Let p € N*, vi,v0 € HP, and f : R? = R be a p times differentiable
function such that f(0) =0 and V*f is bounded for all k € {1,--- ,p+ 1}. Then there
exists a constant Cy, > 0, which depends only on f, p, ||vi||mgr and ||v2||gr, and such that

If ov1 = fovs|lmr < Cpllvr — va ar. (29)
Proof. We use the same notation as in the proof of Lemma 4.7. Moreover, we denote
the vector (Q4v,---,0%v) by (dLv)g for v = v or v = vy. Differentiating p times, we

get
107(f o v1 = fowg)llpz <[(V)(01)(0Fv1) — (V) (v2)(Fv2)| 2

3 [(TEDE) @)k — () (w2) (@ ea)]

k=2 (I1, lx)Em(k,p)

2’

Using (19), we get
(V) (w1)(0Fv1) = (V) (v2)(0Fv2) || 2

IA

(V) (1) (0Fv1) — (V) (v2)(OFv1)| 2
(V) (w2)(OFv1) = (V) (v2)(0Fv2)]| 2
IV2 £llsollvr = vall g llon | o

IV flloollvr — vl

UIV2 Fllssllosllzze + 1V Flloo) o1 = v2ll o

IN

IN

For all k > 2,
| (V@@ )i = (FE ) w2) o,

< |[(VEN @@ ek = (VED @) @i

+[|(7F ) @) @0k — (TF ) (02) (v

L
By (19), we have
|(FE R )@k v = (T 1) @) v,
k
< IV fllc o = wallan TT lowllgees < 195 Fllocllon = vell e loa |y -
r=1
Moreover,
(7% 1) wa) (@ en)i - (ka)(w)(al'w)k‘ .
k
< IVHflloo Y 08 (01 =), H Pl TT 1% vale
j=1 r=j+1
< NV* Flloo 1 — UQHHPZ o1 195" vz 72
7j=1
This completes the proof. O
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Lemma 4.9. Let m € N and ug € H™. There exists a positive constant C, which does
not depend on W, and such that the solution u satisfies for all t € [0,1],

Nuellzrm + ||g(we) || e + (V) (ue) || am < C.

Proof. In this proof, C is a constant which does not depend on W and ¢, and may change
from line to line. We define the sequence {vg }ren such that vg = ug and for all k& € N,

Va1 (t, ) = X(0,t)up(x) + /OtX(G,t)g(Uk(H,:z:)) do, (t,z) €[0,1] xR. (30)

We recall that vy — u in C([0,1],L?) as k — oo (see [9]). Similarly to the proof of
Lemma 3.3 of [9] and by using Lemma 4.7, we prove that there exists a constant C' such
that for all k and ¢, ||vk(t,-)||gm < C. As in the proof of Lemma 3.6 of [9], we deduce
that for all ¢, ||u(t,-)|[[gm < C. We then prove that for all ¢, ||g(u(t,-))||gm < C and
|(Vg)(u(t,-))||gm < C by using the assumptions on g and Lemma 4.7. O

Lemma 4.10. Let m € N. If ug € H™, then there exists a constant C, which does not
depend on W, and such that for all (t1,t2) € A,

1Y (2 = t)uey — ugy || g < Otz = 1) (31)

If v € H™V9, then there exists a constant C, which does not depend on W, and such
that for every (t1,t2) € A,

1Z(t1, ta)us, — ug | Fm < C([W(ta) = W(t1)[* + [ta — ta|?) (32)
and

1S (t1, to ), — ugy | Fm < C(IW (t2) = W(t1)]* + |ta — t1]). (33)
Proof. The proof of (31) is a consequence of Lemma 4.7. We get (32) and (33) by (31)
and Lemma 4.6. O
5 Order estimate

In this section we assume that W is a random process such that for all ¢ > 0,

W(t) = /0 6(0)dBy

where B is a standard Brownian motion and ¢ : (0,00) — R is a (deterministic) function
such that there exist Cyy > 0 and b > —1/2 such that for all ¢t > 0,

|6(t)] < Cwt".

This ensures that W(t) is well defined for all ¢. We can also deduce that there exists
C > 0 such that for all (¢,s) € R?

E[(W(t) = W(s))*] < CJt — s|** (34)

12



where 1
a=g min{2b+ 1;1}

Following Theorem 2.1, if ug € HP™° then there exists a constant C' > 0 such that for
all (n,h) €6,

et — bl g2, 2wy < CH (35)

Notice that W has independent increments with mean zero. This enables us to improve
(35) by applying Theorem 3.1. We establish that the order of the scheme is at least 2«
instead of «.

Theorem 5.1. For every p € N, if ug € HPT2% then there exists a constant C > 0 such
that for every (n,h) € 4,

ltan — |, ey < O, (36)

In this section, the letter C' stands for a constant which does not depend on (n, h),
unless otherwise mentioned, and may change from line to line.

Proof. Let p € N. For all (n,h) € 6 we write
|t — u | % = E1(n, h) + Ex(n, h) + 2R E3(n, h)
where

El(nv h) = HSZU(H_l)h - Zgu(n—l)hH%{IH EQ(na h) = HZgu(n—l)h - ZSU?L—lH%ﬂ’?

and E3(n7 h) = <Sgu(n—1)h - Zgu(n—l)hv Zr}Llu(n—l)h - ZZLLUZ—1>H”7

and we define
L h h
&y = El||lunn unH2HP] [[unn u”H%?z(Hp).

By Lemma 2.3, there exists C' such that for every (n,h) € 0,
E[E;(n, h)] < Ch*T2, (37)
By Lemma 5.3, there exists C such that
Ex(n, h) < exp(Ch)|[ugn-1yn — 1[I0,
and, therefore,
E[Es(n, h)] < exp(Ch)E"_,. (38)

From (37), (38) and Lemma 5.2, we deduce

EM < CR*T2* exp(Ch)EM_| + CR!T2>\ /&l |

13



and then, because
pit2e,/eh < Cp'T 4 Cche |,
we get
EM < OhHY Lexp(Ch)EN
for all (n,h) € 6. Then we deduce (36). O

The remaining part of this section is devoted to lemmas we use in the proof of
Theorem 5.1

Lemma 5.2. Let p € N. With the same notation as in the proof of Theorem 5.1, if
ug € HP*29 then there exists C such that for all (n,h) € 6,

B[R Es(n, ]| < Ch+2. [gh_. (39)
Proof. For all (n,h) € 0, we define
Ri(n,h) = Shum—1yn — Zhum—1yn — LGum_1)n,

and
Ry(n, h) = Zgu(n—l)h — Zhup ) — (Id + WQA)W(n—l)h —ul_y)

where W = W (nh) — W((n — 1)h). We write
Es(n.h) = (IGug_yn, (1d+ Wy A) (ugny, = up 1)) av
+<I£LQU(n_1)h, RQ(n’ h)>Hp
+<R1 (n’ h)? Zgu(n—l)h - ZS“Z—OHP'

From the Cauchy-Schwarz inequality, Theorem 3.1 and Lemma 5.3, there exists C such
that

[E[(R1(n,h), Zyu-1yn — Zyy 1) mell < CRUP2 JER
By the Cauchy-Schwarz inequality and Lemmas 4.6 and 5.4, there exists C such that
[E[ I Gun—1yn, Ra(n, b)) ]| < CRTE4 €L < ORIT2 [€)

Since Brownian motion has independent increments with mean zero, we obtain

B[} Gun—1yn, (Id + WEA) (win_1y, — ulh_1)) el
= [E[IWIE(ug—1yns A(ug—1yn — up_1)) m]|
= [E[IWE[{(—Aum—1yh, Un—1yn — ul_1) mo]|

< Ch1+2a /57}11_1_

As a consequence, we get (39). O
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Lemma 5.3. Let p € N. With the same notation as in the proof of Theorem 5.1, if
ug € HP then there exists C such that almost surely and for all (n,h) € 6,

Proof. 1t suffices to prove that for all (vi,v2) in HP x HP there exists a (deterministic)
constant C', which depends only on g, p, ||v1||gr and ||v2||gr, and such that almost surely
and for every (tg,t) € A,

Zpun—1yn — Zhuf,_y) HHP < eXP(Ch)H“(n—l)h - “?nfl)‘ oo

1 Z(to, t)v1 — Z(to, t)va| gp < exp(C(t — to))|lv1 — val| go-
We have
Z(to,t)va — Z(to, t)vr = X(to,t)va — X (to,t)v1

[ (0070 10)X 0, 102) — (Y 0~ 10)X 10, )0

to

By Lemma 4.8,

[ @00 -1, 00~ 900 - 1)1, t)m))de\

to

HP
t

S C HY(9 — to)X(to,t)UQ — Y(H — to)X(to,t)vlqudQ

to

and by the Gronwall lemma we get
1Z(to, t)vr — Z(to, vallgr < exp(C(t — t0))[| X (o, ) (v1 — v2)ll o
= exp(C(t —to))[[vi — vzl -
This completes the proof. ]

Lemma 5.4. Let p € N. With the same notation as in the proof of Lemma 5.2, if
ug € HPT29 | then there exists a constant C such that for every (n,h) € 6,

2c0
[ B2 (n, M) L2 (pmy < Ch 12,(119)

h
‘un—l - u(n—l)h’

Proof. We write

Zﬁuﬁ_l - Zgu(n—nh
= (Id+ WT?A)(UZ—I — Un—1)n) (Xff —Id— WSA)(UZA — Un—1)h)

nh
i /( 00— (0= WX ) = g0 — (1= D))

The proof is completed by Lemmas 4.6 and 4.8. O
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6 Another splitting scheme

6.1 Setting and results

In this section we deal with another splitting scheme for Equation (3). Using the same
notation as in Section 2.2 we define for all (n, h) € 6 the (Lie) splitting scheme
—h

=7

—h
n Z1UU

where .
Zy, = Z((k — 1)h, kh) for all k € {1,--- ,n}

and

Z(to,t) = X(to,t)Y(t — to) for all (to,t) € A.

This is another Lie splitting scheme. Under the same assumptions as in Section 2.2 we
establish an order estimate for this scheme. The proof is omitted because it is similar
to the proof of Theorem 2.1.

Theorem 6.1. Let m € N. If ug € H™"7 then there exists a constant C > 0 such that
for all (n,h) €4,

—h «a
et = T gy < C (40)
Under the same assumptions as in Section 3 we have the following result that we
prove in the next subsection.

Theorem 6.2. Let m € N and W be a stochastic process satisfying (11). If ug € H™27
then there exists a constant C' such that for every (to,t) € A,

1S (to, tYus, — Z (to, tyus, + J (to, t)Guy, HL?Z(HM) < C(t — tg)?H!

t
where J(to,t) = / (W(8) — W (1)) db.
to
Therefore, the local error SZLZU(,L,I)h—?Zu(n,l)h can be approximated by —Ji}gu(n,l)h
where J" = J((n — 1)h,nh).
As a consequence, we have the following result regarding the global error if W is
Gaussian and have independent increments and mean zero.

Theorem 6.3. Let W be a process as defined in Section 5. For every p € N, if ug €
HPT2% then there exists a constant C > 0 such that for every (n,h) € §,

l[vnn — ﬂZ”Lg(HP) < Ch*. (41)

We omit the proof of Theorem 6.3 because it is similar to the proof of Theorem 5.1
with —J” instead of I". Notice also that the results of Lemmas 2.3, 5.2, 5.3 and 5.4 still
hold if we replace Z with Z.
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6.2 Proof of Theorem 6.2

We write

S(to, t)v — Z(te, thy = /t(X(O, £) — X (to,1))(g o v)db (42)

to

+ tX(to, (V) 0v|S(te, O)v — Y (8 — to)v)db

to

[ (X0 = X(t0,0) (V) 001 (00,000 — )0
+ tX(G, t)R(v, S(to,0)v)dl — tX(to, t)R(v,Y (0 — to)v)do

to to

where v = u,. By using the same tools as in the proof of Lemma 4.1 we get

to

[ X000~ X005 0010 + (10,0405 00

< C(t —to)' 2.
Lo (H™)

In the same way as for Lemma 4.2 we obtain

to

t
X (to, t){((Vg)ov|S(ty,0)v — Y (0 — to)v)dd — J(to,t){((Vg) ov | Av)

B

Lg,(H™)

t
< 0(@5 — 10)PF29) 4 (¢ — to)ﬁ—l/t 1S (to, 0)v — Z(to, H)UHig(Hm)d9>.
0

Similarly to Lemma 4.3 we can prove

to

/t(X(H, D) — X(to, ){(Vg) 0 v| S(to, O)v — v)d0

< C(t o t0)1+2a.
Lg(H™)

By Lemma 4.4 we have

t X(8,1)R(v, S(to, §)v)do

to

< C(t —tg)' 2
LG (H™)

and as for Lemma 4.5 we get

t
X (to,t)R(v,Y (0 — to)v)db
to

< C(t —to) >,
LG(H™)

Finally we deduce from above that

115 (to, t)v — Z(to, t)v + J(to, t)gvHig(Hm

)
t
< C((t _ to)ﬁ(l+2o¢) + (t — to)ﬁ_l / HS(to, (9)’1) — Z(to, Q)UHig(Hm)cw)
to

and we complete the proof as for Theorem 3.1 and by using

IS (to, t)v — Z(to,t) < C(t —to)tHe

Ul (rrm)

which is proven as Lemma 2.3.
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