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During the past few years high-order harmonic generation (HHG) has opened up the field of ultrafast
spectroscopy to an ever larger community by providing a table-top and affordable femtosecond extreme
ultraviolet (EUV) and soft-x-ray source. In particular, the field of femtomagnetism has largely benefited from
the development of these sources. However, the use of x-ray magnetic circular dichroism (XMCD) as a probe
of magnetization, the most versatile and reliable one, has been constrained by the lack of polarization control at
HHG sources, so studies have relied on more specific magneto-optical effects. Even the recent developments on
the generation of elliptically polarized harmonics have only resulted in a few time-resolved experiments relying
on this powerful technique since they add complexity to already-difficult measurements. In this article we show
how to easily probe magnetization dynamics with linearly polarized EUV or soft-x-ray light with a versatility
similar to XMCD by exploiting the Faraday effect. Static and time-resolved measurements of the Faraday effect
are presented around the Co M edges. Using simple theoretical considerations, we show how to retrieve the
samples magnetization dynamics from the Faraday rotation and ellipticity transients. Ultrafast demagnetization
dynamics of a few nanometers in Co-based samples are measured with this method in out-of-plane as well as
in-plane magnetization configurations, showing its great potential for the study of femtomagnetism.

DOI: 10.1103/PhysRevB.100.144421

I. INTRODUCTION

High-order harmonic generation (HHG) is a table-top
source of femtosecond coherent light covering the extreme
ultraviolet (EUV) and soft-x-ray spectral ranges. Up to recent
times, only linearly polarized HHG-based experiments were
conducted. Indeed, although it has been known for more than
20 years that the harmonic beam somewhat retains the polar-
ization state of the driving laser [1,2], nonlinearly polarized
driving fields lead to a very low efficiency of elliptically
polarized harmonics, preventing them from being used as a
light source for experiments. To overcome this limitation,
recent research on HHG has focused on the development of
full polarization control of intense harmonic beams [3–12].
To produce high-intensity elliptically polarized harmonics
for applications, several schemes have been proposed and
implemented in the past 10 years, such as (i) the harmonic
generation with aligned molecules [3,4,9], (ii) the use of a
circular polarizer [5,8], and (iii) harmonic generation with
bicolor driving fields [6,7,10]. One of the strongest driving
motivations behind the development of elliptically polarized
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HHG sources has been their application to the study of
ultrafast magnetization dynamics [5,7,8,10,13]. Indeed, HHG
sources are particularly suited for this type of study since they
allow for nanometer-scale spectroscopic pump-probe exper-
iments with unmatched time resolution—thanks to the very
short harmonic pulse duration (down to the attosecond range)
and its inherent synchronization with the driving laser (part
of which is used as pump). In addition, thanks to harmonic
polychromaticity and a photon energy range reaching the
absorption edges of magnetic elements, simultaneous prob-
ing of different elements in alloy or heterostructures can be
performed.

Linearly polarized harmonics can be used to probe mag-
netization by using resonant magneto-optical (MO) effects,
such as the magneto-optical Kerr effect (MOKE) [14,15],
with transverse (T-MOKE) being the preferred geometry with
HHG, or resonant magnetic scattering [16,17]. These MO
effects have been successfully exploited at HHG or other
XUV sources during the past 10 years to study new aspects of
ultrafast magnetization dynamics, such as element-specific or
nanometer-scale dynamics [18–23]. However, the method of
choice to probe magnetization in resonance with absorption
edges is x-ray magnetic circular dichroism (XMCD). Indeed,
contrary to T-MOKE or resonant magnetic scattering [24,25],
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the relationship between XMCD and magnetization is fairly
linear and well established [26,27]. Moreover, it is a more
versatile method since it can be used to probe uniformly
magnetized samples in transmission and hence is not limited
to samples presenting nanoscale magnetic domains, such as
resonant magnetic scattering, and is not limited to probing the
sample surface, such as T-MOKE.

As indicated by its name, time-resolved XMCD experi-
ments require circularly, or at least elliptically, EUV or soft-
x-ray photons. Despite the tremendous recent development
of elliptically polarized HHG sources described earlier, there
have been very few HHG-based time-resolved experiments
relying on XMCD as a probe [8]. This is probably due to the
fact that the schemes used to produce elliptically polarized
harmonics require extra beams and optics compared with the
classical technique. Consequently, they add complexity to the
generation setup, reduce the harmonic yield, and introduce
instability. All of these points are detrimental to the realization
of sensitive time-resolved experiments.

In this report, we demonstrate how we can retain both
the simplicity of a linearly polarized HHG source and the
versatility of XMCD by using the Faraday effect as a resonant
MO probe of magnetization for the study of ultrafast magne-
tization dynamics. Using cobalt-based samples, the static res-
onant Faraday effect have been measured at the M2,3 edge of
Co with our HHG source and, in particular, with an optimized
polarizer this effect can be stronger than XMCD. Moreover, a
time-resolved experiment has been implemented based on this
effect in perpendicular (out-of-plane) and parallel (in-plane)
magnetization geometries. We show that time-resolved sig-
nals can be obtained for samples as thin as a few nanometers
magnetized in-plane. Finally, theoretical considerations allow
us to retrieve simultaneously the magnetization dynamics
from the Faraday effect transients for different harmonics,
allowing us to obtain a complete spectroscopic picture of the
magnetization dynamics.

II. THEORETICAL CONSIDERATIONS

Macroscopically, the Faraday effect modifies the polariza-
tion of a linearly polarized beam traveling through a magne-
tized medium, as presented in the inset of Fig. 1, as long as
the magnetization axis is not perpendicular to the beam path.
In the case of a nontransparent medium, the initially linearly
polarized harmonics will become elliptically polarized (see
Fig. 1 for the definition of Faraday ellipticity εF ) with a po-
larization axis rotated compared with the original polarization
by an angle θF (see Fig. 1).

If both the magnetization and the incident light are normal
to the material’s surface (i.e., parallel to each other), the
incident linearly polarized light can be decomposed as the
sum of two circularly polarized waves of positive and negative
helicity with equal amplitude. The complex refractive indexes
n± for these two circularly polarized waves describe the prop-
agation of the radiation through the sample, where ± refer
to parallel and antiparallel orientation of the waves helicity
relatively to the magnetization of the sample ( �M). n+ and n−
are defined as follows:

n± = 1 − (δ0 ± �δ) + i(β0 ± �β ). (1)

FIG. 1. The Faraday effect leads to a transmitted beam ellipti-
cally polarized with a rotation of the polarization θF and an ellipticity
εF . The ellipse major and minor axes, a and b, define the ellipticity
as tan εF = b/a. The p′ and s′ axes are rotated axes parallel to a and
b. The electric field of the beam is easily described in this coordinate
system.

The real part corresponds to a phase shift of the radiation,
while the imaginary part describes the absorption. �δ and �β

can be expanded as a series of powers of the magnetization
M but are largely dominated by the linear term. If one of
the circular waves travels faster than the other through the
material, constituting the phase shift, it will also rotate faster,
generating the rotation of the light’s polarization axis: this
constitutes the Faraday rotation θF , which is proportional to
�δ [28]. The difference in absorption of the two circularly
polarized waves changes the polarization of the light from
linear to elliptical: this constitutes the Faraday ellipticity εF ,
which is proportional to �β [28].

The principle of our Faraday effect measurement is pre-
sented in Fig. 2. The incident light polarization is described
in the usual coordinate system, p and s, where the p axis is
parallel to the plane of incidence and the s axis is perpendic-
ular, both being perpendicular to the beam path. If the beam
incident on the sample is purely p polarized, the Faraday effect
will induce a modification of its polarization state resulting in
the appearance of an s component. Measuring this component
allows us to quantify the intensity of the Faraday effect and
the magnetization of the sample, as shown below. To do that,
our method is based on a polarization analyzer, which ideally
would completely suppress the p component.

Let us now consider cases for which the measured effects
will be dominated by the Faraday rotation (this is the case
for most photon energies). For two opposite directions of the
sample’s magnetization (M− and M+) these s components are
of the same magnitude but of opposite sign [opposite rotation;
see Fig. 2(a)]. Since the detector placed after the analyzer
is only sensitive to the intensity of the beam—proportional
to the square of the electric field—our single-analyzer setup,
sensitive mainly to the s component, cannot differentiate
between these two opposite-magnetization states: they will
yield the same intensity on the detector.

To distinguish between opposite magnetization directions,
one has to rotate the incident polarization axis by a small
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FIG. 2. Polarization of the harmonic beam after a magnetized
sample for two opposite magnetization directions, M+ (blue) and M−

(orange), starting from three different configurations of the incident
polarization: (a) linearly p polarized, (b) linearly polarized with an
angle θ compared with the p axis, and (c) linearly polarized with
an angle −θ compared with the p axis. Because of the Faraday
rotation θF and ellipticity εF , the s component of the electric field
strongly depends on the sample’s magnetization. For a p-polarized
incident polarization, the s component of the transmitted electric field
is opposite for opposite magnetization, leading to the same measured
intensity. A small rotation of the incident polarization θ allows us to
differentiate between these two magnetization directions.

angle θ . If θ � θF , the projection of the electric field along
the s axis after the sample increases for one magnetization
direction and decreases for the other [Fig. 2(b)]. The signal
measured after the analyzer then monotonically depends on
the magnetization. It has to be noted that using an opposite
polarization angle −θ reverses the signal [Fig. 2(c)]. The
stronger the Faraday effect, the higher the difference between
the signals measured for opposite magnetization directions.
To maximize the ratio between the two different s components
of the electric field obtained upon reversal of the magneti-
zation, one has to use a θ angle of the order of θF . Indeed,
if the light source is not perfectly stable, it can be better to
maximize the ratio rather than the difference to obtain a very
good contrast and a higher detection efficiency.

A more detailed analysis can be done by writing the electric
field of one harmonic after the sample for the two opposite
magnetization directions (M+ and M−), perpendicular to the
sample’s surface. As shown in Fig. 1, in the (�ep

′, �es
′) basis, the

electric field can be simply written as follows:

�E± = a�ep
′ ± ib�es

′, (2)

where a and b are respectively the major and minor axis of
the polarization ellipse. To evaluate the effect of the analyzer
on the beam, this equation has to be rewritten in the (�ep, �es)
basis. This is done by writing �ep

′ and �es
′ in the (�ep, �es) basis:

�ep
′ = cos (θ ± θF ) �ep + sin (θ ± θF ) �es,

(3)
�es

′ = − sin (θ ± θF ) �ep + cos (θ ± θF ) �es,

where θ is the initial angle between the polarization axis and
the p direction (before the sample) and θF is the Faraday
rotation. This allows us to rewrite Eq. (2) as follows:

�E± = [a cos(θ ± θF ) ∓ ib sin(θ ± θF )] �ep

+ [a sin(θ ± θF ) ± ib cos(θ ± θF )] �es. (4)

The analyzer has transmission coefficients tp and ts for the p
and s directions, respectively, hence the electric field after the
analyzer becomes

�E± = E±
p �ep + E±

s �es. (5)

Since tan εF = b/a, E±
p and E±

s are therefore equal to

E±
p = atp[cos (θ ± θF ) ∓ i tan (εF ) sin (θ ± θF )],

(6)
E±

s = ats[sin (θ ± θF ) ± i tan (εF ) cos (θ ± θF )]

The total intensity of the transmitted light is

I± = I±
p + I±

s ∝ |E±
p |2 + |E±

s |2. (7)

From Eq. (6), the p and s components of the intensity, I±
p and

I±
s , respectively, can be written as follows:

I±
p ∝ a2Tp[cos2(θ ± θF ) + tan2(εF ) sin2(θ ± θF )],

I±
s ∝ a2Ts[sin2(θ ± θF ) + tan2(εF ) cos2(θ ± θF )], (8)

where Tp = |tp|2 and Ts = |ts|2. Since θ ± θF � 1 and εF � 1
[29], Eq. (8) can be simplified to

I±
p ∝ a2Tp[1 + ε2

F (θ ± θF )2] ∼ a2Tp,
(9)

I±
s ∝ a2Ts[(θ ± θF )2) + ε2

F ],

which gives

I± ∝ a2
[
Tp + Ts

(
θ2 ± 2θθF + θ2

F + ε2
F

)]
. (10)

If we consider the difference between the harmonic intensity
of the two opposite magnetization directions, we obtain

I+ − I− ∝ a2Ts4θθF . (11)

At this stage, we have to consider that only a and θF depend
on the magnetization. Neglecting multiple internal reflections
of the sample (which is most of the time justified for EUV and
soft-x-ray radiation), it can be shown that a is proportional to
E0 cosh(kd�β ), where E0 is the polarization of the incoming
beam, k is the wave vector, and d is the thickness of the
sample. For small values of kd�β (which is the case for us
here), cosh(kd�β ) reduces to 1 and the parameter a is mostly
independent of the magnetization. Therefore we can write

I+ − I− ∝ θF ∝ �δ ∝ M. (12)

Consequently, the magnetization dynamics is proportional to
the time evolution of the difference between I+ and I− and
one has only to measure the intensity of the transmitted light
for the two opposite magnetization directions to retrieve it.
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On the other hand, for specific photon energies very
close to the M and L absorption edges of magnetic transi-
tion metals, the Faraday rotation vanishes (θF ∼ 0) and the
signal is dominated by the Faraday ellipticity [29]. In that
case, it becomes impossible to retrieve the magnetization
by the previous method. However, the transmitted intensities
reduce to

I+ = I− ∝ a2[Tp + Ts
(
θ2 + ε2

F

)]
. (13)

We can then perform an additional measurement for an un-
magnetized sample (M = 0) for which the Faraday ellipticity
is equal to zero, yielding an intensity I (M = 0) ∝ a2[Tp +
Tsθ

2]. The difference between the intensities measured for
magnetized, I (M ) = I+ or I−, and unmagnetized, I (M = 0),
samples is the given by

I (M ) − I (M = 0) ∝ a2Tsε
2
F ∝ (�β )2 ∝ M2. (14)

This difference is proportional to the square of the Faraday el-
lipticity εF , hence to the square of �β and finally to the square
of the magnetization, M2. Once again, one can easily retrieve
the magnetization dynamic by measuring the time evolution
of this difference. The zero-magnetization measurement has
to be performed only once because it does not depend on the
time delay.

It has to be noted that this analysis remains essentially valid
for non-normal incidence. At the L edges of transition metals,
the optical index is very close to 1 and the proportionality
between θF and �δ and between εF and �β holds [28]. At
the M edges, only a weaker approximation can be made but
θF and εF remain linearly proportional to a combination of �δ

and �β [29]. Consequently, θF and εF are still proportional to
the magnetization.

To verify the validity of Eqs. (12) and (14), we have
perform simulations of the interaction between EUV light
around the Co M edge (close to 60 eV) and a Co/Pt multilayer
using a matrix formalism [30] and magneto-optical constants
recently measured [31]. In particular, the transmitted electric
field and polarization have been calculated in the configura-
tion described above, i.e., a linearly polarized incident wave
slightly rotated compared with the p axis impinging on the
sample at normal incidence. Those simulations confirm that
there is a linear relationship between I+ − I− and the sample
magnetization for photon energies where the Faraday rotation
can be measured. They also confirm that Eq. (14) can be used
in a photon energy range of about 1 eV around the energy
where the Faraday rotation vanishes.

III. EXPERIMENTAL DETAILS

Our experimental proof of principle is carried out by using
a 5 kHz laser system at ∼800 nm with a pulse duration of
about 30 fs and 2 mJ per pulse, which is split into pump
and probe beams by a beam splitter. Figure 3 represents
schematically the experimental setup.

The linearly polarized laser is focused into a gas cell filled
with neon to generate high-order harmonics by nonlinear
interaction between the laser and the gas. The generated
harmonics maintain the polarization properties of the infrared

laser and span a wide photon energy range. A half-wave
plate is used to control the polarization axis of the laser
and hence the linearly polarized harmonics. By adjusting the
source parameters, such as the iris aperture, the laser chirp,
and the gas pressure, it is possible to optimize the generation
efficiency close to the targeted spectral range for magnetic
spectroscopy studies. Three SiO2 mirrors at grazing incidence
and a 300-nm-thick Al foil are used to remove the infrared
(IR) radiation after the gas cell and a toroidal mirror focuses
the harmonics onto the sample.

The magnetic field applied to the samples can be either
out-of-plane or in-plane. For the first one, the sample is
surrounded by four permanent magnets (Fig. 3). This magnet
arrangement generates a field of 200 mT perpendicular to the
sample surface, which is sufficiently intense to fully saturate
the magnetization of the samples. For the in-plane geometry,
only two magnets are used and the field reaches 140 mT.
For both configurations the magnet structure can be rotated
around the sample to reverse the magnetization of the sample.
Different magnetic samples were used in the experiment: a
CoDy alloy film: Ta(3 nm)/Pt(5 nm)/Co76Dy24(50 nm)/Pt(5
nm), two Co/Pt multilayers CoPt-1: Pt(2 nm)/[Co(0.6 nm)/
Pt(0.8 nm)]/Al(5 nm)×20/Al(5 nm) and CoPt-2: Ta(5 nm)/
Pt(5 nm)/[Co(1.5 nm)/Pt(1.2 nm)]×5/Pt(3 nm), and a single
Co layer Ta(5 nm)/Pt(5 nm)/Co(5.5 nm)/Pt(3 nm). All the
samples were deposited by sputtering onto 50-nm-thick Si3N4

membranes with a surface of 0.05 × 0.05 mm2.
After the sample, the harmonics are reflected by a polar-

ization analyzer into a spectrometer consisting of a concave
grating (1200 lines/mm) and a CCD camera. Using the po-
larization analyzer at the Brewster angle, the p reflectivity Rp

is very weak and, consequently, the intensity recorded on the
CCD is mostly due to the s component of the electric field.
To increase the sensitivity of our measurement we therefore
have to maximize Rs and Rs

Rp
. This can be done by using

a metallic mirror with fairly good reflectivity in the EUV
spectral range, e.g., a gold mirror (Rs = 0.04 and Rs

Rp
= 17 for

60 eV at 40°), or a broadband multilayer mirror optimized
for the targeted spectral range between 50 and 70 eV (Rs =
0.18 and Rs

Rp
= 900 for 60 eV at Brewster’s angle). The gold-

coated mirror and the multilayer mirror optimized for 60 eV
have their respective Brewster angles at 40° and 42.1.° The
first one was used to demonstrate the applicability of the
method on the thick CoDy sample. The second one was used
to measured smaller effects on the thinner Co/Pt and Co
samples.

For static experiments, we measured the harmonics inten-
sity for two opposite magnetization directions of the sam-
ple and for two opposite polarization angles for a complete
demonstration of the Faraday effect. To perform the time-
resolved experiment, a small fraction of the infrared laser
beam, which can be controlled in time delay compared with
the main laser beam driving the HHG process, is used as a
pump to initiate the demagnetization dynamics. Since pump
and probe pulses originate from the same laser pulse, this
setup is inherently jitter free, allowing us to follow the magne-
tization dynamics with a time resolution slightly higher than
30 fs, since the HHG pulse duration is much smaller than the
laser pulse.
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FIG. 3. Schematic diagram of the experimental setup. The magnetic sample is pumped by an IR laser pulse and probed by a delayed
linearly polarized harmonic pulse, generated by the same laser in a gas cell filled with neon. Both pump and probe are focused at the same
position onto the sample and are almost in collinear geometry perpendicular to its surface. The analyzer is set at the Brewster angle for 60 eV
radiation, i.e., reflecting mainly the s component of the harmonic beam. The harmonics are then separated and detected by a spectrometer
composed of a concave grating and a CCD camera. A set of three SiO2 mirrors and aluminum filters shield the detector from the IR light.
(inset) The Co based samples are surrounded by a rotating assembly of four permanent magnets which can magnetize the sample at saturation
out-of-plane in both directions.

IV. RESULTS AND DISCUSSION

The transmission efficiency of the high-order harmonics
around the spectral energy range of interest was evaluated
for the CoDy sample. Figure 4(a) represents the spectral
distribution of the high-order harmonics recorded by the CCD
camera for the M− direction. Figure 4(b) shows the projec-
tion of the intensity of two harmonics spectra recorded with
(magenta) and without (black) the CoDy sample. When the
sample is in the harmonics path, the transmission efficiency
of the harmonics around the M2,3 absorption edge of cobalt
is calculated. As expected, there is a strong absorption of
the signal around this edge. The transmission decays from
10 × 10−3 at 57.7 eV to 1.5 × 10−3 at 60.8 eV [Fig. 4(b),
right axis].

For the same CoDy sample, Fig. 5(a) shows the projection
of the energy of the harmonics spectra for the two opposite
magnetization directions (M− in blue and M+ in red). The
curves correspond to an average of the harmonics spectra

recorded for each magnetization direction. For nonzero θ

we observe a different response in the intensity signal of
the harmonics for the two magnetization directions: for M−
the intensity of the harmonics is higher than for M+. This
observation is in agreement with our theoretical description
of the experiment (vertical projection of the ellipsis illustrated
in Fig. 2). The Faraday effect is particularly pronounced
for harmonics from 54 to 60 eV, consistent with previous
works [29].

To quantify the static Faraday effect for each harmonic, the
asymmetry A, defined as

A = I+ − I−

I+ + I− , (15)

has been calculated thanks to the two magnetization directions
(M− and M+). Figure 5(b) shows the results for the three
different incident polarization axis (θ , −θ , and 0). When
the incident polarization is parallel to the analyzer plane
[θ = 0◦, as represented in Fig. 2(a)] the intensities recorded
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FIG. 4. (a) Harmonics spectrum: vertical distribution of the beam
as function of the photon energy (30 s acquisition time). (b) Energy
projection of the harmonics spectra showing the intensity of each
harmonic for two configurations, with and without the sample in the
harmonics path (30 and 2 s acquisition time, respectively).

for opposite magnetization have the same amplitude, and, as
expected, A ≈ 0.

To maximize the asymmetry, we rotated the incident po-
larization axis with respect to the p direction by an angle
θ to minimize the s component of the electric field of one

FIG. 5. Static Faraday effect of the CoDy sample as a function of
photon energy in out-of-plane geometry. (a) Average of the energy
projection of the recorded harmonics spectra showing the intensity
of each harmonic for two opposite directions of the sample’s magne-
tization (M− in orange and M+ in blue lines). (b) Asymmetry of the
Faraday effect [see Eq. (15)] measured for three different polarization
axis angles of the incident light (θ , −θ , and 0).

FIG. 6. Harmonic intensity as a function of time delay obtained
from the CoDy sample magnetized out-of-plane (M−) for a pump
fluence of 5 mJ cm−2 and at a photon energy of 57 eV. The points
have been obtained by an average over three acquisitions of 20 s.
The inset shows data from another scan focused on the short delays.
The orange solid lines in both curves represent the best fits obtained.

of the two magnetization directions [Fig. 2(b)]. Using the
opposite angle reverses the asymmetry [Fig. 2(c)]. For a gold
analyzer around the Co M edge the best angles that optimize
the contrast between opposite magnetizations were found to
be close to θ = ±12 °, for which A reaches almost 40 %
at 57 eV. Even with this not-so-small value for theta, our
main approximation sin(θ + θF ) ≈ θ + θF is mostly valid
since, in the worst-case scenario, θ = θF = 12◦ = 0.42 rad
and sin(0.42) ≈ 0.41. Figure 5(b) clearly shows that the
asymmetry can be measured over a photon energy range of at
least 10 eV (between 50 and 60 eV). This result demonstrates
our ability to measure the Faraday effect in resonance. We
note that the measured asymmetry is almost three times
higher than what could be achieved on a sample of similar
thickness using XMCD techniques. Indeed, Willems et al.
[8] observed A ≈ 6% at the Co M edge for a 15-nm-thick
sample which would yield A ≈ 15% for 38 nm of Co (the
equivalent Co thickness of our CoDy sample). Finally, the
high sensitivity of this effect allows us to measure effects
far from the absorption edge. This broad spectral response
could question the possibility to obtain element specificity in
complex materials composed of different metals, especially
here for M-edges resonances that are close to each other
(iron, cobalt, nickel, etc.). In reality, close to the absorption
edge of one element where the magneto-optical response is
maximum, contributions from other elements are rather weak
[31]. In addition, it has to be noted that this issue would not
be specific to the Faraday effect and would affect all resonant
magneto-optical probes of magnetization (XMCD, T-MOKE,
and resonant scattering) at the M edges of transition metals.

Time-resolved measurements on the same sample are
shown in Fig. 6. The IR pump triggers the demagnetization
dynamics and the harmonics probe the CoDy sample mag-
netic state at different time delays. Here we show the signal
intensity as a function of time delay recorded for a probe
photon energy of about 57 eV and for only one direction
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FIG. 7. Asymmetry as a function of photon energy for two op-
posite incident polarization axes (θ and −θ ) recorded for the CoPt-1
sample showing a strong Faraday rotation below and above 60 eV
and a vanishing Faraday rotation close to 60.5 eV. The calculated
asymmetry of a 12-nm-thick Co layer is shown (dashed blue line)
for comparison and is in good agreement with the measurements.

of the magnetization. After excitation of the sample, the
signal intensity rapidly decreases, staying flat up to 10 ps. As
discussed in the theoretical part, for only one direction of the
magnetization, the intensity recorded and shown on this curve
is related to the magnetization but not directly proportional to
it. We can nevertheless fit our data with a double exponential
expression based on a semi-empirical model [32] to extract a
rough estimate of the demagnetization time: in this case about
200 fs, in agreement with recent reports on magnetization
dynamics in CoDy [33]. These first results prove the capability
of our technique to follow magnetization dynamics.

To further enhance the sensitivity of our technique, we
replaced the gold analyzer by a wide-band multilayer mirror
optimized for the spectral range around 60 eV. This allowed
us to study a Co/Pt multilayer (CoPt-1) containing only 12
nm of Co (three times less than the CoDy sample). The static
Faraday effect is shown in Fig. 7 for two opposite polarization
axes of the incident light (θ = ±6◦, which maximizes the
contrast between opposite magnetizations), and reaches about
30%, which is a very high value for such a thin sample, now
about six times higher than in XMCD [8]. Thanks to this
multilayer mirror, having high reflectivity of the s component
and a higher ratio between s and p components, and a much
smaller sample thickness, we were able to measure a clear
Faraday signal even above 60 eV. This signal is reversed
compared with the one below 60 eV. Using the magneto-
optical constants recently measured by Willems et al. at the

M edge of cobalt [31] and the measured reflectivity of the
analyzer, we calculated the asymmetry of a 12-nm-thick Co
layer. We neglected multiple internal reflections and used only
the transmission. The calculation and our results are in good
agreement. The calculation also shows that we could get an
even greater signal if we had a harmonic closer to 59 eV where
the maximum of the asymmetry is reached.

Time-resolved results obtained on a Co/Pt multilayer are
represented in Fig. 8. They were conducted on the CoPt-2
sample, which contains even less Co than the CoPt-1 sample
(only 7.5 nm of Co). Three different probe photon energies
close to the Co M edge are shown for two opposite mag-
netization directions of the sample (M+ in blue and M− in
orange), corresponding to the configuration of Figs. 2(b) and
2(c). For harmonics at 57.4 and 63.6 eV, the time-dependent
signals evolve in opposite direction for the two magnetization
states [Figs. 8(a) and 8(c)]. From our theoretical analysis,
this can be understood as follows: (i) the magnetization is
reduced upon femtosecond excitation; (ii) the magnetization-
dependent phase shift �δ decreases proportionally; (iii) the
Faraday rotation decreases and the polarization axis of the
transmitted harmonics gets closer to its initial value at an
angle θ , from the p direction [Figs. 8(d), 8(f), 8(g), and
8(i)]; (iv) the s component of the harmonic electric field,
which is preferentially reflected by the analyzer, tends to its
value for an unmagnetized sample; and (v) the signal for the
two magnetization states get closer (one increases the other
decreases).

On the other hand, at 60.5 eV, the signal exhibits the same
behavior for the two opposite magnetization directions. As
observed on the static measurements, at this photon energy the
Faraday rotation vanishes (Fig. 7). Consequently, the dyna-
mic signal is the result of the time evolution of the Faraday
ellipticity only and it is almost identical for the two oppo-
site magnetization directions [Figs. 8(e) and 8(h)]. Indeed,
as the magnetization decreases after excitation, the Faraday
ellipticity reduces as well as the harmonic intensity after the
polarizer.

To extract the magnetization dynamic from these signals,
one has to apply Eqs. (12) and (14): when the Faraday rotation
dominates the signal (57.4 and 63.6 eV), the magnetization
dynamics is given by the difference between the intensities
recorded for opposite magnetization, as shown in Fig. 9; when
the Faraday ellipticity dominates (60.5 eV), the magnetiza-
tion dynamics is given by the square root of the difference
between the intensity recorded for magnetized and unmagne-
tized (measured by magnetizing the sample perpendicularly to
the probe beam) sample, as shown in Fig. 9.

We remark that the magnetization dynamics recorded at
57.4 and at 63.6 eV (fit 1) are very similar but rather different
from the one at 60.5 eV (fit 2). The former is slower, τM =
125 ± 10 fs, but stronger, Mmin

M0
= 0.36 ± 5 compared with the

latter, where τM = 90 ± 10 fs and Mmin
M0

= 0.45 ± 5. These two

parameters, τM and Mmin
M0

, are respectively the delay for which
the demagnetization reaches two-thirds—more exactly [1 −
exp(−1)]—of its maximum value and the minimum value of
the normalized magnetization. Because of the different shape
of these two curves, one can safely exclude a normalization is-
sue (with the zero-magnetization measurement, for example)
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FIG. 8. Harmonic intensity as a function of time delay for three different photon energies: (a) 57.4 eV, (b) 60.5 eV, and (c) 63.6 eV recorded
for a Co/Pt multilayer sample (Co-Pt2). For each energy, the Faraday effect was measured for two opposite magnetization directions of the
sample (M+ in blue and M− in orange). Each point represents an acquisition of 20 s. At 57.4 and 63.6 eV the two curves start at different
levels and get closer upon excitation by a femtosecond IR pulse. This can be understood in term of a reduced magnetization and hence Faraday
rotation after the pump [panels (g) and (i)] compared with the unpumped state [panels (d) and (f)]. As expected from the static Faraday
measurements (Fig. 7), the transient variations of the signal are reversed for 57.4 and 63.6 eV. As shown earlier, the Faraday rotation vanishes
at 60.5 eV (Fig. 7) and the two transients overlap. These two curves reveal a strong variation of the Faraday ellipticity, [panels (e) and (h)].
Since our setup is not sensitive to the helicity of the light, the response for opposite magnetizations is the same.

to explain these differences. A possible explanation would
be that, in addition to the magnetization dynamics, we are
sensitive to ultrafast modification of the electronic structure,
which could shift the absorption edge, leading to photon-
energy-dependent dynamics [34,35]. This point, which is a
fundamental question of magneto-optic, cannot be resolved
easily and requires us to be really cautious. However, the
use of Faraday effect will help to conduct the much deeper
investigations needed to address this question.

So far, we have reported results on samples magnetized
out-of-plane. This geometry increases the Faraday signal but
it requires samples with an out-of-plane magnetic anisotropy.

Unfortunately, magnetic thin films are most commonly easier
to magnetize in-plane. For example, single layers of ferromag-
netic transition metals (Fe, Co, Ni) with a thickness of few to
tens of nanometers exhibit an in-plane magnetic anisotropy.
We applied our method to such a Co single layer by slightly
modifying the setup geometry: the sample is magnetized in-
plane but rotated by 30° with respect to the incoming beam
(see inset of Fig. 10). It has to be noted that, in this geometry,
the Faraday rotation and ellipticity are reduced by about a
factor of two due to the fact that we are only sensitive to the
component of magnetization parallel to the beam (here only
half of the total magnetization).
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FIG. 9. Normalized magnetization as a function of time delay
recorded with three different probe photon energies (57.4, 60.5,
and 63.6 eV) for the CoPt-2 sample magnetized out-of-plane. The
curves are obtained from Fig. 8 and Eqs. (12) and (14). The value
of I (M = 0) is the average obtained over a full delay scan. No
features are visible around t = 0 on this scan showing that I (M = 0)
is constant. The pump fluence used was about 5 mJ cm−2. While the
curves recorded at 57.4 and 63.6 eV present similar evolutions, the
curve recorded at 60.5 eV presents a slightly faster demagnetization
time and a reduced demagnetization rate, as best revealed by the fits
obtained for 57.4 and 63.6 eV (solid line) and for 60.5 eV (dashed
line).

The results obtained for this sample are reported in Fig. 10.
Despite the unfavorable geometry we could record a de-
magnetization curve at the cobalt M edge (57.4 eV) for a
sample consisting of only 7.5 nm of Co. This measurement
demonstrates the very high sensitivity of our method. It also
demonstrates that the method can be applied to a large va-
riety of samples since most magnetic thin films exhibit an
in-plane magnetic anisotropy. One can then observe on the
demagnetization curves that the pure Co dynamics is quite
a bit slower (τM = 175 ± 20 fs) than the Co/Pt multilayer
dynamic (τM = 125 ± 10 fs) for the same photon energy
(57.4 eV) and for a similar demagnetization ( Mmin

M0
= 0.45 ±

10). These shorter demagnetization times in Co/Pt multilayer
compared with pure Co has already been observed with an
all-optical pump-probe MOKE setup [36] but it would be very
interesting to revisit this type of study in transmission with
element specificity, i.e., with EUV or soft-x-ray photons, to
determine the pure Co response and the importance of surface
effects.

V. CONCLUSION

In conclusion, we show how one can measure femtosecond
magnetization dynamics by using linearly polarized EUV or
soft-x-ray sources in conjunction with the Faraday effect. This
method was implemented in an HHG source setup and applied
to the study of Co-based samples by probing Co magneti-
zation with photons in resonance with the Co M absorption

FIG. 10. Normalized magnetization as a function of time delay
recorded with at 57.4 eV for the Co sample magnetized in-plane.
The solid line corresponds to the best fit. The inset represents
the experimental magnetic geometry, in which the incidence angle
on the sample is 30°. It has to be noted that, in this geometry,
the apparent magnetization of the sample (the magnetization seen
by the probe beam) is about half of the saturation magnetization,
resulting in a lower Faraday signal. Nevertheless, the demagne-
tization is clearly visible, revealing a slower dynamic than the
Co/Pt multilayer at same probe energy. The pump fluence used was
also 5 mJ cm−2.

edges. Ultrafast magnetization dynamics of a Co/Pt multi-
layer film as well as a Co film containing both an equivalent of
only 7.5 nm of Co have been measured respectively in out-of-
plane and in-plane magnetization geometries, demonstrating
the sensitivity and versatility of this method. Our report will
undoubtedly open up the way to a new type of HHG-based
studies in the field of femtomagnetism since our method does
not require elliptical polarization (such as XMCD), does not
require specific magnetic configuration of the sample (such as
resonant magnetic scattering), and is not limited to the study
of surface (such as T-MOKE). It can consequently be applied
to the vast majority of magnetic thin-film systems.

Our technique is also well suited to take full advantage
of the unique capabilities of free-electron lasers. In particu-
lar, the Faraday effect could be exploited to study ultrafast
magnetization dynamics at the L edges of transition metals
and at the M edges of rare-earth elements at photon energies
not yet accessible for applications with HHG sources. Indeed,
a thorough comparison between M and L absorption edges
is needed to explain some discrepancies between previous
reports in systems such as iron-nickel alloys [22,37]. More-
over, the Faraday effect could be used as magnetic probe
in experiments, taking advantage of the very high number
of photons per pulse at free-electron lasers, such as single-
shot recording of magnetic dynamics [38]. Finally, techniques
relying on the same type of polarization analysis could also
be applied to the study of ultrafast dynamics in other research
fields, such as femtochemistry [9].
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