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Quantitative 3D mesoscopic modeling of grain interactions
during equiaxed dendritic solidification in a thin sampleI

Antonio Olmedilla, Miha Založnik, Hervé Combeau

Université de Lorraine, CNRS, IJL, F-54000 Nancy, France

Abstract

A 3D mesoscopic envelope model is used to numerically simulate the experimental X-ray observations of isothermal equiaxed
dendritic solidification of a thin sample of Al-20 wt%Cu alloy. We show the evolution of the system composed of multiple grains
growing under influence of strong solutal interactions. We emphasize the three-dimensional effects in the thin sample thickness on
the growth kinetics, focusing on three aspects: (i) the impact of the third dimension on the solute diffusion, (ii) the influence of
the orientation of the preferential grain growth directions 〈100〉 on the interactions with the confining sample walls, and (iii) the
influence of the grain position along the sample thickness. We demonstrate the importance of considering the three-dimensional
structure of the thin samples despite the small thickness. We further show that the mesoscopic envelope model can accurately
describe the shape and the time-evolution of the equiaxed grains growing under influence of strong solutal interactions.

Keywords: Alloy solidification, dendritic growth, multiscale modeling, model validation

1. Introduction

Solidification is an essential passage in materials processing.
The final mechanical properties of the solidified and further
processed product are greatly dependent on the solidification
microstructure of the metallic alloy. Two main solidification
structures can be distinguished: columnar and equiaxed [1].
The columnar grain structure is prone to grow in the presence
of a thermal gradient whereas an isothermal field encourages
the equiaxed dendritic grain growth.

Modeling is fundamental for the understanding and the pre-
diction of the solidification microstructure. Different numerical
approaches exist for the simulation of the dendritic grain evo-
lution at the microscopic scale such as the phase-field model-
ing, used for both equiaxed [2, 3] and columnar grain structures
[4], the pseudo front tracking [5], the enthalpy method [6], or
the microscopic CA [7]. These numerical approaches achieve
a highly-detailed description of the dendritic grain morphology
with the drawback of high computational cost, which limits the
practicable size of simulation domain.

At the mesoscopic scale, several numerical approaches were
developed that decrease the computational cost of the simu-
lations by decreasing the level of detail in the description of
a dendritic grain. Mesoscopic models allow one to simulate
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much larger domains than microscopic models. Several meso-
scopic models exist, such as the dendrite needle network (DNN)
model, already applied for equiaxed [8] and columnar dendritic
grain growth [9], the cellular-automaton finite-element (CAFE)
model [10, 11] and the dendrite envelope model. In the enve-
lope model, the complex dendritic structure of a crystal grain
is described by means of an envelope, a smooth surface that
wraps the tips of the actively growing branches of the den-
drite [12, 13, 14, 15, 16]. The time-evolution of the envelope is
computed by means of an analytical dendrite tip growth model
coupled to the numerical solution of the solute concentration in
the liquid surrounding the grain. This method can accurately
predict the morphology of the actual dendritic grains for both
columnar [14, 17, 16] and equiaxed morphologies [12, 13, 15].
The mesoscopic envelope model can be used to simulate so-
lidification phenomena for which interactions at the scale of
a group of grains (up to 100 grains) are important, such as
grain competition in columnar growth [16], or interactions in
equiaxed growth [15]. Apart from direct simulation, such re-
sults are very useful for scale bridging to process-scale solid-
ification models [18]. Results of mesoscopic simulations of
interacting grains can be used to formulate improved consti-
tutive models of grain growth kinetics for macroscopic mod-
els [19, 20].

To determine the fidelity and the limitations of the three-
dimensional mesoscopic envelope model in representing den-
dritic solidification kinetics in presence of interactions between
grains, reference data is needed. Experimental 2D in situ obser-
vations of growth of solidification microstructures [21] in metal
alloys, obtained by X-ray imaging, provide interesting refer-
ence data. On the other hand, three dimensional modeling of in
situ experiments can give further insight into the 3D structure
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of the samples, inaccessible to X-ray transmission projection
imaging, and can help in the quantitative analysis of the obser-
vations.

With these two objectives in mind we perform mesoscopic
envelope simulations of the in situ experiment on equiaxed den-
dritic solidification of Al-20 wt%Cu in a thin sample (≈ 200 µm
thickness) of Murphy et al. [22]. We compare the simula-
tions to the experimental real-time in situ X-ray observations.
The results show that the three-dimensional mesoscopic enve-
lope model can accurately describe the time-evolution of the
grain morphology in case of equiaxed dendritic solidification.
We further investigate and quantify the influence of several
three-dimensional features of the sample structure on the grain
growth: the 3D nature of the solute diffusion in the confined
domain, the orientation of the preferential dendrite growth di-
rections 〈100〉 with respect to the sample, and the position of
the grain along the sample thickness. We show that despite
the small thickness of the sample, all of these aspects have an
important impact on the grain growth kinetics and should be
accounted for in the quantitative analysis of the experiments.

2. Mesoscopic Envelope Model

The main idea of the mesoscopic envelope model is the de-
scription of the complex morphology of each equiaxed den-
dritic grain by means of an envelope, i.e., a virtual smooth sur-
face that connects the tips of the active branches of the dendrite.

For an alloy, the growth of the dendrite tips is governed by
the solute flux that the tips eject to the liquid. The Ivantsov
analytical solution [23] for the steady-state diffusion around a
growing paraboloidal tip is employed in a stagnant film formu-
lation [24] to relate the tip growth Peclet number, Petip, to the
supersaturation, Ωδ, in the liquid at a finite distance, δ, from
the tip. This finite distance is the so-called stagnant film thick-
ness. It is an adjustable parameter in the model and its choice
is later discussed in more detail. The Peclet number is defined
by Petip = RtipVtip/(2Dl), where Rtip is the tip radius, Vtip is
tip growth velocity, and Dl is the solute diffusion coefficient
in the melt. The dimensionless supersaturation is defined by
Ωδ = (C∗l −Cδ)/((1 − kp)C∗l ) where C∗l is the liquid equilibrium
solute concentration, Cδ is the solute concentration at the dis-
tance δ from the tip, and kp is the solute partition coefficient.
To determine the operating state of the tip (Vtip,Rtip) a closure
condition is added: R2

tipVtip = d0Dl/σ
∗, where σ∗ is called the

tip selection parameter, d0 = Γ/(mLC∗l (kp−1) is the solutal cap-
illary length, Γ is the Gibbs-Thomson coefficient, and mL is the
liquidus slope.

The possible growth directions of the dendrite tips, the so-
called preferential growth directions, are supposed to be known.
A typical cubic crystal dendrite is approximated by six prefer-
ential growth directions (〈100〉) that are perpendicular to each
other. The normal envelope growth velocity, ~Vn, is then cal-
culated from the local tip speed, Vtip, by the relation Vn =

Vtip~n cos θ, where θ is the angle between the outward drawn nor-
mal to the envelope, ~n, and the preferential growth direction that
forms the smallest angle with the normal.

Figure 1: X-ray transmission projection image of growing grains from the
XRMON-SOL experiment [22]. Image courtesy of D.J. Browne.

The field of the normal envelope growth velocity, Vn, is thus
a function of the supersaturation field on a surface that is at a
perpendicular outward distance δ from the grain envelope and
of the anisotropy defined by the preferential growth directions.
The supersaturation field is obtained by numerically solving the
solute diffusion equation in the liquid between the grains.

The phase-field sharp-interface capturing method [25] is
used to track the envelope by means of a continuous indica-
tor field, φ, that reproduces a smooth but compact transition
from 1 (interior of the envelope) to 0 (exterior of the envelope),
following a hyperbolic tangent profile of a characteristic width
Wtr [26]. The level set φ = φenv = 0.95 is used to define the
envelope contour, with the internal region of the envelope given
by φ > φenv. A phase-field propagation equation is used to up-
date the indicator field φ once the growth velocity field of the
grain envelope is computed [25].

The diffusion equation and the phase-field propagation equa-
tion were solved by the finite-volume method. For our simula-
tions we use the in-house computer code CrystalFOAM, which
employs the finite-volume library OpenFOAM [27]. The com-
plete description of CrystalFOAM is available in [15, 16].

3. Interactions of dendritic grains

3.1. In situ experimental observations: the XRMON-SOL ex-
periment of Murphy et al.

In this paper we numerically simulate the experiment of
isothermal equiaxed dendritic solidification performed by Mur-
phy et al. [22]. In this experiment the growth of 15 equiaxed
dendrites under the influence of solutal interactions was ob-
served in situ by X-ray transmission projection imaging.
Growth rates of individual grain envelopes and of dendrite tips
were measured from the projected images. Murphy et al. have
clearly shown that models of a freely growing dendrite tip can-
not explain the observed growth rates and attributed this to the
strong solutal interactions and to the confinement due to the thin
dimension of the sample.

The experimental setup was composed of a circular disk fur-
nace with heaters arranged circularly around and below the
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sample. The sample had a diameter of 21 mm and a thick-
ness of 200 ± 10 µm and consisted of an Al–20 wt%Cu alloy,
grain refined with 0.1 wt% Al–5Ti–1B master alloy. For suffi-
ciently low cooling rates the furnace design ensures a virtually
homogeneous temperature in the sample [22]. The furnace was
oriented with the thickness direction parallel to the terrestrial
gravity, in order to minimize natural convection in the melt.
The in situ X-ray monitoring system provides a rectangular ob-
servation window of the furnace cavity of Lx = 4124 µm and
Ly = 2746 µm in the x and y directions, respectively. The
sample was first completely melted and then cooled at a con-
stant cooling rate of 0.05 K/s in isothermal conditions. During
the cooling stage 15 equiaxed dendritic grains progressively
nucleated in the observation window, shown in Fig. 1. Their
growth was strongly affected by the interactions among them
and was reported for a duration of 125 s from the nucleation of
the first grain. Outside the observation window, other grains
may have nucleated and grown but no information is available
about them.

In next subsection we describe in detail the simulation do-
main, the boundary conditions, and the numerical parameters
adopted.

3.2. Mesoscopic modeling: reference simulation case (RC)
We establish a rectangular prismatic simulation domain of

length and width equal to those of the experimental observation
window, Lx = 4124 µm and Ly = 2746 µm, respectively, and a
sample thickness of Lz = 200 µm. The simulation domain and
the global reference frame x–y–z are shown in Fig. 2a.

In the model, the 15 grains are initialized as spherical seeds
of diameter Dini = 90 µm, as shown in Fig. 2a. The x and y co-
ordinates of the seed centers are known from the experiments
and are given in [22], whereas the position in the sample thick-
ness, the coordinate z, is unknown. In the reference case (RC),
all seeds are positioned at half thickness of the sample, i.e., at
z = 0.

Each grain has its own body orthonormal reference frame xb–
yb–zb that is attached to the initial seed. The preferential growth
directions of the crystal are defined in the body reference. For
the material under consideration these are the set of directions
〈100〉, i.e., six directions perpendicular to each other. The body
frames of the 15 grains may be rotated around the three global
axes x, y and z. In an experiment similar to XRMON-SOL,
Becker [28] has shown that for some grains the rotations can be
identified by careful analysis of the X-ray images. Generally,
however, it may be difficult to determine the three rotations ex-
perimentally from the transmission “footprint” of the grain. For
the simulated experiment, the rotations around the z axis have
been identified in [22], but the rotations around the x and y di-
rections were not determined. For RC we assume only rotations
around the z axis, as given in [22].

The nucleation of the grains was not directly observed in the
experiment due to limitations of image resolution and contrast.
For each grain the time when it becomes observable (when it
reaches a size of approximately 50 µm) is reported in [22] and
the evolution of its size is also given. Using this data, the nu-
cleation of each grain was triggered in the simulations at the

Figure 2: 3D snapshots of the simulation domain and growing envelopes of
15 equiaxed grains (RC). a) initial configuration with the seeds, tsim = 0, b)
tsim = 50 s, and c) tsim = 130 s. The color map indicates the normal growth
velocity of the envelopes, Vn.
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Table 1: Thermophysical properties and model parameters used in the simula-
tions.

Thermophysical properties
Nominal concentration C0 20 wt%
Liquidus slope ml -3.5 K/wt%
Partition coefficient kCu 0.12
Liquid diffusion coefficient Dl 2.8 × 10−9 m2/s
Gibbs-Thomson coefficient Γsl 2.4 × 10−7 Km

Model parameters
Tip selection parameter σ∗ 0.0253
Stagnant film thickness δ 20 µm

time that corresponds to an equivalent grain envelope diameter
of Dini = 90 µm. Prior to such a nucleation event the volume of
a seed is fully liquid. The origin of the simulation time, tsim = 0,
is the nucleation instant of the first grain. The simulated time is
130 seconds (see Fig. 2c).

The temperature field is assumed uniform and the cool-
ing rate constant. In this way, the temperature is given by:
T = Tini + Ṫ tsim with Ṫ = −0.05 K/s. The initial temperature,
Tini = 601.7 ◦C, was determined from the data available in [22].
The initial concentration field is uniform and corresponds to the
nominal concentration of the alloy, C0 = 20 wt%. All thermo-
physical properties of the alloy were taken from Ref. [22] and
references therein and are summarized in Table 1. Additionally,
for RC we estimate the selection parameter by the marginal sta-
bility criterion [29]: σ∗ = (2π)−2 ≈ 0.0253.

In this paper, the melt convection flow is not accounted for.
Comparisons with an experiment performed in microgravity
with the same setup and under identical conditions [30] sug-
gest that melt convection has only a minor impact on the grain
growth in this specific experimental configuration. Addition-
ally, the initial positions of the grain centroids (seed centers)
and the grain orientations remain fixed during the simulation.
We neglected the small displacements of the grains that were
observed in the experiment and presumably occurred due to
liquid feeding and mechanical impingement of the neighbor-
ing grains [22, 30]. These displacements are minimal and are
of no significance for the grain orientation that is investigated
in Sec. 4.3.

The effect of wetting at the solid-liquid-crucible triple line
on the tip growth kinetics was not considered. In case of small
wetting angles this effect can have a significant influence on the
tip speed [31].

A condition of zero diffusion flux (zero derivative of liquid
concentration, Cl) is used on all domain boundaries. For the
four boundaries that represent the limits of the field of view in
the experiment this is of course merely an approximation, used
due to lack of more realistic data. Additionally, for the indica-
tor field φ and for the calculation of its propagation velocity all
the boundaries are defined as symmetry planes. This imposes
∇φ · ~n = 0, where ~n is the unit normal vector of the bound-
ary and implies that the dendrite envelopes “wet” the domain

Figure 3: Mesh sensitivity of the representation of the 3D grain in the sample
thickness. A slice across the 3D domain by a (100) plane containing the grain
center is shown for three simulations with different mesh spacings. The liquid
concentration, Cl, is shown in the left and the liquid fraction, gl, in the right half;
the thin white line is the grain envelope. 3D growth of a single dendritic grain
was simulated in a small domain of dimensions Lsd,x = Lsd,y = 1000 µm, and
Lsd,z = 200 µm and identical thermodynamic properties and model parameters
as in RC were used. Mesh spacing: a) ∆zsd = 20 µm, b) ∆zsd = 10 µm (same
as in RC), and c) ∆zsd = 5 µm. The mesh spacing in the other directions is
∆xsd = ∆ysd = 10 µm, identical for all three simulations.

walls with an angle of 90◦. This is a numerical effect that can
be reduced by a finer grid. We have shown however, that the
“wetting” effect is not critical and does not need to be com-
pletely eliminated to obtain accurate results. It is sufficient that
the grid be fine enough to capture the three-dimensional shape
of the dendrite around the actively growing portions of the en-
velope – typically the primary and secondary tips. An accu-
rate description of these zones is crucial in order to resolve the
three-dimensional rejection of solute around the growing por-
tions of the envelope and its impact on the envelope growth. In
parts of the envelope where the growth stops because of interac-
tion with the sample walls, accurate resolution of the envelope
shape is not important. Any remaining liquid between the grain
and the wall will effectively be enriched up to the equilibrium
concentration. Whether this liquid is represented by a thin film
between the envelope and the wall, or is engulfed by the enve-
lope does not alter the prediction of the grain growth.

A grid convergence study is carried out to investigate the in-
fluence of the mesh spacing on the representation of the grain
in the sample thickness (see Fig. 3). In this study the growth
of a single grain is simulated in a small domain (sd) of dimen-
sions Lsd,x = Lsd,y = 1000 µm and Lsd,z = 200 µm with identical
thermophysical properties, model parameters and cooling rate
as in RC. In these simulations the center of the fixed grain is
located at the center of the small domain and grain principal
growth directions are parallel to the small domain edges. This
grid convergence study shows that even meshes much coarser
than those used in subsequent simulations accurately reproduce
the grain growth.

Eventually, for our 15-grain simulation domain, a uniform fi-

4



nite volume mesh was used, with the number of elements in the
three directions being: Lx/∆x = 378, Ly/∆y = 252 and Lz/∆z
= 20. This gives a mesh size of around 10 µm in all directions.
The mesh size used in the mesoscopic envelope model should
be of the order of 1/10 of the smallest diffusion length to be
represented during the simulation. This usually leads to a mesh
size of the order of ∼ Dl/(10Vmax), where Vmax is the highest
envelope propagation velocity (typically a primary tip veloc-
ity). The highest observed tip velocities in the experiment are
of the order of ∼ 20 µm/s, which would impose a mesh size of
≤ 14 µm.

The initial seed diameter, Dini, is related to the mesh size. In
order to have an accurate description of the envelope curvature
during the initial stages of growth, the seed diameter must be
set to Dini ≈ 6W = 6

√
2∆x [15], where W is the characteristic

width of the transition of the indicator field φ at the envelope
(“interface thickness”).

The stagnant film thickness, δ, which controls the matching
of the dendrite tip model to the numerical solution of the solute
concentration field, is a key parameter of the model [32, 15].
The detailed explanation of the calibration of this parameter, δ,
is given in Appendix A.

4. Simulation results and discussion

In this section we present and discuss the mesoscopic simu-
lation results. We focus on assessing the influence of the ori-
entation of the grains and their position in the thickness of the
sample. These parameters cannot be controlled in the experi-
ments and are difficult to determine by projection imaging. Yet,
as we will show, they have a major influence on the observed
grain growth rates and shapes. The information on the three-
dimensional structure of the sample is thus crucial to extract
quantitative information from the experiments.

We present the results of the 3D simulations in form of nu-
merical transmission footprints that can be compared to the
experimental images. The numerical transmission is carried
out using the Beer-Lambert law. Assuming the incident beam
to be parallel to the direction z, the transmittance, TI, at po-
sition (x, y) and time t for a given beam energy is given by
TI(x, y, t) = exp(−

∫ +Lz/2
−Lz/2

µ(CCu(x, y, z, t))dz), where the absorp-
tion coefficient, µ, is assumed to depend only on the local aver-
age solute concentration. Further details are given in Appendix
B.

4.1. Impact of the three-dimensional solute diffusion

The reference simulation case (RC) is that described in Sec-
tion 3.2: the grains are seeded at mid-thickness of the 3D do-
main, one of the 〈100〉 preferential growth directions is aligned
with the z direction and the rotations around the z direction are
taken from [22]. The numerical Beer-Lambert transmission of
the RC at the final time, tsim = 130 s, is shown in Fig. 4a. Grains
can be clearly identified due to the lower transmission of the
solute-lean solid phase. In each grain, three regions can be dis-
tinguished: (i) the initial seed, (ii) the primary dendrite arms
with lighter colors in the gray scale (TI ≈ 0.65) corresponding

Figure 4: Numerical Beer-Lambert transmission at the final instant tsim = 130 s
for a) reference case (RC), 3D simulation with σ∗ = 0.0253, b) Cσ∗ case, 3D
simulation with a higher value of the selection parameter (σ∗ = 0.035), and
c) C2d case, 2D simulation with σ∗ = 0.0253. The reference grain, RG, is
indicated. The gray scale bar refers to the transmission coefficient, TI.
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to a low copper concentration (. 10 wt.%), and (iii) the sec-
ondary dendrite arm region with darker colors (TI ≈ 0.57) cor-
responding to a “mixture” of solid and solute-enriched intraden-
dritic liquid. The melt presents the darkest color (TI ≈ 0.5) with
solute concentration of approximately 21 wt.%. The shape and
size of the grains, and the transmission levels are very similar
to the experimental image (Fig. 1).

Because of the small thickness of the confinement we could
argue that the solute concentration gradients in the z directions
quickly vanish. The diffusion time across the sample mid-
thickness, L2

z/(4Dl) ≈ 3 s, is indeed much smaller than the
diffusion time across the smallest observed tip diffusion length
(Dl/Vtip,max at the highest observed tip speed in the experiment,
Vtip,max ≈ 16 µm/s), which is Dl/V2

tip,max ≈ 12 s. The ques-
tion is, therefore, whether the solute diffusion at the sample
scale is not effectively two-dimensional, while the dendrite tip,
much smaller than the sample thickness remains clearly three-
dimensional. We investigated the effect of the thin direction z
on the solute diffusion and consequently on the grain growth ki-
netics by comparing the 3D simulation (RC) to a 2D simulation
case (C2d). In C2d the solute diffusion is solved in two dimen-
sions (in the x–y plane) assuming zero gradients of solute con-
centration in the liquid along the direction z. For the envelope
growth the same three-dimensional tip growth kinetics model is
used as in RC. Such simulations could be interesting because of
the substantially smaller computation time. The mesh was com-
posed by approximately 105 volume elements (Lx/∆x = 378,
Ly/∆y = 252, and Lz/∆z = 1), which is 20 times less compared
to the three-dimensional simulations. The computational cost,
however, decreased by 768 times. C2d was run in a single pro-
cessor in around 12 hours whereas the 3D simulation needed
around 288 hours on 32 processors.

In Fig. 4c, the numerical Beer-Lambert transmission of C2d
at 130 s is shown. Large differences compared to both the three-
dimensional case and to the experiment are found. The most
striking difference is the much smaller size of the equiaxed
grains at the same instant. The reason is that the dendrite
tips in a 2D diffusion field grow slower than if the solute dif-
fuses around 3D envelopes. This is because the solute con-
centration gradients resulting from diffusion around a 3D enve-
lope are higher than in two dimensions, where the envelope is
plane in the z direction. The effect can be understood through
Fig. 3, where the solute concentration field in the thickness of
the 3D sample is shown. In C2d, the transmission image shows
a higher level of contrast between the envelopes and the sur-
rounding liquid. Since there is no thickness integration to com-
pute the transmission (TI = exp(−µLz)) in this case, more vivid
transmission images are obtained.

In this way we show that the sample thickness Lz – de-
spite being smaller than the tip diffusion lengths, ranging from
190 µm to 1000 µm – plays a fundamental role on the solute
diffusion and consequently on the grain growth kinetics.

In RC we have used a common estimate for the selection
parameter: σ∗ = (2π)−2. Yet the selection parameter is not uni-
versal and depends on the anisotropy of the surface energy [33].
It can also be modified by the effect of the confinement of the
walls [34] but only in very thin geometries, which is not the

Figure 5: Evolution of the dimensionless envelope projected area, f2d, over
time for the reference grain, RG, where f2d is the ratio of the projected grain
area to the projected domain area ( f2d = A2d/(LxLy)). Two different three-
dimensional simulation cases are shown: the reference case (crystF | RC) and
the case of higher σ∗ = 0.035 (crystF | Cσ∗). The two-dimensional simulation
case is also shown (crystF | C2d). Additionally, the experimental results of
Murphy et al. [22] are also shown (XRMON).

case here. As shown by Clarke et al. [35] by phase-field simu-
lations of columnar growth in 200 µm thin samples, the product
R2

tipVtip ∼ 1/σ∗ remains constant at least down to confinement
thicknesses that are five times the primary tip radius. For the
present case an estimate of the dendrite tip radius is obtained
by Rtip =

√
d0Dl/(σ∗Vtip), with d0 ≈ Γ/(mLC0(kp − 1). This

gives radii between 5 µm and 10 µm for the four tips of the RG
during the initial growth stage, before the solutal interactions
strongly slow down the tips, i.e., up to t ≈ 80 s. The primary
tip radii are thus 10 to 20 times smaller than the confinement
thickness. Another reason for the variation of σ∗ is the transient
nature of the growth. Due to the cooling, the supersaturation of
the tip is evolving throughout the whole growth process and in
principle the tip never grows in a steady-state growth mode. Re-
cently, Boukellal et al. [3] studied transient equiaxed growth in
confined geometries under similar cooling conditions by phase-
field simulations and have shown that σ∗ can vary by more than
30% of the average value during growth.

Accurate data on σ∗ for Al-Cu alloys are not available in lit-
erature. Tourret et al. [36] estimated a value of σ∗ = 0.03 for
an Al-24.3 wt%Cu alloy, based on a surface energy anisotropy
of ε4 = 0.012. In order to check the sensitivity of the predicted
time evolution of the solidification microstructure to the selec-
tion parameter, a complementary simulation case (Case Cσ∗)
is considered. In Cσ∗ a 40% larger value of the selection pa-
rameter is used, σ∗ = 0.035, all other parameters are identi-
cal to those of RC. The numerical Beer-Lambert transmission
for Cσ∗ is shown in Fig. 4b and we can observe similar grain
shapes and transmission levels as in RC. We can infer that the
selection constant has a negligible influence on the morphology
of the grains. As we show later, it slightly affects the growth
speed.
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4.2. Envelope growth rate and tip speed

With the exception of one grain (marked “RG” – reference
grain – in Fig. 4) all grains are adjacent to the boundaries of
the field of view and thus under influence of interactions with
grains that are not visible and cannot be accounted for. De-
tailed quantitative comparisons with the experimental results
will therefore focus on the RG. This grain is surrounded by
other equiaxed grains and interacts with the top and bottom
sample walls. These interactions are fully described in the sim-
ulations.

In Fig. 5 we show the time-evolution of the projected enve-
lope area fraction, f2d, which is the envelope area visible by the
numerical Beer-Lambert transmission, A2d, divided by the sur-
face area of the field of view (Lx×Ly). A very similar evolution
of f2d over time is found for RC, Cσ∗ and the experimental ob-
servations of [22]. RC shows slightly lower values of f2d over
time than the experiment, whereas Cσ∗ shows slightly higher
values. For C2d a much lower projected envelope area is found,
clearly underestimating the growth rate.

A second quantitative analysis is carried out to compare the
predicted growth of the envelope to the experimental observa-
tions in [22] in more detail. In Figs. 6a–b we depict the time
evolution of the primary arm length, Lp, of the four visible
branches, P1–P4, of the reference grain, RG. For a better com-
prehension, the results are separated in two sets: (i) the primary
arms P1 and P3 in Fig. 6a, and (ii) the primary arms P2 and P4
in Fig. 6b.

The RC results (three-dimensional with σ∗ = 0.0253) show
a final primary arm length of approximately 600 µm for P1 and
P3 with a slightly shorter P2 and a slightly longer P4. Cσ∗ (with
a 40% larger value of the selection constant) leads to slightly
longer arms P1 and P4, longer by 4% and 9%, respectively,
and similar length for P2 and P3. In case of C2d, P2 is by
approximately 25% shorter than in RC, whereas P1, P3, and P4
are up to 50% shorter.

In both experimental and simulation results, three different
growth regimes are identified: (i) initial transient where the
growth rates increases, (ii) steady-state growth, and (iii) final
transient where the growth decelerates. The three-dimensional
simulations accurately predict the end instant of the steady-state
regime at approximately 70 s, which corresponds to the onset of
an important solutal interaction between the grains. During the
steady-state regime, the primary arm length evolves almost lin-
early with time (see Figs. 6a-b). The steady-state growth regime
finishes once the solutal interaction with neighboring grains be-
come important as a consequence of the increment of the solute-
enriched liquid between the grains.

However, the projected shape of the reference grain (RG) ob-
tained by the three-dimensional cases (RC and Cσ∗) is consid-
erably different than in the experiments. In the experimental
observations of [22], P1 and P3 are somewhat longer than in
our simulations whereas P2 and P4 are much shorter. We have
already shown that the selection constant plays a negligible role
on the final grain shape. The failure to predict the correct grain
shape thus cannot be attributed to uncertainty of the value of
σ∗. The best fit for the length of arms P2 and P4 is actually

Figure 6: Evolution of equiaxed primary arm, Lp, over time for the reference
grain, RG. Two different three-dimensional simulation cases are shown: the ref-
erence case (crystF | RC) and the case of higher σ∗ = 0.035 (crystF | Cσ∗). The
two-dimensional simulation case is also shown (crystF | C2d). Additionally, the
experimental results of Murphy et al. [22] are also shown (XRMON).
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obtained by the 2D simulation, which however completely fails
in predicting the initial growth transient (see Fig. 6b).

It seems that the much slower growth speed of arms P2 and
P4 cannot be explained by a physical or model parameter that
exhibits a similar influence on all dendrite tips. These two arms
appear to be slowed down by an effect that is particular to them.
The large extent of the liquid zones remaining in front of the
tips P2 and P4 that can be observed in the experimental images
(Fig. 1) indicates that the slowdown is not due to solutal inter-
actions with the neighboring grains. Furthermore, we observe
a tip speed significantly slower than that of tips P1 and P3 right
from the beginning, before any interaction occurs.

A reason for the differences in the growth of the arms can
be due to three-dimensional effects that are not directly visible
on the numerical Beer-Lambert transmissions, such as a mis-
alignment of the grain preferential growth directions 〈100〉with
respect to the z direction, and the position of the grain in the
sample thickness. We explore these effects in the next section.

4.3. Impact of the three-dimensional effects of grain rotation
and position along the sample thickness

The preferential growth directions 〈100〉 of the grains ob-
served in the experiment can have any arbitrary spatial orien-
tation with respect to the vertical direction z of the sample. Be-
cause of the small thickness of the sample, the interaction of
a dendrite arm with the confining walls is very sensitive to the
orientation of its growth direction. Furthermore, the position of
the grain in the sample thickness can influence the confinement
that the solute diffusion around the grain “feels” and may af-
fect its growth speed. The primary solid phase growing from an
Al-20 wt%Cu melt has a lower density than the liquid and the
grains can be expected to float towards the top wall [30, 37, 38].
In this section we analyze the effects of rotation and of position
in the sample thickness on the growth and we show that they
may play a fundamental role on the time-evolution of the grain
shape.

To investigate the influence of the rotation the RC simulation
was used as starting point and the RG was rotated around the
axis êrot, a line that runs through tips P1 and P3. êrot is contained
in the x–y plane and is coincident with the grain body coordi-
nate axis xb (see Figs. 7 and 8a). We run three cases with three
different rotation angles around êrot: 15◦ (C15), 30◦ (C30), and
45◦ (C45).

In Figs. 7a–c, we show the numerical Beer-Lambert trans-
mission at the final instant for C15, C30, and C45. The rotation
around êrot has a clear effect on the shape of the grain under
study. The primary arms P1 and P3 remain in the plane x–y,
whereas a new notation is used for the other two visible primary
arm tips: P26 and P45. P26 is the result of the projection of P2
and P6 on the plane x–y, where P6 grows in direction (0, 0,−1)
in body coordinates, and P45 is the result of the projection of P4
and P5 on the plane x–y, where P5 grows in direction (0, 0, 1)
in body coordinates. The higher the rotation angle, the shorter
are P26 and P45, however with only negligible effect on P1 and
P3. Additionally, the bright line joining P1 and P3 becomes
darker with the rotation angle, whereas the line joining P26 and
P45 becomes brighter. A similar strong brightness difference

Figure 7: Numerical Beer-Lambert transmission at the final instant tsim = 130s
for a rotation angle of RG around the axis êrot by: a) 15◦ (C15), b) 30◦ (C30),
and c) 45◦ (C45). The gray scale bar refers to the transmission coefficient, TI.
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Figure 8: RG at the time of 60s for: a) the reference simulation case (RC)
that is symmetric with respect to the x–y plane, b) the case with RG rotated
30◦ (C30), non symmetric with respect the x–y plane. The rotation direction
êrot is contained in the x–y plane and normal to the vertical plane illustrated.
The image (c) shows the simulation case C100 where the center of RG is set
at the z = −100 µm wall of the sample. The image (d) shows simulation case
C45+100 where the center of RG is set at the z = −100 µm wall of the sample,
and the rotation axis êrot contained in the plane z = −100 µm.

between the two lines can be seen in the experimental images
(see Fig. 1). In the experiment, an alignment of secondary den-
drite arms in a plane perpendicular to the x−y plane amounts to
a large proportion of solute-lean solid in the sample thickness.
Such an alignment therefore results in a brighter transmission
line along the primary dendrite trunk. Conversely, if the sec-
ondary arms lie in a plane oblique to the x−y plane, the amount
of solid in the sample thickness is reduced and the primary trunk
appears darker. In the simulations these effect is reproduced via
the distribution of solid fraction in the dendrite envelope and
the 3D envelope shape.

The rotation of RG is shown in more detail in Figs. 8a and b
for RC and C30, respectively, during the steady-state regime of
the grain growth, at tsim = 60 s.

For a zero rotation angle (RC) the dendrite is symmetric with
respect to the plane x–y. The solute concentration field in the
liquid is also shown in two planes: in the plane x–y and in the
vertical plane that is perpendicular to êrot and passes along the
seed center. A difference of concentration between the tips and
the far field, ∆̄Cl, of approximately 1% is observed. For rota-
tion angles greater than zero, a strong deformation of the den-
drite envelope can be observed, with four of the preferential
directions touching the top or bottom walls.

We also investigate the impact of rotation on the RG quanti-
tatively. We show the evolution of the projected grain area, f2d,
over time in Fig. 9. The larger the rotation angle, the smaller
is f2d; for all rotations smaller projected areas than the experi-
mental observations are obtained.

In Fig. 10 we show the time-evolution of the projected pri-
mary arm length for all the grain arms. The rotation has virtu-
ally no influence on P1 and P3 (Fig. 10a). As in the RC, we
obtain slightly shorter arms than in the experiments, by 24 %
for P1 and by 10 % for P3, independently of the rotation an-
gle. For the projected arms P26 and P45 resulting from the four
branches that grow perpendicular to the rotation axis, signifi-
cantly shorter lengths are obtained. The length of both P26 and
P45 decreases with increasing rotation angle. The case which
matches best with the experimental final arm length is the 15◦

rotation. Yet the best matching shape of the grain projection is
obtained with the 30◦ rotation. For a rotation angle of 30◦, P26
is 11% shorter and P45 is 12 % shorter than in the experiments.
In this way, for 30◦ it is possible to obtain a RG that has a sim-
ilar projection shape as that of the experimental observations,
but a smaller surface area (homothetic).

When a primary arm of RG touches the upper or lower do-
main wall, due to the rotation around the axis êrot (e.g. see
Fig. 8b where the RG is rotated 30◦ around êrot), the growth
is constrained along the wall normal direction z, i.e. the pri-
mary arm does not grow out of the domain. The growth is not
constrained in the corresponding direction perpendicular to the
wall normal direction (parallel to touched wall). Then, the pri-
mary arm tip velocity has no component along the normal wall
direction but it has a component parallel to the touched wall.

Next, the influence of the position of the grain in the sample
thickness (z direction) is investigated. In this way, three more
three-dimensional simulation cases are run: C050, C075 and
C100. These cases are identical to RC, but only the centroid
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Figure 9: Evolution of the dimensionless envelope projected area, f2d, over time
for the reference grain, RG, where f2d is the ratio of the projected grain area to
the projected domain area ( f2d = A2d/(LxLy)). Four different three-dimensional
simulation cases are shown: the case of reference (crystF | RC), the case with
RG rotated 15◦ (crystF | C15), the case with RG rotated 30◦ (crystF | C30), and
the case with RG rotated 45◦ (crystF | C45). Additionally, the experimental
results of Murphy et al. [22] are also shown (XRMON).

of the nucleation seed of the reference grain (RG) is shifted.
Its vertical coordinate is z = −50 µm, z = −75 µm and z =

−100 µm for the cases C050, C075, and C100, respectively. The
seeds of all other grains remain in the center x–y plane, i.e., at
z = 0.

In Figs. 11a-c the numerical Beer-Lambert transmission at
the final instant are shown for the cases C050, C075, and C100,
respectively. The projected envelope shape of RG is not in-
fluenced by the vertical shift of the seed center. However the
size of RG increases considerably for C100. In this case the
seed of the RG is stuck to the wall (z = −100 µm) and the
four primary branches perpendicular to z grow along this wall
as half-branches (with the wall as their symmetry plane). Ef-
fectively these branches “feel” a lateral confinement two times
larger than the sample thickness. As a consequence of the larger
confinement the concentration gradient driving the solute diffu-
sion at the tip increases and accelerates the tips. This can be
seen in Figs. 8a and c. We could also expect that the shift in the
vertical position of RG with respect to the other grains would
change the solutal interaction and affect the growth of RG as
well as of the neighboring grains. Yet this effect does not seem
to be very important; Figs. 11a–c show that the shape and size
of the neighbors of the RG are not altered.

For smaller vertical shifts, in cases C050 and C075, RG is
only slightly affected. The transmission contrast decreases with
the vertical shift of RG (mainly in cases C075 and C100) since
the dendrite shape changes considerably when observed in 3D
(see Fig. 8c for C100). While the amount of solid that consti-
tutes the grain does not change as a consequence of the shift,
the projected size of the envelope increases considerably due
to the faster growth of the dendrite tips. This means that the
volume fraction of the solid inside the envelope decreases, thus
reducing the transmission contrast. A large shift with respect to

Figure 10: Evolution of equiaxed primary arm, Lp, over time for the reference
grain, RG. Four different three-dimensional simulation cases are shown: the
case of reference (crystF | RC), the case with RG rotated 15◦ (crystF | C15),
the case with RG rotated 30◦ (crystF | C30), and the case with RG rotated 45◦

(crystF | C45). Additionally, the experimental results of Murphy et al. [22] are
also shown (XRMON).
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Figure 11: Numerical Beer-Lambert transmission at the final instant tsim = 130s
for a) the case with initial vertical position of the RG of -50 µm (C050), b) the
case with initial vertical position of the RG of -75 µm (C075), and c) the case
with initial vertical position of the RG of -100 µm (C100). The reference grain
is indicated in the images, RG. The gray scale bar refers to the transmission
coefficient, TI.

Figure 12: Evolution of the dimensionless envelope projected area, f2d, over
time for the reference grain, RG, where f2d is the ratio of the projected grain
area to the projected domain area ( f2d = A2d/(LxLy)). Four different three-
dimensional simulation cases are shown: the case of reference (crystF | RC),
the case with the initial vertical position of the RG of -50µm (crystF | C050),
the case with the initial vertical position of the RG of -75µm (crystF |C075), and
the case with the initial vertical position of the RG of -100µm (crystF | C100).
Additionally, the experimental results of Murphy et al. [22] are also shown
(XRMON).

the plane x–y also allows the development of a primary arm in
the vertical direction, which was not possible in RC due to the
top and bottom wall constrains.

Additionally, these results are discussed quantitatively. In
Fig. 12 we show the time-evolution of f2d. The final projected
area of RG in C100 increases by 36% with respect to the RC,
obtaining a much larger area than in the experimental observa-
tions. In Figs. 13a and b the time-evolution of the primary arm
length is shown. For C100 a similar increase of the final length
with respect to RC, by approximately 70 µm, is observed for all
four projected arms (P1–P4).

Finally, the influence of the combination of both the grain
rotation and the grain position in the sample thickness (z direc-
tion) is investigated. Three cases with a rotation of 45◦ and with
different positions in z are considered: C45+050, C45+075,
C45+100. These cases are identical to C45, but the centroid
of the initial seed of the reference grain (RG) is shifted. Its ver-
tical coordinate is z = −50 µm, z = −75 µm and z = −100 µm
for the cases C45+050, C45+075, and C45+100, respectively.
As in the previous simulations, the seeds of all other grains re-
main in the center x–y plane, i.e., at z = 0.

In Figs. 14a-c, we show the numerical Beer-Lambert trans-
missions at the final instant for the simulation cases C45+050,
C45+075, and C45+100. The shape of the projection of the ro-
tated grain (RG) is slightly affected by the vertical shift of the
seed center (see Figs. 14a-c) when compared to the case C45,
where RG is rotated 45◦ and the seed center is located at z = 0.
A slight change is appreciated in the apex shape of the projected
arms: the larger the vertical shift is, the wider are their apex an-
gles (at least for the tips contained in the rotation axis, ie. P1
and P3). The line joining P26 and P45 is bright as in case C45,
and the darker line joining P1 and P3 is more distinguishable
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Figure 13: Evolution of equiaxed primary arm, Lp, over time for the reference
grain, RG. Four different three-dimensional simulation cases are shown: the
case of reference (crystF | RC), the case with the initial vertical position of the
RG of -50µm (crystF | C050), the case with the initial vertical position of the
RG of -75µm (crystF | C075), and the case with the initial vertical position of
the RG of -100µm (crystF | C100). Additionally, the experimental results of
Murphy et al. [22] are also shown (XRMON).

Figure 14: Numerical Beer-Lambert transmission at the final instant tsim =

130 s for a) the case with RG rotated 45◦ and initial vertical position of -50µm
(C45+050), b) the case with RG rotated 45◦ and initial vertical position of
-75µm (C45+075), and c) the case with RG rotated 45◦ and initial vertical
position of -100µm (C45+100). The reference grain is indicated in the images,
RG. The gray scale bar refers to the transmission coefficient, TI.

with the vertical shift.
Although the projection shape is not significantly affected,

the three-dimensional shape of the rotated RG is strongly mod-
ified by the vertical shift (see Figs. 8 b and c). The grain de-
velops normally along the directions (1, 0, 0) and (−1, 0, 0) in
body axis (P1 and P3, respectively). The directions (0, 1, 0) and
(0, 0, 1) in body axis (P2 and P5, respectively) develop until
they get stuck to the upper wall z = 100. The tips P4 and P6 do
not clearly develop in this case.

The impact of the vertical shift on the projected area over
time ( f2d) of the rotated RG is shown in Fig. 15. The pro-
jected area increases with the vertical shift; however, for all
shifts smaller projected areas than the experimental observa-
tions are obtained. In Fig. 16 we show the time-evolution of
the projected primary arm length. The arm length of the four
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Figure 15: Evolution of the dimensionless envelope projected area, f2d, over
time for the reference grain, RG, where f2d is the ratio of the projected
grain area to the projected domain area ( f2d = A2d/(LxLy)). Four dif-
ferent three-dimensional simulation cases are shown: the case of reference
(crystF | RC), the case with RG rotated 45◦ and its initial vertical position of
-50µm (crystF | C45 + 050), the case with RG rotated 45◦ and its initial vertical
position of -75µm (crystF | C45 + 075), and the case with RG rotated 45◦ and
its initial vertical position of -100µm (crystF | C45 + 100). Additionally, the
experimental results of Murphy et al. [22] are also shown (XRMON).

projections slightly increases with the vertical shift, although
all four are shorter than the experimental observations.

Among all the three-dimensional simulation cases carried
out to investigate the effect of rotation and position along the
sample thickness, the cases C30 and C45+100 have projection
shapes of the reference grain (RG) which are very similar to that
of the experimental observations. However, the case C45+100
gives a better match for the length of the primary arms and also
provides a transmission map for the RG which corresponds to
that of the experimental observations (with similar bright and
dark lines joining the tips P24-P45 and P1-P3, respectively).
We can conclude that the RG in Murphy et al. [22] may have
similar rotation and shift than the case C45+100.

5. Conclusions

We investigated the grain growth kinetics of the equiaxed
dendritic isothermal solidification of a thin sample of a binary
alloy (Al–20 wt.%Cu) by means of a 3D mesoscopic envelope
model and compared the numerical results with the experimen-
tal X-ray transmission observations in [22]. The system is com-
posed of 15 equiaxed dendritic grains that grow along the three
dimensions x, y, and z. The only model parameter – the stagnant
film thickness, δ – is carefully calibrated and the predicted grain
morphology in the studied case is shown to have only small
sensitivity to δ. The mesoscopic model is capable of describ-
ing solutal grain interactions down to short distances between
grains. The 3D grain structure is shown to play an important
role for the description of the growth kinetics. The impact of
three three-dimensional aspects was investigated:

• The impact of incorporating the thin direction on the solu-
tal diffusion. The solute diffusion was solved in 3D and in

Figure 16: Evolution of equiaxed primary arm, Lp, over time for the reference
grain, RG. Four different three-dimensional simulation cases are shown: the
case of reference (crystF | RC), the case with RG rotated 45◦ and its initial
vertical position of -50µm (crystF | C45 + 050), the case with RG rotated 45◦

and its initial vertical position of -75µm (crystF | C45 + 075), and the case with
RG rotated 45◦ and its initial vertical position of -100µm (crystF | C45 + 100).
Additionally, the experimental results of Murphy et al. [22] are also shown
(XRMON).
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2D (neglecting the thin sample dimension). The dendritic
grain size was shown to increase by almost twice when the
thin dimension is considered.

• The impact of the misalignment of the grain preferential
growth directions 〈100〉 with respect to z. A reference
grain was rotated around an axis contained in the center
plane x–y, showing an important influence on the growth
kinetics that considerably affects the grain shape. In the
transmission image, the primary arms perpendicular to the
rotation axis shorten with rotation.

• The influence of the position of the grain center along the
sample thickness, z. A reference grain is shifted with re-
spect to the central plane x–y. We show that faster growth
kinetics is obtained when the reference grain is shifted to
the wall of the sample whereas negligible effect on the
growth kinetics is found when the grain is slightly shifted
with respect to the central plane. For none of the shift sim-
ulations, an effect on grain shape is found.

Further work should be focus on three points: a) the influ-
ence of the natural convection on the growth kinetics in thin
samples [39]; b) the development of more complex simulations
where the dendritic growth, natural convection and motion of
the grains are coupled; and c) a better understanding of estima-
tion of the stagnant film thickness.
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Appendix A. Model calibration

The stagnant film thickness, δ, is a fundamental model
parameter. It determines the coupling between the solute
concentration field around the grain envelope and the en-
velope growth rate. The local growth velocity of the en-
velope is determined by the velocity of the dendrite tips.
The growth Péclet number of the tips, Petip, is calculated
from the supersaturation of the liquid at a finite distance, δ,
from the tip, Ωδ, using a stagnant film formulation of the
Ivantsov solution for a paraboloidal dendrite tip [24]: Ωδ =

Petip exp(Petip)
[
E1(Petip) − E1(Petip

[
1 + 2δ/Rtip

]
)
]
. The super-

saturation Ωδ = (C∗l − Cl,δ)/(C∗l (1 − k)) is defined by the liquid
concentration at the envelope, C∗l , and the concentration in the
liquid at distance δ orthogonally to the envelope, Cl,δ. The lat-
ter is obtained from the fully resolved concentration field in the
liquid around the envelope [15]. Finally, a tip selection crite-
rion is used to calculate the tip growth velocity from the Péclet

Figure A.17: Central slice, plane x–y, of three-dimensional simulations show-
ing the dendritic envelope morphology at tsim = 130 s for 4 different values of
the stagnant film thickness, δc, of: a) 20 µm (RC), b) 40 µm, c) 100 µm, and d)
200 µm.

number: Vtip = 4σ∗DlPe2
tip/d0, where d0 = Γ/(mLC∗l (k − 1) is

the capillary length.

For simplicity, the model considers δ to be constant in time
and identical for all points on all envelopes. In previous
work [15, 16] it was shown that a good choice was to set
δ equal to the characteristic diffusion length, Dl/V̄tip, where
V̄tip is a representative tip velocity. Considering the maxi-
mum of the concentration difference ∆̄Cl between the envelope
and the far field in the liquid in the sample to be between 0.5
and 1.0 wt.%, growth velocities ranging from 3 to 16 µm/s are
found (similar to the growth velocities in the experimental ob-
servation [22]). The result of a simulation using this scaling,
δ = Dl/V̄tip ∼ 200 µm, is shown in Fig. A.17d. However with
this approach, the final envelope shapes are clearly not realistic.

Simulations using smaller values of δ show that the apex-
angle of the primary arms decreases with smaller δ (see
Fig. A.17a–c). An equivalent trend is reported in [32]. Real-
istic envelope shapes are obtained for δ ≤ 40 µm. We can note
that this is closer to the diffusion length at the dendrite tip scale,
which is obtained from the Ivantsov solution [23] and scales as
Ω̄Dl/V̄tip where Ω̄ = ∆̄Cl/(C∗l (1 − kp)). We estimate the dif-
fusion length at the dendrite tip scale to range between 10 and
30 µm for ∆̄Cl between 0.5 and 1.0 wt.%.

The rigorous mathematical estimation of the stagnant film
thickness δ is still an open question. In this publication we have
chosen the stagnant film thickness to be equal to the diffusion
length at the tip scale δ = Ω̄Dl/V̄tip ≈ 20 µm. Additionally, as
we can see in Figs. A.17a and b the grain morphology sensitiv-
ity on δ is low when δ is within this order of magnitude. In case
of using a stagnant film thickness of 40 µm instead of 20 µm,
we obtain for the reference grain (RG) 5.4% relatively shorter
projected primary arms and a projected area 3.5% larger. In this
way, we establish the relative error associated to the adjustable
parameter δ equal to 5.4% and 3.5% for the length of the pro-
jected arms and projected area, respectively.
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Appendix B. Numerical Beer-Lambert transmission

The classical Beer-Lambert law, which relates the absorption
of light crossing a material to its properties, is given by [40]:

TI = e−
∫ +Lz/2
−Lz/2

µ(ξ)dξ (B.1)

where TI is the transmission coefficient, µ is the absorption co-
efficient, and Lz is the sample thickness. The transmission co-
efficient is given by the ratio of the transmitted intensity after
passing through the material, IT, to the intensity of the incident
beam, I0. The absorption coefficient can be written as a function
of the material density, ρ, and the mass absorption coefficient,
µ′: µ = ρµ′. The mass absorption coefficient of a metal al-
loy can be written as a function of the alloy composition [41]:
µ′ =

∑
i µ
′
iCi, where µ′i and Ci are the mass absorption coef-

ficient and mass fraction of the alloy element i. According to
[42], the mass absorption coefficient (of each element i) is only
weakly dependent on the physical state of the material (solid or
liquid) and on the temperature. As an approximation we can
assume them constant. For the Al-20 wt%Cu alloy we write
the mass absorption coefficient as a function of the copper mass
fraction, CCu, and alloy density, ρ:

µ ≈ ρ (µ′Al + (µ′Cu − µ
′
Al) CCu) (B.2)

The absorption coefficients of the elements can vary by or-
ders of magnitude as a function of the photon energy, which
makes the calculation of the transmittance for a polychro-
matic beam, such as the one used in the XRMON-SOL ex-
periments [22], very complex [43]. Calibrations for quantita-
tive concentration measurements using such beams have been
proposed [43], but are not known for the setup simulated here.
In absence of more detailed data we used the absorption coef-
ficients given by Salloum-Abou-Jaoude for a monochromatic
beam [40]. Because the numerical Beer-Lambert transmissions
in Section 4 are only used to identify the projected envelope
contours and for visual comparisons, their quantitative accu-
racy is not a prime concern here. Mass absorption coefficients
of approximately 0.3441 m2/kg and 3.379 m2/kg were used for
pure aluminum and copper, respectively [40].

Additionally we write the material density as a function of
the temperature and copper mass fraction:

ρ(T,CCu) = (1 −CCu) ρAl(T ) + CCu , ρCu(T ) , (B.3)

where the density dependence on temperature for aluminum
and copper is linearized:

ρAl(T ) = ρAlref +
ρAlm − ρAlref

Tm − Tref
(T − Tref) (B.4)

ρCu(T ) = ρCuref +
ρCum − ρCuref

Tm − Tref
(T − Tref). (B.5)

A reference temperature, Tref , of 25◦ and a melting tempera-
ture, Tm, of 660◦ were used. The corresponding densities for
aluminum and copper at reference and melting temperatures are
collected in Table B.2.

Table B.2: Densities of aluminum and copper at reference and melting temper-
atures [40].

i ρiref [kg/m3] ρim [kg/m3]

Al 2700 2375

Cu 8960 8278
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