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Abstract

Study of transport properties of low permeable sedimentary clay formations is of
growing interest in exploration of non-conventional resources, and for long term radioac-
tive waste repositories where these formations play the role of a natural shield which
prevents the spreading of radioactive materials in the environment. Recent advances in
imaging techniques allow to obtain 3D volume of compacted clay sample with pixel size
of order of few nano-meters which enables us to explore transport properties of these
media by means of numerical simulation. In our study, the Lattice Boltzmann Model
(LBM) is applied to simulate fluid flow inside the 3D image of a compacted illite sample
to explore its transport properties. The impact of different image segmentation methods
applied to treat the raw data on the numerical results is addressed. Because of the nano-
metric pore size, various physical phenomena may influence fluid flow. In this study, we
consider the influence of gas slippage effect (the Klinkenberg effect) on the permeability.
The numerically obtained results are compared with experimental data obtained for a re-
constructed compacted illite sample. If the original geometry is not strongly modified by
the applied image segmentation method, the numerically calculated Klinkenberg factor
follows well existing trends and provides predictions close to the experimental values.

Keywords: nano-porous media, Lattice Boltzmann Method (LBM), Klinkenberg effect.

1. Introduction

The main objective of this study is to improve the understanding of one-phase flow
in low permeable porous media by means of numerical simulations performed at the pore
scale on 3D images of clay samples. This objective is closely related with the increasing
interest in low permeable sedimentary formations which are projected to be used as host
site for long term radioactive waste repository [2]. Characterized by low permeability,
these media can serve as a natural barrier against radioactive materials. During the
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storage phase, indeed, a certain amount of gas (mostly hydrogen) will be released due
to corrosion of iron components of the facility. Increased gas pressure can cause gas
migration through the highly water saturated sedimentary material and even affect the
geometry of the pore space modifying transport properties of the clay. Therefore, a good
understanding of this complex process is of high interest.

Depending on hydrodynamic conditions, various transport mechanisms participating
to gas migration can be in action, separately or together [37, 13]. Thus, gas diffusion
can be favoured, and the dissolved gas will be transported by advection and diffusion
[4]. Conversely, for sufficiently high pressures, gas percolates through the water saturated
clay and is transported by continuous visco-capillary flow or small bubble migration. The
excess of gas pressure can lead to the dilatation of existing and creation of new pathways
[13, 26, 15, 44]. Due to nano-metric pore size, however, specific hydrodynamic features
need to be considered.

The clayey material has a complex porous structure with the total porosity ranging
from 10% to 40% (up to 50% for bentonite), most of which is associated with pores
smaller than 100 nm [19, 37]. If gas pressure is not sufficiently high, the mean free path
of gas molecules λ can be significant when compared to the pore size H causing the gas
slippage effect. The intensity of gas rarefaction effect is characterized by the Knudsen
number Kn

Kn =
λ

H
(1)

The continuous flow regime corresponds to Kn < 0.001; the slip flow is associated with
0.001 < Kn < 0.1; the transitional flow regime corresponds to 0.1 < Kn < 10, and the
free molecular flow is related to Kn > 10 [40, 24]. For the description of slip flow, the
Navier-Stokes equations still can be used together with a slip boundary condition. At the
macroscopic scale, the gas slippage effect is manifested in the increased gas permeability
K, which is known as the Klinkenberg effect [33] and historically expressed as

K = K0

(
1 +

b

Pm

)
(2)

where K0 is the absolute permeability, b is the Klinkenberg factor related to the medium
properties, and Pm is the mean gas pressure.

Recent advances [19, 46] in digital rock imaging improved the understanding of the
complex hierarchical pore space structure of sedimentary clays. In absence of micromet-
ric fractures, most of the interconnected pores are of nanometric size. The access to the
high resolution digital images of real clay samples obtained by FIB-SEM (Focused Ion
Beam Scanning Electron Microscope) [19], or at the lower scale by Transmission Electron
Microscopy (TEM) if the meso-pores are not connected [16], provides the opportunity
to perform numerical simulations of fluid flows, in order to better understand the trans-
port properties of these low permeable porous media. Various numerical methods can
be employed to calculate capillary pressure, absolute and relative permeabilities. In our
study, we focus on using the lattice Boltzmann method [11]. Originally derived as a
generalization of lattice gas automata (LGA), the LBM can be also obtained by dis-
cretizing the continuous Boltzmann equation in space, time, and particle velocity space.
Unlike the classical Computational Fluid Dynamics (CFD) methods, the LBM describes
fluid state by the probabilistic particle distribution function. The model was successfully
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applied to simulate single- and multiphase flow inside the 3D images of porous media
[43, 18, 7, 5]. The gas slippage effect was introduced later by adopting an appropriate
solid-fluid boundary condition. Different formulations have been derived for this purpose
based on the pure diffuse reflection [3], its combination with the specular reflection [49]
or with the bounce-back boundary condition [11], and a combination of the bounce-back
with the specular reflection [47].

Up to now, however, the use of these boundary conditions is limited to simplified
and well discretized geometries (e.g., capillary tubes) with the notable exception of the
recent application by [54] to 3D digital rocks but without comparison to experimen-
tal permeability data. However, challenges still remain to gain reliability in predicting
transport properties of such nanoporous materials using Digital Rock Physics (DRP)
measurement. First, in spite of the increasing technological advances, it is still unclear
whether the spatial resolution available by 3D microscopic imaging techniques (X-ray
tomography, FIB-SEM, BIB-SEM (Broad Ion Beam Scanning Electron Microscope),...)
is sufficient to properly capture rock surface features (pore curvature, roughness) that
may impact the slippage effect for computer-based simulations. In other words, concerns
may be raised whether the filtering process conducted for measuring integrated prop-
erties such as permeability possesses sufficient imaging-based microscale information in
the presence of slip flow. In adddition, even if the solution of LBM model with slip flow
boundary condition has been validated rigorously against fluid flow solution through a
parallel-wall uniform fracture or Poiseuille tube flow, applicability to 3D complex pore
geometry with non-uniforme pore throats (i.e, with spatially variable Knudsen number)
needs to be assessed. The present work aims at addressing these issues.

Our ultimate objective is to explore the capability of the LBM to predict the trans-
port properties of real nano-porous media and confront them to experimental data. An
artificial clay material, initially imaged in 3D by [19] will be considered for this purpose.
It must be noted that, with the present computational resources, it is not possible to
treat the whole image of the sample accounting for all pore scales from micro- to nano-
metric. Therefore, we are going to work with a selected sub-sample insuring the pore
space connectivity. The sensitivity of the numerical methods to the geometry resolution
is also investigated. To the best of our knowledge, this is the very first attempt to tackle
this complex issue.

2. Numerical model

The Navier-Stokes equations describing the flow inside the pore-space can be nu-
merically solved by various computational fluid dynamics (CFD) methods such as finite
volume method (FVM) or finite element method (FEM). Recently, non-conventional nu-
merical methods such as LBM received a lot of attention for single- and multi-phase
flow modelling in porous media [43, 18]. Indeed, compared to conventional numerical
methods, they allow to cope naturally with fluid-fluid interface and complex fluid-solid
boundary conditions. Also, various physical phenomena can be relatively easily incorpo-
rated in the basic LBM. Finally, possessing a high level of intrinsic parallelism, the LBM
can easily profit from parallel computing on CPU and GPU clusters, which is important
when dealing with prohibitively large samples [1].
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2.1. Lattice Boltzmann Method.

2.1.1. The D3Q19 TRT LBM

The LBM originally appeared as a generalization of LGA in an attempt to overcome
some of their difficulties. It was first introduced for a hexagonal lattice with six discrete
velocities (D2Q6) in 2D space and a face-centered hypercube (FHCH) lattice in 4D
space [38]. Later, it was demonstrated that LBM can be derived from the continuous
Boltzmann equation by applying a proper discretization [27, 28]. The method rapidly
extended to various lattices, collision operators, and boundary conditions. Now, it is
applied to simulate a wide variety of fluid flow phenomena.

In our study, a regular cubic lattice in 3D space with 19 discrete velocities (D3Q19)
is adopted. In LBM, the state of the fluid at each lattice point r at a given time step t is
defined by the particle distribution function f = (fi(r, t), i = 1, ..., Q), whose components
are associated with discrete velocities ci. For a given time moment t each fi(r, t) defines
the probability to find a particle with the discrete velocity ci at the location r. The 19
discrete velocities for D3Q19 are given by

ci =


(0, 0, 0), i = 1

(±c, 0, 0), (0,±c, 0), (0, 0,±c) i = 2, ..., 7

(±c,±c, 0), (±c, 0,±c), (0,±c,±c) i = 8, ..., 19

(3)

where the velocity c = δx
δt is defined as a ratio of the lattice step δx and the time step

δt. Both the lattice and the time steps are set to 1 for simplicity. The evolution of the
particle distribution function is described by

fi(r + ciδt, t+ δt) = fi(r, t)− Ωi(f, f
eq) + Fiδt (4)

where Ωi(f, f
eq) is the collision operator, Fi is the discretized body force, and feq is

the equilibrium distribution. The algorithm can be easily split into two steps, i.e., the
calculation of the post-collision distributions in the right part of (4), and the propagation
of the post-collision distributions according to the discrete velocities directions.

The collision operator Ωi(f, f
eq) describes the evolution of the particle distribution

function due to collision between the particles. The most simple collision operator is
the Bhatnagar-Gross-Krook (BGK) collision operator [8] which relaxes the particle dis-
tribution function to its equilibrium with a single relaxation time. When used with
the bounce-back boundary condition, the well known drawback of this operator is the
viscosity dependent location of the boundary. The solution to this problem is the multi-
relaxation time collision operator (MRT) which relaxes several fluid moments to their
equilibrium states with individual relaxation times [17]

Ωi(f, f
eq) = M−1 · S ·M(f− feq) (5)

where M is the transformation matrix, and S is the diagonal relaxation matrix. The
transformation matrix M projects the particle distribution function onto the moment
space giving the following moments [17]

M · f = (ρ, e, ε, Jx, qx, Jy, qy, Jz, qz, 3pxx, 3πxx, pww, πww,

pxy, pyz, pxz,mx,my,mz) (6)
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where ρ is the fluid density, and Jx, Jy, Jz are the fluid momentum components; e is
related to the kinetic energy and ε to the kinetic energy square; qx, qy, qz correspond
to energy flux, and 3pxx, pww, pxy, pyz, pxz to the components of the viscous stress ten-
sor; there are also two fourth order moments 3πxx, πww and three third order moments
mx,my,mz. For the D3Q19 model, the M matrix can be found in [17]. The diagonal
matrix S defines the relaxation rates for different fluid moments [17]

S = diag(0, se, sε, 0, sq, 0, sq, 0, sq, sν , sπ, sν , sπ, sν , sν , sν ,

sm, sm, sm) (7)

The relaxation rates are positive and must be smaller than 2 for numerical stability.
The dimensionless relaxation times are the inverse of the relaxation rates, for example
τν = 1

sν
. When using the MRT collision operator, the kinematic ν and bulk ζ fluid

viscosity can be prescribed separately [17]

ν = c2s(
1

sν
− 1

2
)δt (8a)

ζ = (
5

9
− c2s)(

1

se
− 1

2
)δt (8b)

where cs = c√
3

is the speed of sound. Relaxation times can be tuned in order to improve

the precision and numerical stability [17]. The most popular choice is the two relaxation
times (TRT) model with two different relaxation times τν and τq, which relaxes even and
odd order fluid moments with different rates [21]

se = sε = sπ = sν , sm = sq = 8
2− sν
8− sν

(9)

The collision operator relaxes the particle distribution function towards its equilib-
rium state. In LBM, the low Mach number expansion of the Maxwellian distribution is
usually used

feqi (ρ,u) = wiρ[1 +
1

c2s
(ci · u) +

1

2c4s
(ci · u)2 − 1

2c2s
|u|2] (10)

where ρ is the fluid density, u is the fluid velocity, and wi are the lattice weights. This
expansion permits to recover the Navier-Stokes equation at the macroscopic level by
using the Chapman-Enskog decomposition. The lattice weights wi in (10) are given by

wi =


1
3 , ‖ci‖ = 0;
1
18 , ‖ci‖ = 1;
1
36 , ‖ci‖ =

√
2.

(11)

2.1.2. Macroscopic variables

The fluid density ρ and the fluid velocity u can be obtained as moments of the
distribution function

ρ =

Q∑
i=1

fi =

Q∑
i=1

feqi (12a)
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ρu =

Q∑
i=1

fci =

Q∑
i=1

feqi ci (12b)

In presence of the body force ρa, the fluid momentum is redefined as [34]

ρu =

Q∑
i=1

fci +
ρa

2
δt (13)

in calculation of the nonlinear terms of the equilibrium distribution function as well as
the output fluid velocity in order to improve the precision. The pressure is provided by
the equation of state of the ideal gas

p = c2sρ (14)

2.1.3. Forcing

The body force ρa must be discretized as F̂ = (Fi(r, t), i = 1, ..., Q) to be incorporated
in LBM. The most common way is to use the following discretization [36]

Fi = wiρ

[
ci − u

c2s
+

ci · u
c4s

]
· a (15)

This discretization allows to use the body force which is not constant in space preserving
the Galilean invariance [36]. In this paper following [24], the discretized body force F̂
given by (15) is further relaxed to F̃ as

F̃ = M−1 ·
(
I− 1

2
S

)
·M · F̂ (16)

before the incorporation.

2.1.4. No slip boundary condition

The interaction between the fluid and solid phase is described by the boundary con-
ditions. The boundary condition must supply the unknown incoming distribution func-
tions for the fluid nodes neighbouring the solid nodes. The most simple and widespread
boundary condition is the bounce-back [20]

fi(r, t+ δt) = f̃i′′(r, t) (17)

where f̃i′′(r, t) is the post-collision distribution corresponding to the discrete velocity
ci′′ = −ci. According to the bounce back rule, the post-collision distribution is reflected
from the solid node in the opposite direction. Combined with the TRT collision operator,
this rule provides the second order no-slip boundary condition [21]. The no-slip surface
is located in the middle between the fluid and solid lattice nodes. It is possible to change
this position by using various interpolation based boundary conditions [12, 21, 42, 6].
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2.1.5. Slip boundary condition

When LBM is applied for flow simulations in porous media where Kn > 0.001, gas
slippage effect can be taken into account by adopting a slip boundary condition. Various
approaches permitting to achieve this goal can be employed [3, 47, 49, 10]. In our
study, the diffuse reflection combined with the bounce-back boundary condition (DBB)
is adopted following [10, 11]

fi(r, t+ δt) = rKfeqi (ρw,uw) + (1− r)f̃i′′(r, t), if (ci − uw) · n > 0 (18)

where ρw is the gas density at the wall, uw is the wall velocity, n is the unit wall normal,
0 ≤ r ≤ 1 is the combination coefficient, and K is the coefficient defined as

K =

∑
ξi′ ·n<0 |ξi′ · n|f̃i′(r, t)∑

ξi′ ·n>0 |ξi′ · n|f
eq
i′ (ρw,uw)

(19)

where ξi′ = ci′ − uw, and the incident discrete velocity ci′ can be expressed as

ci′ = ci − 2(ci · n)n (20)

According to [11], this boundary condition is more adapted to be used in porous media
since it requires only local information.

For simulation of the gas slip flow, the relaxation time τν must be related to the
Knudsen number. The Knudsen number can be related to the viscosity as [22]

Kn =

√
π

2

ν

csH
(21)

Then, using (8a), τν can be expressed as [22]

τν =
1

2
+

√
6

π

H

δx
Kn (22)

The relaxation time τq and the combination coefficient r can be tuned to comply with
a prescribed slip boundary condition. Usually [11], this is done by considering the sta-
tionary Poiseuille flow between the flat walls y = 0 and y = H driven by the body
force ρ(ax, 0, 0) with a slip boundary condition prescribed at the walls. In this case, the
analytical solution for the parabolic velocity profile uy is given by

uy
uc

= 4
y

H
(1− y

H
) +

us
uc

(23)

where uc = axH
2

8ν is the velocity at the center y = H
2 for the no-slip boundary, and us is

the slip velocity at the wall. The second order slip boundary condition can be written
as [25]

us = C1λ
∂u

∂y

∣∣∣∣
wall

− C2λ
2 ∂

2u

∂y2

∣∣∣∣
wall

(24)

where C1 and C2 are the coefficients describing the gas-wall interaction and can be
supplied by the kinetic theory [25, 48] or experiments. The usual first order slip boundary
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condition corresponds to C2 = 0. Following [25], C1 = 1.11 and C2 = 0.61 values
are adopted in this paper due to a good agreement with the solution of the linearized
Boltzmann equation up to Kn ≈ 0.4. Using (23), the condition (24) can be simplified as

us
uc

= 4C1Kn + 8C2Kn2 (25)

On the other hand, by using the relation between the velocities at two fluid LBM nodes
next to the wall and (23), us can be expressed as [23, 11]

us
uc

=
4r

2− r

√
6

π
Kn +

32(τν − 1
2 )(τq − 1

2 )− 6

π(τν − 1
2 )2

Kn2 (26)

Comparing (25) and(26), the combination coefficient r and the relaxation time τq can be
related to the C1 and C2 parameters and relaxation time τν as [11]

r =
2C1√
6
π + C1

(27a)

τq =
1

2
+

3 + π(2τν − 1)2C2

8(2τν − 1)
(27b)

3. Validation tests

Before tackling the complex issue of comparing with real experimental data, prelim-
inary validations are to be conducted to assess the solution accuracy. The effect of the
mesh refinement and the slip boundary condition are investigated for different geome-
tries. In the following, all the values are given in lattice units unless the units are stated
explicitly.

3.1. Poiseuille flow in a horizontal or inclined channel

The simplest way to validate the code is to consider a slip flow between two horizontal
parallel walls, y = 0 and y = H, driven by a body force F = (Fx, 0, 0). The analytical
solution in this case is given by (23). In order to estimate the influence of discretization,
simulations are performed for various values of H ranging from 5 to 41. The (DBB)
boundary condition (18) is applied. The obtained dimensionless velocity profiles

uy
uc

for Kn = 0.1 are displayed in Fig. 1. If the bounce-back boundary condition (17)
combined with Eq. (9) results in exact velocity profile for the classical Poiseuille solution
(i.e., with no-slip condition) [12], in contrast, a small but non-zero error persists in the
presence of slippage at the solid wall. The relative error for the velocity at the center of
the channel decreases from 0.018% for H = 5 to 2.93 · 10−4% for H = 41. Clearly, the
numerical solution is very close to the analytical profile even for H = 5. The residual error
is probably due to the spurious higher-order terms in the non-equilibrium distribution
fi. Note that a regularization procedure was proposed in [48] to improve the solution
accuracy but numerical tests that we performed have shown that it delivers larger relative
errors, at least for the range of Knudsen numbers of interest (Kn < 1). These observations
suggest that the introduction of slip flow boundary do not dramatically impact the LBM
model sensitivity to computational mesh when the exact geometry is known.
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Figure 1: Dimensionless velocity profiles for the Poiseuille flow between horizontal parallel walls (Kn =
0.1).

In a second more complicated case, the channel is inclined now with 45◦ angle to the
main lattice directions, i.e., it is aligned with y = x as displayed in Fig. 2(a). In practice,
when the bounce-back (17) or the DBB (18) boundary condition is applied, the actual
geometry corresponds to a staircase shape with the physical solid-fluid interface lying
in the middle between the fluid and solid nodes. The LBM cartesian mesh generates
a pseudo-roughness similar to the one caused by the voxel-based representation in 3D
digitized images. From this test case, we investigate the influence of this loss of geometric
information on the solution accuracy with and without slippage. First, the numerical
solution of the fluid flow simulated in such geometry applying the bounce-back boundary
condition can be compared with the analytical solution for the Poiseuille flow [12] with
H defined as in Fig. 2(a). A very good agreement is observed as shown in Fig. 2(b),
however, in contrast to the horizontal channel, the numerical solution is no longer exact
[12]. From [12], the relative error in KBB when compared to the exact value K0 due to
this constant shift in the velocity profile can be estimated as− 1

4H2 . The relative error gets
significantly larger when the DBB boundary condition is used to simulate the slip flow in
this configuration, as it can be observed from Fig. 3(a) where the numerical solution for
H = 15√

2
, H = 31√

2
, and H = 63√

2
is compared to the analytical solution. It also follows,

that the relative error ≈ 11.45% has little variation with discretization, while it strongly
depends on Kn as it can be observed in Fig. 3(b) where the dimensionless permeability
of the 45◦ inclined channel (H = 15√

2
) is compared with the analytical solution

Ktheo = K0(1 + 6C1Kn + 12C2Kn2) (28)

where K0 = H2

12 is the absolute permeability of the channel. The numerically calculated
permeabilities do not follow the parabolic law (28) but can be very well fitted with linear
function

KLBM = KDBB(0.95444 + 5.46444 ∗Kn) (29)
9
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Figure 2: (a) Schematic view of the unit cell with a 45◦ inclined channel. (b) Dimensionless velocity
profile for the Poiseuille flow inside the 45◦ inclined channel with the bounce-back boundary condition
applied at the solid-fluid interface (H = 15√

2
).

Originally, the relation (26) between the normalized slip velocity us
uc

and LBM parameters
is obtained for the solid-fluid boundary located in the middle between the solid and
fluid nodes. The condition is well defined, if we consider that the staircase geometry of
the inclined channel is the true geometry. However, if we consider that this geometry
corresponds to the inclined channel defined by the dashed lines in Fig. 2(a), the boundary
condition (26) is not well defined for some LBM discrete velocities, i.e., the coefficients for
the Kn and Kn2 should contain extra terms due to the actual position of the solid-fluid
interface as can be found in [51]. Thus, considering the normalized slip velocity us

uc
, the

source and the magnitude of the error is exactly the same for all the channels inclined at
the same angle regardless the distance between the walls. Therefore, the error does not
effectively decrease as H increases, and, as demonstrated in Fig. 3(b), the error grows
with Kn.

Obviously, the sensitivity of the solution to the wall roughness increases as the slip
effects prevail. This finding suggests that a very careful attention is required for cap-
turing the geometric features of nanoporous materials when Kn becomes large. Another
important observation is that the permeability KLBM does not converge to KBB (the
permeability calculated using the bounce-back boundary condition) when Kn → 0 but
to a slightly smaller value KDBB , i.e., the error introduced by the DBB condition does
not disappear completely when Kn→ 0.

It was mentioned that this deviation from the analytical solution can be effectively
corrected by using the interpolated DBB boundary condition proposed by [51] which
places the solid-fluid interface exactly at the positions indicated by the dashed lines in
Fig. 2(a) thus eliminating the artificial walls roughness. However, this option is not
available for the geometries based on the FIB-SEM images which contain some degree of
uncertainty about the actual location of the pore walls and where the solid-fluid interface
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Figure 3: (a) Dimensionless velocity profiles for Poiseuille flow inside the 45◦ inclined channel with the
DBB boundary condition applied at the solid-fluid interface (Kn = 0.1). (b) Dimensionless permeability
of the 45◦ inclined channel as function of Kn (H = 15√

2
).

is described by the border of the cubic voxels. As a consequence, we will not consider
this numerical improvement in our model hereafter but keeping in mind this source of
error for further comparison with experimental measurement.

3.2. Permeability of square arrays of circular cylinders

A more sophisticated geometry which can serve as an approximation of a porous
medium is a two-dimensional square array of circular cylinders. The unit cell displayed
in Fig. 4 represents the approximation of the solid cylinder inside the square region
filled with fluid. A spatially periodic boundary condition is applied at the unit cell sides,
and the flow inside the cell is driven by the body force F = (Fx, 0, 0) which acts as a
macroscopic pressure gradient ∇P . When stationary flow is obtained, the permeability
can be found from the Darcy law

< v >= −K
µ
∇P (30)

In [11], the authors have performed high resolution simulations to study gas flow with
Klinkenberg effect through a similar square array of solid cylinders. Their numerical
domain contains multiple contiguous unit cells like the one displayed in Fig. 4 with
pressure difference imposed at the opposite sides of the domain while spatially periodic
boundary conditions are applied at the lateral sides. Several (n = 4 [11]) replicated unit
cells inside the domain are necessary in order to obtain grid independent results. When
equilibrium is reached, the gas permeability can be calculated as [11]

K =
2Lµ < Uo > po

p2i − p2o
(31)

where L = l ·n is the length of the domain, < Uo > is the averaged velocity at the outlet,
pi is the gas pressure at the inlet, and po is the pressure at the outlet.
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Figure 4: Schematic view of the unit cell of square array of circular cylinders.

If the fluid density variation inside the domain is small, the permeability values calcu-
lated from Eqs. (30) and (31) are very close to each other. Thus, the use of the small unit
cell (Fig. 4) with spatially periodic boundary conditions and body force as a macroscopic
pressure gradient allows us to decrease the computational load without loss of precision.
From these simulations, we study the mesh resolution required for predicting with accu-
racy the permeability of this simplified porous medium. The simulations conducted by
Chai et al. [11] are used as the reference solution. The simulations are performed with
the unit cell size l = 400, and the cylinder diameter D = 361. In order to estimate the
influence of the discretization, smaller unit cells are also considered with l as small as
l = 25 while preserving the D

l ratio. The body force F = (10−7, 0, 0) is small enough,
so that the fluid density variations are negligible. Following [11], the Knudsen number is
defined using Dpore as H

H = Dpore =
ε

1− ε
D (32)

where ε is the porosity of the unit cell. The obtained permeabilities for various Kn values
are compared with the fitting curve K = K0(1 + 22.52Kn + 26.87Kn2) from [11] in Fig.
5(a), and the corresponding relative deviations from this curve are displayed in Fig. 5(b).

As expected, the deviation from the [11] fitting curve grows with degradation of
discretization. It can be concluded that at least 6 lattice nodes (i.e., l = 60) spanning
the pore throat are necessary in order to have the permeability value within the 10%
accuracy range, thus demonstrating that the method is sufficiently robust and it can be
used for simulations in coarsely discretized geometries with a reasonable precision.
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Figure 5: (a) Permeability of the cubic array of circular cylinders as function of Kn for various discretiza-
tions. (b) Permeability deviation from fitting curve provided by [11] for various discretizations.

4. Application to illite sample

The availability of extremely fine images of compacted illite sample obtained by FIB-
SEM [19] provides us the possibility to study its transport properties by means of nu-
merical simulation. The obtained results can be thereafter confronted with experimental
results obtained for the compacted illite sample of the same origin.

4.1. Experimental results

The images provided by [19] correspond to the illite extracted from the Le Puy en
Velay basin. The powdered illite was purified and compacted to reach the dry density
of 1.7 g/cm3. The composition of the illite and the preparation processes can be found
in [19]. However, since the transport properties were not measured by [19], a centimetre
size sample was recreated from the same basic material, and the permeabilities to water
and gas were experimentally measured. The measurement of permeability to gas was
performed in an oedometer cell under a constant normal load of 89 MPa to ensure a
dry density of 1.7 g/cm3. Nitrogen is injected at constant pressure and the outflow
at equilibrium is measured using a soap bubble flowmeter. The permeability is then
calculated by using (31). The permeability to water is also measured by maintaining a
normal load which ensures a dry density of 1.7 g/cm3. First, the sample is saturated by
applying water pressure on both sides with a gradient of 0.2 MPa, until the equilibrium
is obtained. Then, the water is injected at constant pressure and the outflow is measured
in stationary conditions to obtain the permeability by using (30).

The measured water permeability is KH2O = 2.14 · 10−20 m2. The gas permeability
values measured for the entry gas pressure ranging from 1.738 MPa to 12.298 MPa are
displayed in Fig.6(a) as function of 1

Pm
. Using the least squares fitting, the experimental

data can be approximated by (2) with K0 = 4.7952 · 10−20 m2 and b = 7.5748 · 106

Pa. The red point in Fig.6(a) corresponding to the K value measured at pi = 12.298
MPa was excluded from the fitting set (the blue points) since at this high pressure, the
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Figure 6: (a) Experimentally measured permeabilities of the compacted illite sample versus the inverse
of the mean gas pressure. (b) Dimensionless numerically calculated permeabilities of S0x and S6B
sub-samples versus the inverse of the mean gas pressure. Solid lines are linear fits by (2).

permeability starts to grow significantly which can be attributed to the modification
of the initial pore space geometry. Therefore, no measurements at higher pressures
where performed. The obtained K0 value is 2.24 times higher than the KH2O value.
The differences can be attributed to the limitations of the experimental equipment and
the employed measurement technique as well as uncertainties of the measured values.
Another possibility is the specific interaction of water molecules with solid walls inside
the nano-pores of clayey material. Indeed, according to [39], the absolute permeability
for clay-rich rocks estimated from the Klinkenberg correlation (2) is routinely 2−3 times
higher than the permeability measured to a liquid.

Another series of gas permeability measurements on a different compacted illite sam-
ple was performed for relatively low entry gas pressures (pi < 1.6 MPa). A non-linear
behaviour of the measured permeability which does not follow the linear correlation (2)
is observed. A similar behaviour was observed for COx argillite sample in [9] when
pi < 0.86 MPa.

4.2. Numerical results

4.2.1. Image sampling

Image segmentation was performed by Gaboreau et al [19] using different methods: an
advanced method that allows the recovery of porosity and pore distribution (see Fig.7(a)),
an erosion algorithm (see Fig.7(b)), and the Otsu algorithm (see Fig.7(c)). The Otsu
algorithm is an often used segmentation method, in the case of the illite sample, it allows
a good determination of the largest pores, essential to fluid flow [19]. The erosion method
favors pore connectivity and lessens isolated pores. The method favored by Gaboreau
et al [19], based on watersheding, shows the best fit in regards to total porosity and
pore size distribution. It should be noted, however, that the fitting between image data
and macroscopic measurements of porosity and pore size distribution is only fully valid
if the image is representative of the sample. Gaboreau et al [19] calculate the REV
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(Representative Elementary Volume) based on the analysis of 2D grayscale images and
obtains a REV of 1000− 1200 nm. The already segmented images are 1096× 1095 pixels
large and constitute three stacks of 180 images each, meaning that the REV, as calculated
by Gaboreau et al [19], is not reached in the third direction. The pixel size is 5× 5 nm.
The distance between the consecutive images is also 5 nm [19], therefore, the voxel size is
5× 5× 5 nm. The porosity ε = 0.2928 of the Fig.7(a) sample is larger than the porosity
ε = 0.1312 of the Fig.7(b)) sample which is very close to the porosity ε = 0.1313 of the
Fig.7(c)) sample. The availability of three image stacks allows us to study the influence
of the segmentation techniques on the numerically calculated transport properties.

In order to assess the role of segmentation in regards to permeability, for simulation
tests, three sub-samples, hereinafter referred to as S0A, S0B, and S0C, of the same
size are extracted from the three image stacks at the same location indicated by the red
rectangular in Figs.7(a), (b), and (c), respectively. The sub-samples size is 101×101×102
voxels in order to avoid high computational costs. Several solid voxels suspended inside
the pore space as well as disconnected pores were removed from the sub-samples making
the pore space fully connected. The total εt and connected εc porosities are summarized
in Tab.1. All three sub-samples are percolating and can be used for fluid flow simulation.

SOA SOB SOC S6B
εt 0.2963 0.1197 0.07619 0.1099
εc 0.2926 0.1132 0.04728 0.1024
< Hl >x, nm 39.1051 30.3775 61.6270 31.2943
< Hl >y, nm 53.1879 42.1561 74.8762 41.7924
< Hl >z, nm 88.2249 67.4073 162.006 42.0770
< Hl >, nm 53.4750 40.1369 79.1668 36.3871
KBB(x), m2 1.0357 · 10−18 0 1.2625 · 10−20 2.9750 · 10−20

KBB(y), m2 1.3822 · 10−18 4.7875 · 10−20 0 9.2475 · 10−20

KBB(z), m2 2.5568 · 10−18 1.7428 · 10−19 1.3475 · 10−20 5.3850 · 10−20

K0, m2 2.3556 · 10−18 1.4875 · 10−19 1.3030 · 10−20 4.7242 · 10−20

b, MPa 1.8250 3.6629 3.4970 5.0414

Table 1: Geometrical and transport characteristics of SOx, S6B sub-samples.

Only S0C sub-sample demonstrates significant difference between the connected and
total porosities due to lower connectivity. Before the simulation, all the sub-samples
are mirrored along the chosen axis in order to assure connections between the pores at
the opposite sides of the sub-sample when the spatially periodic boundary condition is
applied.

Considering the simulation size restriction, it can be observed that the simulated
volumes are below the REV, calculated from grayscale images. On top of that, REV
actually depends on the process studied, with REV for permeability being most likely
larger than porosity REV [53] or grayscale images REV. In order to compensate for these
limitations, a statistical study on different sub-samples is necessary. Spatial variations
of geometrical and transport properties are estimated by considering 9 additional sub-
samples of the same size (101×101×102 voxels) extracted from each of the three original
image stacks at locations displayed in Fig.8(a). The sub-samples in these three sets are
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referred to as S(1-9)A, S(1-9)B, S(1-9)C following the same logic as for S0x sub-samples.
The ranges of the total and connected porosities of S(1-9)x sub-samples are summarized
in Tab.2. The εt range of S(1-9)C is about two times larger than that of S(1-9)A and S(1-
9)B sets which indicates a higher degree of spatial variability of geometrical properties
for the images treated by the Otsu method. The sub-samples from S(1-9)x confirm a
very good connectivity of three image stacks since only S6C and S8C originating from
the image stack treated by the Otsu method are not percolating.

S(1-9)A S(1-9)B S(1-9)C
εt 0.2539 - 0.3808 0.1099 - 0.2153 0.0738 - 0.2858
εc 0.2442 - 0.3779 0.1024 - 0.2142 0.0274 - 0.2843
KBB(x), m2 8.55 · 10−19 − 6.54 · 10−18 2.97 · 10−20 − 1.63 · 10−18 1.78 · 10−20 − 1.54 · 10−17

KBB(y), m2 9.96 · 10−19 − 5.25 · 10−18 5.75 · 10−20 − 7.91 · 10−19 6.95 · 10−20 − 6.08 · 10−18

KBB(y), m2 1.36 · 10−18 − 8.48 · 10−18 5.38 · 10−20 − 1.24 · 10−18 8.91 · 10−20 − 2.90 · 10−18

< KBB(x) >, m2 2.2807 · 10−18 3.6648 · 10−19 2.7376 · 10−18

< KBB(y) >, m2 2.5556 · 10−18 3.0459 · 10−19 1.5531 · 10−18

< KBB(z) >, m2 3.5265 · 10−18 4.3770 · 10−19 8.5057 · 10−19

Table 2: Variation ranges and mean values of geometrical and transport characteristics for S(1-9)x
sub-samples.

4.2.2. Study in continuous flow regime

Effect of sample location.

First, the Stokes flow with the no-slip bounce-back boundary condition (17) is simu-
lated, and the KBB permeability of all the 30 sub-samples along the three coordinate axes
was calculated. The obtained values are displayed as function of porosity in Figs.8(b)-(d),
and their variation ranges and mean values are summarized in Tab.2. The permeability
values of S0x sub-samples can be found in Tab.1. It can be observed that, generally,
permeability grows with porosity which is a general trend for clays [41], however, signif-
icant variations related to the individual pore space geometry cannot be excluded. The
trend is clearly more pronounced for the sub-samples treated by the Otsu method. For
S(1-9)A and S(1-9)B sub-samples, the KBB(z) values are generally higher than KBB(y)
and KBB(x). This is more obvious when considering the mean values < KBB(x) >,
< KBB(y) >, < KBB(z) > which for S(1-9)A sub-samples follow in the same order as
the mean local pore sizes < Hx

l >, < Hy
l >, < Hz

l >, thus confirming the existence
of a certain spatial anisotropy which is expected for a material of this kind. S(1-9)C
sub-samples do not demonstrate the same tendency with < KBB(x) > being higher then
< KBB(y) > and < KBB(z) >. The permeability variations are limited to one order of
magnitude for S(1-9)A sub-samples, two orders of magnitude for S(1-9)B sub-samples,
and three orders of magnitude for S(1-9)C sub-samples, which confirms larger spatial
heterogeneity of the samples treated by the erosion and the Otsu method. Generally, the
mean permeability of the samples treated by the erosion method is smaller than that of
the samples treated by the Otsu method, with < KBB > of the samples treated by the
original Gaboreau et al method being the largest, with the exception of < KBB(x) >.
The mean permeability of the S(1-9)B samples treated by the erosion method is closer
to the experimentally calculated value, with S6B sub-sample being the closest.
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Effect of image resolution.
In order to estimate the influence of discretization, a refined sample is produced by
replacing each voxel of S0A sub-sample with 8 smaller voxels. The permeability of the
refined sample KBB(z) = 2.0352 · 10−18 m2 is 20.4% smaller, which indicates that the
pore space discretization effects are present but they are reasonably limited.

4.2.3. Study in slip flow and transitional regime

Effect of the pore morphology.
To study the Klinkenberg effect, the Kn must be related to physical conditions. For an
ideal Boltzmann gas, this can be done by using the following expression of Kn

Kn =
kBT√

2πd2PgH
(33)

where kB is the Boltzmann constant, T is the temperature, and d is the gas particle
kinetic diameter. Thus for H = 53.4750 nm and the nitrogen gas (dN2

= 0.364 · 10−9

nm [30]) at T = 293.15 K and Pg = 105 Pa, the Knudsen number can be estimated
as Kn = 1.29, which corresponds to the transitional flow regime. At the nuclear waste
storage conditions, much higher gas pressures can be expected notably due to the gas
accumulation. Also, pressures exceeding Pg = 106 Pa are necessary for gas to penetrate
the water saturated clay, bringing the estimated Kn down to 0.129 which is still well be-
yond the continuous flow limits thus justifying the usage of slip-flow boundary condition
for the considered illite sample.

For simulations inside a unit cell with spatially periodic boundary conditions and a
small external body force, the fluid pressure variations are very small, and, therefore, Pg
can be considered as constant, and it can be associated with Pm. On the other hand,
H is essentially a local parameter and may vary significantly through the pore-space,
whereas, in the presented slip-flow tests, an unique value of H was used to calculate
Kn. Therefore, following [54, 35], a local pore size Hl associated with each fluid lattice
node was introduced for Kn calculation, in order to estimate the resulting variation of
K compared to the globally defined Kn. In all the conducted slip flow simulations, the
difference between the K values obtained with the globally defined Hl =< Hl > and
with the locally variable Hl is very small (less than 1%).

The Hl is calculated by measuring the distances from the fluid lattice node to the
solid surface following the directions of D3Q27 discrete velocities. Then, the mean value
of these 13 distances is taken as the local pore size Hl. The Hl distribution inside the S0x
and S6B sub-samples is displayed in Fig.9(a), while the mean values are summarized in
Tab.1. The peak value of S0A corresponds to the fluid lattice nodes with 50 < Hl ≤ 55
nm which means that significant part of the pores are quite narrow and poorly discretized,
and the mean value is < Hl >= 10.6950 lattice units (or = 53.4750 nm). S0B and S6B
contain a large amount of even smaller pores which results in their reduced permeability.
The Hl distribution of S0C sub-sample somehow differs from the others, by having a
larger proportion of pores larger than 100 nm, which can be related with different pore-
space structure. Comparing the mean local pore sizes < Hl >x, < Hl >y, and < Hl >z
(see Tab.1) measured only along the principal axes directions, it is clear that the pores are
preferentially aligned along the z−axis for all the the sub-samples followed by < Hl >y,
with < Hl >x being the smallest.
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A significant difference in pore-space structure between the sub-samples treated by
the Otsu method and those treated by the Gaboreau et al [19] and the erosion method
can be confirmed by considering a characteristic pore size lz, which is a 2D parameter
calculated for each image as

lz =
Spore
lpore

(34)

where Spore is the area of the pore, and lpore is the length of the pore border. The
lz of the S0x and S6B sub-samples is displayed in Fig.9(b). The S0A and S0B sub-
samples are quite similar with difference mainly due to different porosities. The S6B
sub-sample extracted from a different location presents similar characteristics with S0B.
On the other hand, S0C sub-sample is quite different with lz presenting significantly
larger variations and absolute values, while the S0C porosity is smaller than that of
other presented sub-samples. This indicates that S0C pores have more bulbous shape
compared to the narrow slit-like pores of the sub-samples treated by the Gaboreau et al
[19] and the erosion method thus influencing slip flow local velocities.

The Klinkenberg effect.
To study the Klinkenberg effect, the fluid flow with the slip boundary condition (18) was
simulated inside the S0x and S0B sub-samples along the z− axis. Kn is ranging from
10−4 to 0.4. The Kn values can be related to the mean gas pressure inside the pores Pm
by means of (33) supposing the nitrogen gas at T = 293.15 K. As it was mentioned above,
the simulations conducted with H =< Hl > everywhere and simulations performed with
site by site calculated Hl provide the permeability results within 1%, therefore, H in
(33) can be replaced with < Hl >.

The influence of the Knudsen number on fluid velocity can be observed by consid-

ering the distribution of the scaled velocity norm ‖u‖
‖u‖max inside the pore space of S0A

sub-sample as displayed in Fig.10. For relatively small Kn = 0.01, Fig.10(a) exhibits
preferential pathways where the most of the flow is concentrated. As expected, the ve-
locity is higher in the largest pores. Conversely, for large Kn = 0.4, gas velocity increases
in the narrow passages due to slippage effect and fluid flow is more uniformly distributed
as can be observed in Fig.10(b). It follows, that this mechanism contributes to regulate
the overall flow inside the pore space as Kn grows.

The calculated permeability for various Kn values is displayed in Fig.6(b) where it is
plotted versus the inverse of Pm. The obtained K values are very well aligned and can
be linearly fitted by (2) with K0 and b summarized in Tab.1. As noted in Sec.3.1, the
K0 obtained from the linear fit is smaller than KBB(z) obtained with the bounce-back
boundary condition.

The Klinkenberg factor b varies significantly from sample to sample depending on the
pore-space geometry. The data are highly scattered. Therefore, multiple studies were
conducted in effort to correlate the b factor with other transport properties, mainly K0.
Usually, the correlation takes the form of the power law. Thus the b factor for oil-field
cores with K0 ranging from 10−17 m2 to 10−12 m2 was correlated by [29] with

b = 0.11K−0.390 (35)

where K0 is expressed in m2 unit, and b is given in Pa unit. Later, the b factor for 100
core plugs with K0 lying in the same range (from 10−17 m2 to 10−12 m2) was fitted by
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[31] with
b = 6.9K−0.360 (36)

where K0 is expressed in mD unit, and b is given in psi unit. In [32], the b factor for
low-permeable sands with K0 varying between 10−19 m2 and 10−14 m2 was estimated as

b = 0.86K−0.330 (37)

with K0 and b expressed in m2 and Pa unit, respectively. The study of the metagraywacke
plug samples with K0 ranging from 2×10−22 m2 to 4×10−20 m2 has delivered in [45] the
b factor values lying between 1 MPa and 20 MPa. Recently, the b factor was estimated
by [50] based on the data for 30 Taiwan sedimentary rocks (330 data points in total)
with K0 ranged from 10−20 m2 to 10−14 m2 delivering the following estimation

b = (0.15± 0.06)K−0.37±0.0380 (38)

where K0 and b are given in m2 and Pa unit, respectively. Finally, using the fluid flow
between the parallel plates as a starting point, an analytical expression for b factor was
obtained in [52] for granular and foam models

b = 12Pm
2− σ
σ

Kn (39)

where σ is the tangential momentum accommodation coefficient.
For further analysis, these correlations together with the experimentally obtained b

factor of the compacted illite powder sample, the numerically calculated b factor of the
S0x and S6B sub-samples, and the b factor experimentally measured by Boulin [9] for a
clay sample are summarized in Fig.11. It can be noted, that two points corresponding
to the experimentally measured b factor values are located in close proximity to each
other although the samples are of different origin, which is in a good agreement with
general correlation established between the b factor and absolute permeability K0. It is
remarkable that the b factors calculated for the sub-samples treated by the Gaboreau et al
[19] and the erosion method are in a very good agreement with other correlation trends in
spite of the small number of points. The K0 value of S6B sub-sample is the closest to the
measured experimentally K0 value of the illite sample, and its b factor is 33.45% smaller
than that of the illite sample, which can be considered as a good numerical estimation.
On the other hand, the b factor of S0C sample treated by the Otsu method falls out of
the general trend followed by S0A, S0B, and S6B sub-samples, which can be explained
by the different pore space structure (see Fig.9(b)) with domination of bulbous shaped
pores. Using (33) along with H =< Hl >, the Klinkenberg factor of the selected sub-
samples can be also estimated with (39), however, resulting estimations will not follow
the power law trend.

5. Conclusions

In this study, we address the question of the LBM applicability to nanoporous ma-
terials using the 3D TRT-LBM model combined with the diffuse reflection boundary
condition to describe the slip flow regime. Simulations conducted on several test cases
highlight the accuracy of the method provided that an accurate representation of the
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pore-scale geometry is available. In constrast with the continuous flow regime, as pre-
dicted by the bounce-back boundary condition, slip flow simulations are highly dependent
on the morphological features such as pore surface roughness. Results indicate a decrease
of the permeability for rough surfaces and this behavior is consistent with the model of
apparent permeability derived by Darabi et al [14] using the Maxwell theory. In a second
part, the LBM is applied to numerically estimate the transport properties of illite from
the digital images treated by three different segmentation techniques. Also, these prop-
erties are measured experimentally for the illite sample recreated from the same basic
material.

The obtained results demonstrate that the LBM is a versatile method which can be
successfully applied to simulation of slip and no-slip flow inside the pore space, thus
permitting the calculation of the absolute permeability as well as the estimation of the
Klinkenberg factor. Reliable results can be obtained even for poorly discretized pore
space with relatively small number of fluid lattice nodes spanning the pore. This analysis
supports LBM as a valuable tool for understanding and predicting the slip flow effects at
nanometer pore-scale. However, two significant concerns should be kept in mind when
applying LBM to nano-porous rock permeability calculations:

First, choice of the segmentation method applied to the digital images appears to
have a significant influence on the numerical results. The absolute permeability values
calculated for the same sub-sample treated by different segmentation methods can differ
by three orders of magnitude. The variability of absolute permeability due to the location
of the sub-sample inside the original image is limited to one order of magnitude for the
sub-samples treated by the Gaboreau et al [19] method, two orders of magnitude for
the sub-samples treated by the erosion method, and three orders of magnitude for the
sub-samples treated by the Otsu method. Segmentation methods may also modify the
shape of the pores which can influence significantly the calculated Klinkenberg factor. If
the pore space structure is not strongly modified by segmentation method, the calculated
b factor values follow well the existing empirical trends and a good estimation of b can
be obtained from a sub-sample with K0 close to the experimental value.

Second, direct LBM calculations at the VER size which is crucial for reliable perme-
ability assessment can be particularly difficult to achieve for nano-porous rocks due to
large pore size distribution. In the present study, we circumvent this computational size
issue by performing a statistical analysis on several sub-samples so that the mean and
variance of the sample permeability can be calculated.
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(a) (b)

(c) (d)

Figure 7: The first image (5480 × 5475 nm) in a stack of the illite sample images treated by (a) the
Gaboreau et al advanced method [19]; (b) the erosion method; (c) the Otsu method. The pores are
black and the solid matrix is white. The red rectangular (L=505 nm) indicates the image size and the
location of S0x sub-samples. (d) the 3D view of S0A (505 × 505 × 510 nm) sub-sample pore space.
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Figure 8: Locations (a) of the additionally extracted S(1-9)x sub-samples. The KBB permeability
calculated along three coordinate axes for S(1-9)A (b), S(1-9)B (c), S(1-9)C (d) (colored), and for S0x
(black) sub-samples as function of porosity.
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Figure 9: (a) The local pore size Hl distribution inside the illite sub-samples. (b) Characteristic pore
size lz of the extracted illite sub-samples.
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Figure 10: Scaled velocity norm
‖u‖
‖u‖max

distribution inside the pore space of S0A sub-sample for (a)

Kn = 0.01 and (b) Kn = 0.4.
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