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Modern methods of quantum crystallography are techniques firmly rooted in

quantum chemistry and, as in many quantum chemical strategies, electron

densities are expressed as two-centre expansions that involve basis functions

centred on atomic nuclei. Therefore, the computation of the necessary structure

factors requires the evaluation of Fourier transform integrals of basis function

products. Since these functions are usually Cartesian Gaussians, in this

communication it is shown that the Fourier integrals can be efficiently calculated

by exploiting an extension of the Obara–Saika recurrence formulas, which are

successfully used by quantum chemists in the computation of molecular

integrals. Implementation and future perspectives of the technique are also

discussed.

1. Introduction

Quantum crystallography (QCr) is a branch of crystallography

characterized by a strict interplay between quantum mech-

anical and crystallographic information (Genoni, Bučinský et

al., 2018; Novara et al., 2018; Grabowsky et al., 2017; Massa &

Matta, 2018; Tsirelson, 2018). This interplay was already clear

in the traditional and well known multipole model methods

for the determination of experimental charge densities

(Hirshfeld, 1971; Stewart, 1976; Kurki-Suonio, 1977; Hansen &

Coppens, 1978; Tsirelson & Ozerov, 1996; Coppens, 1997) and

in the pioneering techniques for the determination of diagonal

and off-diagonal elements of one-particle density matrices

(Clinton & Massa, 1972; Clinton et al., 1973; Schmider et al.,

1992; Gillet et al., 2001; Gillet, 2007). However, it became even

more evident in the modern methods of QCr (Grabowsky et

al., 2017), (i) where the results obtained from quantum

chemistry calculations are directly exploited in structural

refinements to complete the information content of crystal-

lographic measurements [e.g. in the Hirshfeld atom refinement

(HAR) technique (Jayatilaka & Dittrich, 2008; Capelli et al.,

2014; Woińska et al., 2014; Wall, 2016; Woińska et al., 2016;

Fugel et al., 2018, 2019; Malaspina et al., 2019)] or (ii) where

the experimental crystallographic data are directly used in

quantum mechanical computations to enhance the informa-

tion content of the wavefunction [e.g. in the X-ray constrained

wavefunction (XCW) fitting approach (Jayatilaka, 1998;

Jayatilaka & Grimwood, 2001; Grimwood & Jayatilaka, 2001;

Bytheway et al., 2002; Bytheway, Grimwood, Figgis et al., 2002;

Grimwood et al., 2003; Hudák et al., 2010; Jayatilaka, 2012)].

Since these new strategies are firmly rooted in quantum

chemistry, the electron-density distributions are generally

written as two-centre expansions of Cartesian Gaussian-type

functions (GTFs) centred on atomic nuclei. This leads to the
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fact that, for the computation of the needed structure factors,

it is necessary to evaluate Fourier integrals of products of

Cartesian Gaussians.

Over the years several research groups have faced this

problem, from the initial efforts by McWeeny (1953),

Chandler & Spackman (1978) and Barua & Weyrich (1986), to

the more recent work of the Kirrander group in the context of

the ab initio X-ray diffraction (AIXRD) method (Northey et

al., 2014; Moreno Carrascosa et al., 2019; Northey &

Kirrander, 2019). However, so far in this context the most

efficient technique remains the one proposed by Jayatilaka

(1994), who extended the McMurchie–Davidson (MD)

recurrence relations used in quantum chemistry to evaluate

molecular integrals (McMurchie & Davidson, 1978). This

is actually the strategy used for the computation of

structure factors in all the XCW methods implemented in the

quantum crystallographic software Tonto (Jayatilaka &

Grimwood, 2003).

The MD approach is only one of the many efficient stra-

tegies proposed and used by quantum chemists to compute

molecular integrals efficiently. Many excellent reviews are

currently available on the subject (Clementi & Corongiu,

1989; Gill, 1994; Helgaker et al., 2000; Reine et al., 2012).

Among these techniques, one of the most popular and efficient

is the strategy based on the recurrence relations introduced by

Obara & Saika (1986), which were also discussed in the

context of the Fourier transform operation in a follow-up

paper (Obara & Saika, 1988). The Obara–Saika (OS)

approach has actually been used very recently to compute

structure factors corresponding to quantum chemistry-like

electron densities: in XCW methods (Genoni, 2013a,b; Dos

Santos et al., 2014; Genoni & Meyer, 2016; Genoni, 2017;

Casati et al., 2017) based on the concept of extremely localized

molecular orbitals (Stoll et al., 1980; Meyer, Guillot, Ruiz-

Lopez & Genoni, 2016a; Meyer, Guillot, Ruiz-Lopez, Jelsch &

Genoni, 2016b; Meyer & Genoni, 2018), in the novel X-ray

constrained spin-coupled technique (Genoni, Franchini et al.,

2018; Genoni et al., 2019), in charge-density investigations

of molecular magnets (Thomsen et al., 2019; Gao et al., 2019)

and in the study of the capability of the XCW strategy in

capturing electron correlation effects on electron density

(Genoni et al., 2017).

However, in all the cases mentioned above, the use of OS

recurrence relations for the calculation of structure factors

has barely been mentioned, and never discussed in detail.

Therefore, the goal of this article is to fill this gap, by showing

the theoretical details and the derivation of the extended OS

formulas for theoretical structure factors, their implementa-

tion and, where possible, their comparison with other existing

approaches.

2. Theory

2.1. Structure factors and electron-density expressions

As is well known (Tsirelson & Ozerov, 1996; Coppens, 1997;

Schwarzenbach, 1996; Giacovazzo, 2002), structure factors are

Fourier transforms of the space- and time-averaged unit-cell

electron density �cellðrÞ,

FH ¼
Z

dr �cellðrÞ exp i2�H � rð Þ; ð1Þ

with H the product of the reciprocal-lattice matrix and the

vector representing the triad of Miller indices associated with

the reflection under consideration. If one exploits the unit-cell

symmetry operations fRj; tjgNm

j¼1 (with Rj and tj as a rotation

matrix and a translation vector, respectively), �cellðrÞ can

actually be written in terms of the space- and time-averaged

electron density �0ðrÞ of the symmetry-independent fragment

in the unit cell. Equation (1) thus becomes

FH ¼
XNm

j¼1

exp i2�tj �H
� � Z

dr �0ðrÞ exp i2� RT
j H

� � � r� �
: ð2Þ

The averaged density �0ðrÞ can be expressed as the convolu-

tion of the static electron density �0(r) with the probability

distribution function P(u1, u2, . . . , uN) for the nuclear posi-

tions, namely

�0ðrÞ ¼ �0ðrÞ ? P u1; u2; . . . ; uN
� �

: ð3Þ
In the most recent methods of quantum crystallography (i.e.

HAR and XCW techniques), the static electron density is

written as a quantum chemistry-like electron distribution

and, in the most general way (which is valid for both single-

determinant and multi-determinant wavefunction-based

approaches), it can be expressed in terms of natural orbitals,

�0ðrÞ ¼
XM
i¼1

ni �
�
i ðrÞ �iðrÞ; ð4Þ

with �i the generic ith natural orbital associated with the

obtained wavefunction, ��
i the complex conjugate of �i, ni the

occupation number for the ith natural orbital (0 � ni � 2) and

M the total number of basis functions used in the calculation.

It is worth pointing out that, in the case of a single-determi-

nant wavefunction, the natural orbitals correspond to the

more usual molecular orbitals (MOs) and the occupation

numbers are equal to 2 for the occupied MOs and 0 for the

virtual ones.

In quantum chemistry, molecular orbitals are generally

expanded in terms of basis functions centred on nuclei:

�iðrÞ ¼
XM
�¼1

C� i ��ðr�AÞ; ð5Þ

where A = (Ax, Ay, Az) is the position vector of the nucleus A

on which the basis function �� is centred and the quantities C�i

are the molecular orbital expansion coefficients. Therefore,

equation (4) can be rewritten as

�0ðrÞ ¼
XM
�¼1

XM
�¼1

��ðr�AÞ D0
�� ��ðr� BÞ; ð6Þ

with the one-electron density matrix D0 defined as
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D0
�� ¼

XM
i¼1

ni C
�
� i C� i: ð7Þ

It is clear that the expression of �0(r) given by equation (6) is

an expansion involving basis functions �� and �� , which can

possibly be centred on two different nuclei. If we use this

expression for the static electron density in equation (3) and,

consequently, in equation (2), and if we exploit the convolu-

tion theorem, the structure-factor expression becomes

FH ¼
XM
�¼1

XM
�¼1

D0
�� IH�� ¼ Tr D0 IH

� �
; ð8Þ

where IH is the matrix of the averaged Fourier integrals of the

basis function products, namely the matrix having elements

IH�� ¼
XNm

j¼1

exp i2�tj �H
� �

F½PðA;BÞ�

�
Z

dr ��ðr�AÞ ��ðr� BÞ exp i2� RT
j H

� � � r� �
;

ð9Þ
with F[P(A, B)] as the Fourier transform of the probability

distribution function for the nuclei A and B on which the basis

functions �� and �� are centred, respectively. Since P(A, B) is

not available, the factor F[P(A, B)] is usually approximated

through methods that use parameters related to one-atom

probability distribution functions, namely, the usual aniso-

tropic displacement parameters (Stewart, 1969; Coppens et al.,

1971; Tanaka, 1988; Michael & Koritsanszky, 2015).

The other important factor in equation (9) is the Fourier

integral of the product of basis functions. By setting k =

2�ðRT
j HÞ, that factor can be rewritten as

I ¼
Z

dr ��ðr�A;L�Þ ��ðr� B;L�Þ exp ðik � rÞ; ð10Þ

where, for the two basis functions, we have also explicitly

indicated their total angular momenta L� and L�.

2.2. Recurrence relations for integrals

In quantum chemical calculations, the adopted basis func-

tions are generally contracted Cartesian Gaussian-type func-

tions (GTFs). In other words, they are linear combinations of

primitive Cartesian GTFs (Boys, 1950):

��ðr�AÞ ¼
XK�

i¼1

Ni� Ci � gi �ðr�A;L�Þ ð11Þ

and

��ðr� BÞ ¼
XK�

j¼1

Nj � Cj � gj�ðr� B;L�Þ; ð12Þ

where K� and K� are the degrees of contraction, Ni� and Nj�

are normalization constants, Ci� and Cj� are the contraction

coefficients for the primitive functions, and gi�(r � A;L�) and

gj�(r � B;L�) are un-normalized primitive Cartesian Gaus-

sian-type functions centred on the nuclear positions A and B

and of total angular momenta L� and L� , respectively.

Substituting (11) and (12) into (10), the integral I becomes

I ¼
XK�

i¼1

XK�

j¼1

Ni� Nj� Ci � Cj �

�
Z

dr gi �ðr�A;L�Þ gj �ðr� B;L�Þ exp ðik � rÞ

¼
XK�

i¼1

XK�

j¼1

Ni� Nj� Ci � Cj � I
j �
i � : ð13Þ

The un-normalized primitive Cartesian GTFs are usually

written as

gi �ðr�A;L�Þ
¼ x� Axð Þax y� Ay

� �ay z� Az

� �az
� exp ��i x� Axð Þ2þ y� Ay

� �2þ z� Az

� �2
h in o

ð14Þ

and

gj �ðr� B;L�Þ
¼ x� Bxð Þbx y� By

� �by z� Bz

� �bz
� exp ��j x� Bxð Þ2þ y� By

� �2þ z� Bz

� �2
h in o

: ð15Þ

gi� is an un-normalized Cartesian GTF centred on A =

(Ax, Ay, Az), with angular momentum indices a = (ax, ay, az)

and total angular momentum L� = ax + ay + az, while gj� is an

un-normalized Cartesian GTF centred on B = (Bx, By, Bz),

with angular momentum indices b = (bx, by, bz) and total

angular momentum L� = bx + by + bz.

Making use of the Gaussian product rule (Gill, 1994;

Helgaker et al., 2000), we can set

E
j �
i� ¼ exp � �i�j

�i þ �j

A� Bð Þ2

� �
ð16Þ

and

P ¼ �iAþ �jB

�i þ �j

: ð17Þ

Therefore, if we introduce equations (14) and (15) into (13),

the integral I
j �
i� becomes

I
j �
i� ¼E

j �
i�

Z
dx exp ikxxð Þ x� Axð Þax x� Bxð Þbx

� exp � �i þ �j

� �
x� Pxð Þ2

� �
�

Z
dy exp ikyy

� �
y� Ay

� �ay y� By

� �by
� exp � �i þ �j

� �
y� Py

� �2
h i

�
Z

dz exp ikzz
� �

z� Az

� �az z� Bz

� �bz
� exp � �i þ �j

� �
z� Pz

� �2
h i

; ð18Þ

which, in short notation, is equivalent to
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I
j�
i� ðajbÞ ¼ I

j �
i� ax; ay; azjbx; by; bz
� �

¼E
j �
i � Ix axjbxð Þ Iy ayjby

� �
Iz azjbz
� �

: ð19Þ

Now, let us focus only on the factor Ix(ax|bx):

Ix axjbxð Þ ¼
Z

dx exp ikxxð Þ x� Axð Þax x� Bxð Þbx

� exp � �i þ �j

� �
x� Pxð Þ2

� �
: ð20Þ

Taking into account the binomial theorem, we can actually

write

x� Axð Þax x� Bxð Þbx¼
Xax
ix¼0

Xbx
jx¼0

ax

ix

� 	
bx

jx

� 	
x� Pxð Þixþjx

� Px � Axð Þax�ix Px � Bxð Þbx�jx : ð21Þ

Therefore, Ix(ax|bx) can also be expressed as

Ix axjbxð Þ ¼
Xax
ix¼0

Xbx
jx¼0

ax

ix

� 	
bx

jx

� 	
Px � Axð Þax�ix Px � Bxð Þbx�jx

�
Z

dx exp ikxxð Þ exp � �i þ �j

� �
x� Pxð Þ2

� �
� x� Pxð Þixþjx : ð22Þ

We also know that the Fourier transform switches from

Cartesian to Hermite Gaussians (Čársky et al., 1996):Z
dx exp ikxxð Þ exp �� x� Axð Þ2

� �
x� Axð Þl

¼ �

�


 �1=2 i

2ð�1=2Þ
� �l

Hl

kx
2ð�1=2Þ

� �
exp � k2

x

4�

� 	
exp ikxAxð Þ;

ð23Þ

where Hl is a Hermite polynomial, namely

HlðxÞ ¼ ð�1Þl exp x2
� � dl

dxl
exp �x2

� �
: ð24Þ

Therefore, using relations (23) and (24), equation (22) can be

rewritten as

Ix axjbxð Þ ¼
Xax
ix¼0

Xbx
jx¼0

�ixþjx

ax

ix

� 	
bx

jx

� 	

Px � Axð Þax�ix Px � Bxð Þbx�jx exp ikxPxð Þ; ð25Þ

where �ixþjx
is defined as follows:

�ixþjx
¼ �

�i þ �j

� 	1=2
i

2 �i þ �j

� �1=2

" #ixþjx

�Hixþjx

kx

2 �i þ �j

� �1=2

" #
exp � k2

x

4 �i þ �j

� �
" #

: ð26Þ

If we consider the derivative of equation (20) with respect to

the nuclear coordinate Ax, we obtain

@Ix axjbxð Þ
@Ax

¼ �ax

Z
dx exp ikxxð Þ x� Axð Þax�1

x� Bxð Þbx

� exp � �i þ �j

� �
x� Pxð Þ2

� �
þ 2�i

Z
dx exp ikxxð Þ x� Axð Þaxþ1 x� Bxð Þbx

� exp � �i þ �j

� �
x� Pxð Þ2

� �
þ 2�i Ax � Pxð Þ

Z
dx exp ikxxð Þ x� Axð Þax x� Bxð Þbx

� exp � �i þ �j

� �
x� Pxð Þ2

� � ð27Þ

which, in short notation, can be rewritten as

@Ix axjbxð Þ
@Ax

¼ � ax Ix ax � 1jbxð Þ þ 2�i Ix ax þ 1jbxð Þ

þ 2�i Ax � Pxð Þ Ix axjbxð Þ: ð28Þ

In an analogous way, the derivative of equation (20) with

respect to the nuclear coordinate Bx is

@Ix axjbxð Þ
@Bx

¼ � bx Ix axjbx � 1ð Þ þ 2�j Ix axjbx þ 1ð Þ

þ 2�j Bx � Pxð Þ Ix axjbxð Þ: ð29Þ

Considering equation (25), the derivative with respect to Ax

(see supporting information for more details) is

@Ix axjbxð Þ
@Ax

¼ �i

�i þ �j

� 1

� 	
ax Ix ax � 1jbxð Þ

þ �i

�i þ �j

bx Ix axjbx � 1ð Þ þ ikx
�i

�i þ �j

Ix axjbxð Þ:

ð30Þ

In an analogous way, for the derivative of equation (25) with

respect to Bx, we have

@Ix axjbxð Þ
@Bx

¼ �j

�i þ �j

� 1

� 	
bx Ix axjbx � 1ð Þ

þ �j

�i þ �j

ax Ix ax � 1jbxð Þ þ ikx
�j

�i þ �j

Ix axjbxð Þ:

ð31Þ

Since the derivatives @IxðaxjbxÞ=@Ax given by equations (28)

and (30) must be identical, we can equate the right-hand sides

of the two relations and obtain

Ix ax þ 1jbxð Þ ¼ Px � Ax þ
ikx

2 �i þ �j

� �
" #

Ix axjbxð Þ

þ ax

2 �i þ �j

� � Ix ax � 1jbxð Þ

þ bx

2 �i þ �j

� � Ix axjbx � 1ð Þ: ð32Þ

This is the vertical recurrence relation (VRR) for the ‘bra’

part of the Fourier integral. In the same way, equating the

right-hand sides of equations (29) and (31) we get
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Ix axjbx þ 1ð Þ ¼ Px � Bx þ
ikx

2 �i þ �j

� �
" #

Ix axjbxð Þ

þ ax

2 �i þ �j

� � Ix ax � 1jbxð Þ

þ bx

2 �i þ �j

� � Ix axjbx � 1ð Þ ð33Þ

which is the VRR for the ‘ket’ part of the Fourier integral.

Finally, comparing equations (32) and (33), one can also

obtain

Ix axjbx þ 1ð Þ ¼ Ix ax þ 1jbxð Þ þ Ax � Bxð Þ Ix axjbxð Þ; ð34Þ
which is the horizontal recurrence relation (HRR).

The starting point for the recurrence formulas (32), (33) and

(34) is the Fourier integral of the product that involves only s-

type Cartesian Gaussian-type functions (i.e. Cartesian GTFs

with a total angular momentum equal to zero). This integral is

easy to compute:

Ix 0j0ð Þ ¼
Z

dx exp ikxxð Þ exp � �i þ �j

� �
x� Pxð Þ2

� �

¼ �

�i þ �j

� 	1=2

exp � k2
x

4 �i þ �j

� �
" #

exp ikxPxð Þ:

ð35Þ
The recurrence relations obtained above can obviously be

extended to the factors Iy(ay|by) and Iz(az|bz) in (19), and

therefore equations (32), (33) and (34) can, respectively, be

generalized to the three-dimensional case as follows:

I
j b
i a aþ 1njbð Þ ¼ Pn � An þ

ikn

2 �i þ �j

� �
" #

I
j b
i a ajbð Þ

þ an

2 �i þ �j

� � I j bi a a� 1njbð Þ

þ bn

2 �i þ �j

� � I j bi a ajb� 1nð Þ; ð36Þ

I
j b
i a ajbþ 1nð Þ ¼ Pn � Bn þ

ikn

2 �i þ �j

� �
" #

I
j b
i a ajbð Þ

þ an

2 �i þ �j

� � I j bi a a� 1njbð Þ

þ bn

2 �i þ �j

� � I j bi a ajb� 1nð Þ; ð37Þ

I
j b
i a ajbþ 1nð Þ ¼ I

j b
i a aþ 1njbð Þ þ An � Bnð Þ I j bi a ajbð Þ; ð38Þ

where n = x, y or z and 1n = (�nx, �ny, �nz) with � as the

Kronecker delta, and where the starting point is the integral

I
j b
i a 0j0ð Þ ¼E

jb
i a Ix 0j0ð Þ Iy 0j0ð Þ Iz 0j0ð Þ

¼E
jb
i a

�

�i þ �j

� 	3=2

exp � k2

4 �i þ �j

� �
" #

exp ik � Pð Þ:

ð39Þ

Equation (38) depends only on the nuclear centres of the

primitives. Therefore, it can be directly used to evaluate

integrals I between contracted basis functions [see equation

(10)],

I ajbþ 1n
� � ¼ I aþ 1njb

� �þ An � Bnð Þ I ajb½ �; ð40Þ

where the square brackets indicate integrals involving

contracted basis functions. This relation provides a significant

reduction in the computational cost associated with the

evaluation of Fourier integrals involving highly contracted

Cartesian GTFs.

Finally, since spherical Gaussian-type functions can be

written as linear combinations of Cartesian Gaussian-type

functions (Schlegel & Frisch, 1995), it is worth noting that the

Obara–Saika recurrence relations can also be trivially used to

evaluate Fourier integrals of spherical Gaussian products. In

fact, it is enough to use the derived recurrence relations to

compute the necessary Fourier integrals of Cartesian Gaussian

products, which are afterwards properly combined to obtain

the desired integrals involving spherical Gaussians.

3. Implementation of the Obara–Saika relations for the
calculation of structure factors

3.1. Structure of the algorithm

In this section we will briefly illustrate how the OS recur-

rence relations have been implemented for the computation of

structure factors, for example in the program associated with

the X-ray constrained ELMO method (Genoni, 2013a,b). The

formal structure of the algorithm is presented in Fig. 1, from

which it is immediately evident that the implementation

requires four nested loops. The outermost loop is over the

reflections for which we want to compute the structure factors.

The second loop is over the shell pairs, where the term ‘shell’ is

that used in quantum chemistry to indicate a group of

contracted Cartesian Gaussian-type functions having the same

total angular momentum. It must not be confused with the

term normally used in atomic physics to indicate electron

shells (i.e. a group of electrons with the same principal

quantum number). For this reason we can immediately

compute the total angular momentum m = L� + L� of the shell

pair and, consequently, of the integral. Furthermore, since all

the basis functions of a shell are centred on the same nucleus,

we can also calculate and store the distance between the nuclei

associated with the shell pair under consideration. The third

loop is over the equivalent positions in the unit cell to

compute the different contributions to the matrix element

IH�� [see equation (9)]. In this case, before starting the inner-

most loop, it is advantageous to compute the exponential

and thermal pre-factors [i.e. exp(i2�tj �H) and F[P(A, B)] in

equation (9), respectively] and the vector k [see equation

(10)]. Finally, the innermost loop runs over all possible pairs of

primitives for the considered pair of shells, and the OS

recurrence relations really come into play to compute the

required integrals.
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For a given pair of primitives, the first step is the compu-

tation of the vector P [see equation (17)] and the starting

integral I j bi a ð0j0Þ through equation (39). Note that, for the sake

of simplicity and clarity, in Fig. 1 integrals I
j b
i a ðajbÞ are indi-

cated as integrals I(a|b). If the total angular momentum m of

the shell pair is different from 0, the vertical recurrence

relation expressed by equation (36) is applied to obtain inte-

grals I
j b
i a ðwj0Þ, where w = (wx, wy, wz) and 0 � wx + wy + wz �

m. Afterwards, some of these integrals (i.e. those with

L� � wx þ wy þ wz � m) are contracted incrementally.

Obviously, if the total angular momentum m is equal to zero,

the integral is immediately contracted.

After completing the innermost loop, all the necessary

contracted integrals I
j b
i a ½wj0� are available and used to

complete the loop over the equivalent positions in the unit

cell, where the horizontal recurrence relation (40) is applied

to compute the target integrals [if the angular momentum

of the ‘ket’ part (L�) is different from zero]. The target

integrals are then multiplied by the normalization constants

and by the exponential and thermal pre-factors. Finally, the

computed integrals are used for the calculation of the

desired structure factor [through equation (8)] in the last

step of the loop over the reflections. Analysing the structure of

the algorithm, it is also worth noting that the procedure is

easily parallelizable, which would further increase the

computational advantages of the OS approach in quantum

crystallography.

3.2. Benchmark calculations

In order to demonstrate the accuracy and robustness of the

OS method in the calculation of structure factors, in this

subsection we show the results obtained using our in-house

Fortran90 program that implements the algorithm described

above. To accomplish this task we computed structure factors

associated with static electron densities (namely, by setting the

anisotropic displacement parameters to 0) calculated at the

Hartree–Fock level on the crystal geometries of �-glycine

(Destro et al., 2000), l-alanine (Destro et al., 1988) and salicylic

acid (Munshi & Guru Row, 2006). Two different basis sets

were used, cc-pVDZ and cc-pVTZ (Dunning, 1989). We

computed the structure factors corresponding to the reflec-

tions deposited with the crystal structures (Destro et al., 2000,

1988; Munshi & Guru Row, 2006). The values obtained using

the OS method were compared with those resulting from the

use of the MD approach in Tonto (Jayatilaka & Grimwood,

2003). The mean absolute discrepancies are shown in Table 1,
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Figure 1
A schematic representation of the algorithm that implements the computation of structure factors through the use of the OS recurrence relations for
Fourier integrals of Cartesian Gaussian products. The four nested loops of the algorithm are highlighted in red and by vertical lines at the side, while the
‘if’ constructs are highlighted in green. For the sake of simplicity and clarity, in this figure, the primitive integrals I(a|b) correspond to the primitive
integrals I j bi a ðajbÞ in the text.

Table 1
Mean absolute deviations between structure factors computed in double
precision through the OS and MD approaches.

cc-pVDZ cc-pVTZ

�-Glycine 1.5 � 10�7 1.5 � 10�7

L-Alanine 2.6 � 10�8 2.3 � 10�8

Salicylic acid 2.2 � 10�7 2.3 � 10�7
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while the values of the single structure factors obtained

through the OS and MD approaches are provided in separate

files in the supporting information. The two methods and the

associated programs provide practically the same results.

For the sake of completeness, in Table 2 we also report the

timings associated with the calculation of structure factors

using the OS approach. The computation of single structure

factors is already quite fast, but it is also worth noting that our

current in-house program has not been optimized and, above

all, has not been parallelized yet. Therefore, the speed of

structure-factor calculations by means of the OS recurrence

relations can be increased further.

4. Conclusions

We have shown that the Obara-Saika approach can easily be

used for efficient analytical computation of structure factors in

quantum crystallography. Unlike the pioneering techniques

(McWeeny, 1953; Chandler & Spackman, 1978; Barua &

Weyrich, 1986) based on case-by-case tabular enumerations of

analytical results, the strategy described in this work makes

use of recurrence relations and, for this reason, is conceptually

close to the method relying on the extension of the

McMurchie–Davidson recursion relationships introduced by

Jayatilaka (1994). The difference between the OS and MD

approaches is that the starting point of the latter consists of

writing the products of Cartesian Gaussian-type functions as a

linear combination of one-centre Hermite Gaussians, which

enables the reduction of the integrations over two-centre

functions to integrations over a set of one-centre functions.

Recurrence relations are obviously advantageous from the

computational point of view and nowadays are routinely used

in modern quantum chemistry programs, although it is also

worth bearing in mind that they may be subject to ‘digital

erosion’ issues, as investigated by Barnett (2002) and, more

recently, by Bailey & Borwein (2015).

Finally, it is important to note that, in this article, we have

only shown how the OS method can be applied to the calcu-

lation of X-ray structure factors. However, the presented

strategy can also be easily extended to the calculation of

magnetic structure factors associated with polarized neutron

diffraction data and to the computation of Compton profiles.

In other words, the applicability of the OS approach is not

limited only to HAR or XCW methods, and in the future it

could indeed be exploited in all those techniques of quantum

crystallography that start from a wavefunction or density

matrix ansatz. For example, it could be used in the context of

the refinement strategies recently proposed by Gillet and

coworkers (Guedidda, Yan & Gillet, 2018; Guedidda, Yan,

Kibalin et al., 2018; De Bruyne & Gillet, 2020) to obtain

charge- or spin-resolved density matrices and densities, which

could subsequently be analysed by means of the novel

sophisticated approaches of quantum chemical topology

(Gatti et al., 2015, 2017; Macetti et al., 2018).
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