
HAL Id: hal-02495246
https://hal.univ-lorraine.fr/hal-02495246v1

Submitted on 28 May 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Analysis of crystal field effects and interactions using
X-ray restrained ELMOs

Michelle Ernst, Alessandro Genoni, Piero Macchi

To cite this version:
Michelle Ernst, Alessandro Genoni, Piero Macchi. Analysis of crystal field effects and in-
teractions using X-ray restrained ELMOs. Journal of Molecular Structure, 2020, pp.127975.
�10.1016/j.molstruc.2020.127975�. �hal-02495246�

https://hal.univ-lorraine.fr/hal-02495246v1
https://hal.archives-ouvertes.fr


This document is the Accepted Manuscript version of a Published Work that appeared 

in final form in the Journal of Molecular Structure (J. Mol. Struct. 1209 (2020) 

127975) after peer review and technical editing by the publisher. To access the final 

edited and published work see https://doi.org/10.1016/j.molstruc.2020.127975. 



1 
 

Analysis of crystal field effects and interactions 
using X-ray restrained ELMOs 
 

Michelle Ernst*,a, Alessandro Genoni*,b, Piero Macchi*,c 
a Department for Chemistry and Biochemistry, University of Bern, Freiestrasse 3, Bern 3012, 
Switzerland 
b Université de Lorraine & CNRS, Laboratoire de Physique et Chimie Théoriques (LPCT), UMR 
CNRS 7019, 1 Boulevard Arago, F-57078 Metz, France 
c Department of Chemistry, Materials and Chemical Engineering, Polytechnic of Milan, via Mancinelli 
7, Milano 20131, Italy 

E-mail: michelle.ernst@dcb.unibe.ch, alessandro.genoni@univ-lorraine.fr, piero.macchi@polimi.it  

 

The purpose of this study is to assess the capability of X-ray restrained molecular wavefunction 
methods to reproduce the perturbation due to the crystal field.  

The effect of the crystal environment on the molecular charge densities has been thoroughly 
investigated experimentally and theoretically. However, the same analysis in terms of molecular 
orbitals is unprecedented. We specifically analysed the extremely localized molecular orbitals 
(ELMOs) because they allow for a valence bond like interpretation that is closer to the typical 
chemical reasoning.  

For a set of test molecules, we calculated first principles wavefunctions (called primary 
wavefunctions) and the corresponding scattered intensities (primary structure factors), that we 
afterwards used for X-ray restrained Hartree-Fock and ELMO calculations. This mimics the 
typical procedure of modelling wavefunctions from experimental X-ray diffraction, having the 
primary wavefunction as benchmark.  

This study follows a previous investigation concerning the effects of electron correlation, where 
it was shown that those subtle features could be retrieved only to a minor extent. The electric 
field generated by surrounding molecules is instead more substantial. Therefore, retrieving this 
information should be more successful and, in case, extremely useful for supramolecular 
chemistry and crystal engineering. The work also provides useful indications to experimentalists 
who want to exploit the potentialities offered by the X-ray restrained wavefunction methods.  

 

1. Introduction 

Crystal field effects significantly affect the structure and properties of molecules in crystals. Long-

range forces are mainly due to atomic/molecular charges whose strength is decaying with the 

reciprocal square power of the distance, whereas other forces are decaying more rapidly. On the other 

hand, short-range forces are a blend of different effects, including partially covalent interactions, 

charge transfer, the apparent repulsion due to the Pauli exclusion principle, London-type forces, as 

well as the electrostatic forces mentioned above. The interplay among these different factors is 
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extremely complex. However, understanding these interactions in crystals is fundamental for the 

purpose of rationally designing materials featuring specific properties and, more generally, for crystal 

engineering. Various techniques are being used to study interactions in crystals, from the traditional 

examination of crystal structures to the equally important analysis of electron densities and their 

derivatives[1–6] obtained from purely theoretical calculations or from experiments (especially from X-

ray diffraction measurements and subsequent modelling). Since the correlation of electron densities 

with properties is crucial, various descriptors based on the electron density itself were derived[7–11] and 

used to analyse interactions .  

In this context, the possibility to compute so-called X-ray constrained wavefunctions (XCWs)[12–18] has 

emerged as a powerful approach that enables scientists to retrieve not only one-electron density 

distributions, but also tentative wavefunctions from experimental X-ray diffraction data. These 

wavefunctions are actually restrained (not exactly constrained) to structure factors (SF), as also 

pointed out by Jayatilaka[18]. Therefore, we will subsequently refer to them as X-ray restrained 

wavefunctions (XRW) in contrast to the generally used term in literature. These experimental 

wavefunctions can be obtained through the simultaneous minimization of the electronic energy and of 

the difference between observed and calculated structure factor magnitudes for a molecular 

wavefunction (WFN) ideally embedded in a crystal. X-ray restrained wavefunctions have been used in 

diverse studies for the analysis of crystal interactions and properties, e.g. for refractive indices[19,20] or 

for the study of bonds[21–25], etc. While the majority of XRW studies focused on the electron density 

and its related properties in crystals, the XRW technique also provides molecular orbitals that were 

successfully used, for example, in the study of hypervalency[26–28]. These investigations on 

hypervalency showed that the use of both, electron density and molecular orbitals (as we have done in 

this study), allows for a full exploitation of the X-ray restrained wavefunction technique. 

Although extended to different strategies of quantum chemistry[18,29–40], the XRW approach was 

originally developed in the framework of the Hartree-Fock formalism and this is the level of theory 

that is still mainly used when X-ray restrained wavefunction calculations are performed. However, 

when the Hartree-Fock technique is exploited, both in the traditional way and within the XRW 

method, the resulting canonical orbitals generally spread over the entire molecule, thus hampering a 

straightforward chemical interpretation. On the other hand, more frequently, chemical-bonding 

analyses based on MOs take advantage of some localization strategies, reminiscent of valence bond 

treatments or of some perturbation theory-based approaches (as for example the analysis of frontier 

molecular orbitals or orbital diagrams widely adopted also in textbooks). Concerning the localization 

techniques, the goal is achieved by obtaining molecular orbitals mainly localized on small fragments 

within the molecule (generally, atoms and bonds). For example, traditional localized MOs are those 

obtained through unitary transformations of the canonical Hartree-Fock molecular orbitals[41–47] that 

maximize or minimize chemically/physically sound functionals (such as, the orbitals self-
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extension[41,42], the orbitals auto-repulsion energy[43,44], the charge density overlap[45], the local orbital 

populations[46,47]). Obviously, being unitary transformations of the canonical Hartree-Fock orbitals, 

they provide a wavefunction equivalent to the canonical Hartree-Fock one (they differ only for a phase 

factor) and, consequently, the same properties (e.g., total energy and electron density) for the system 

under exam. However, they are not exactly localized, but they have tails extending over other regions 

of the molecule than the specified fragment. This partially reduces their chemical interpretability.  

In order to build molecular orbitals that are strictly localized on molecular subunits, we have to resort 

to the so-called extremely localized molecular orbitals (ELMOs).[48,49] They are molecular orbitals 

exactly localized on any of the desired fragments, defined by a localization scheme chosen a priori 

according to the chemical intuition or some computational needs. In this case, due to a reduction in the 

variational space (i.e., the ELMOs are expanded on a subset of the available atomic basis functions, 

see Section 2.1), the Hartree-Fock representation is not preserved and, hence, the total energy 

associated with the ELMO wavefunction is higher than the corresponding Hartree-Fock one. This is 

the price to pay to have a strict localization and a better chemical interpretability.  

Similar to the XRW approach with canonical Hartree-Fock MOs, an X-ray restrained wavefunction 

technique in the framework of the ELMO theory was also developed (XC-ELMO strategy in literature, 

subsequently termed XR-ELMO)[29,35–37]. As in the unrestrained case, the strict localization allows for 

a more straightforward chemical interpretability of the molecular orbitals. An inherent and immediate 

advantage of obtaining localized functions is the possibility to define them for specific fragments, such 

as atoms, bonds or functional groups, and to consequently store them as electronic LEGO building 

blocks in proper libraries[50–52] with the final goal of reconstructing electron densities and related 

properties[53,54] including structure factors. This allows for the refinement of crystallographic structures 

of large systems (e.g. proteins and peptides) with undoubted advantages.[55]  

In this study, we investigate another possibility offered by the X-ray restrained ELMOs: exploiting 

them to interpret supramolecular interactions in crystals within an orbital framework. In this way, the 

covalent interactions (directly addressed by molecular orbitals) as well as the electrostatic ones 

(evident from the moments of the charge densities) are equally accounted for. The goal of using 

ELMOs is to pinpoint orbitals that are mostly perturbed by an interaction and, consequently, to get 

insights into their roles (and the roles of the corresponding molecular fragments) in the stabilization of 

a crystal packing. Furthermore, it is interesting to find out whether the change in the extremely 

localized molecular orbitals is due to short-range or orbital interactions or, otherwise, to long-range 

effects due to the crystal field (see Figure 1). This approach could offer an alternative to the traditional 

method of analysing the crystal interaction densities by means of multipolar models.[56,57]  
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Figure 1 Oxalic acid molecule in a crystal. The strongest short-range interactions with the 

surrounding water molecules are shown with black lines. Dark blue dots represent other oxalic acid 

molecules in the crystal, which, together with the surrounding water molecules shown as light blue 

dots, are responsible for the long-range crystal effects. 

The paper is organized as follows. In the next section, we briefly describe the theoretical and 

computational details of our investigation, also presenting the fundamentals of the ELMO and XR-

ELMO methods and describing the systems taken into account. Afterwards, we present and discuss the 

obtained results and finally, in the last section, we draw general conclusions.  

 

2. Theory and methods 

2.1. The ELMO and XR-ELMO techniques 

The ELMO strategy originally proposed by Stoll[49] requires a predefined localization scheme that 

subdivides the molecule into non-exclusive subunits. This implies assigning local basis-sets 

!! =  !!!  !!!
!!

 to the different fragments, each of them given by the basis functions (or atomic 

orbitals) centred on the atoms that belong to the considered subunit. Afterwards, the molecular orbitals 

corresponding to the different fragments are expanded on these local basis-sets. For example, for the i-

th subunit, the !-th ELMO can be expressed as: 

 !!!  = !!"!   !!!   
!∈!!

       (1) 

The molecular wavefunction is the single Slater determinant constructed with orbitals defined in 

equation (1): 

Ψ!"#$ = 1
2! ! !"# !

 !  !!!  !!!…  !!!!   !!!! …  !!!   !!! …  !!!
!   !!!

!       (2) 
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with ! as the antisymmetrizer operator, !! as the number of occupied ELMOs for the i-th fragment, 

!!!  as a spin-orbital with spatial part !!!  and spin part !, and !"# !  as the determinant of the overlap 

matrix between the occupied ELMOs. 

The coefficients of the linear combination (1) that define the extremely localized molecular orbitals 

are obtained by minimizing the energy associated with the ELMO wavefunction and are obtained by 

solving modified Hartree-Fock equations for each fragment in which the molecule under exam was 

initially subdivided: 

!!   !!!  =  !!!   !!!       (3) 

with !! as the Fock operator for the i-th fragment, which is defined as 

!! =  1 − ! + !!!  ! 1 − ! + !!      (4) 

where ! is the traditional Fock operator of quantum chemistry, !! is the local density operator for the 

i-th subunit, which depends only on the occupied ELMOs of the fragment, and ! is the global density 

operator, which depends on all the occupied ELMOs of the molecule and, for this reason, couples the 

eigenvalue-equations associated with the different subunits. 

The only difference between the unrestrained and the X-ray restrained ELMO techniques is that the 

former are obtained with a traditional variational method, whereas the latter minimize the sum of the 

total energy of the system and the disagreement with respect to a set of X-ray structure factors 

weighted by their experimental uncertainties (if coming from a measurement). This means that the 

desired X-ray restrained ELMOs are those extremely localize molecular orbitals that always respect 

the expansion constraints imposed by equation (1), but that also minimize the functional: 

! Ψ!"#$ =  Ψ!"#$ ! Ψ!"#$ + λ! !! Ψ!"#$ − ∆      (5) 

where ! is the non-relativistic Hamiltonian operator for the reference molecule in the unit-cell of the 

crystal under exam, λ! is an external multiplier giving the strength of the experimental restraint, Δ is 

the desired disagreement between calculated and experimental structure factors magnitudes, and !! is 

the measure of the statistical disagreement between computed and experimental values. In particular,  

!! = 1
!! − !!

 ! !!!"#! − !!
!"# !

!!!!
       (6) 

with !!  as the number of considered X-ray diffraction data, !! as the number of adjustable 

parameters, ! as a triad of Miller indices labelling each reflection, !! as the experimental uncertainty 

corresponding to the observed structure factor amplitude !!!"# , and ! as a scale factor that is 

determined by minimizing !!. Although the method is conceived to use experimental structure factor 

magnitudes, also theoretically simulated structure factors can be used in equation (6). This is the 
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procedure that we actually adopted for most of the X-ray restrained wavefunction calculations 

(including the XR-ELMO ones) carried out in the present study (see Subsection 2.2. and the Results 

section).  

Looking for the ELMOs that minimize functional (5) corresponds to solving a new set of modified 

Hartree-Fock equations (one for each subunit),[29,35] which are formally analogous to those proposed 

by Stoll: 

!!,!"#  !!!  =  !!!   !!!       (7) 

but where the modified Fock operator for the generic i-th fragment has this form: 

!!,!"# = 1 − ! + !!!  ! 1 − ! + !!

 + λ! !! Re !!!"#!
!

1 − ! + !!!  !!,!  1 − ! + !!

 + λ! !! Im !!!"#!
!

1 − ! + !!!  !!,!  1 − ! + !!              8 ,

 

where 

!! =
2!

!! − !!
  ! !!

!"#! − !!
!"#

!!! !!!"#!
      (9) 

and !!,! and !!,! are the real and imaginary parts of the structure factor operator given by 

!! = !!,! + ! !!,! = !!!! !!!!!! ∙ !"       (10)
!!

!!!
 

with B as the matrix of the reciprocal-lattice and !! , !! !!!
!!  as the !! unit-cell symmetry operations. 

 

2.2. Computational protocol 

2.2.1. Compounds 

We studied two different compounds starting with the very simple molecule HCN. At first this 

molecule was examined in an electric field and, at a later stage, in a crystal. In both cases the same 

geometry of the HCN molecule was used, namely the geometry optimized in vacuo at the B3LYP/cc-

pVDZ level of theory. In order to study HCN in a crystal, we considered a hypothetical crystal of 

HCN with no symmetry elements except translation (space group P1) and, consequently, with only 

one molecule per unit-cell. The distance between the nitrogen atom of one molecule and the hydrogen 

atom of its closest neighbour was chosen to be 2.77 Å, which corresponds to the mean length of this 

particular hydrogen bond as retrieved from the CSD[58]. The search was made for triply bonded 

nitrogen atoms interacting with a hydrogen atom bonded to a carbon. The angle (CNH) was 
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constrained to 170-180° to obtain a linear contact, as it is the case in HCN (namely, C≡N⋯H-C). By 

chance, the unit-cell length in the direction along the molecule becomes exactly 5 Å. Therefore, the 

unit-cell dimensions were chosen to be 5 Å in each direction (a=b=c= 5 Å). 

Afterwards we considered oxalic acid dihydrate, a hydrogen-bonded system, for which we took into 

account the geometries of three studied pressure points, all of them taken from a study conducted by 

Casati et al.[59]. The structures correspond to the ones deposited, where the hydrogen positions were 

obtained with DFT calculations as described in that publication. 

2.2.2. Periodic ab-initio calculations and structure factor simulation 

For the case of HCN in an electric field, the molecule with fixed molecular geometry was placed in a 

hypothetical 10×10×10 Å3 unit cell in the absence of any roto-reflection symmetry element in order 

to simulate structure factors with XD[60]. 

For all the examined crystal systems, single-point periodic calculations with Crystal17[61] were 

performed on the described structures. The calculations were done at the restricted Hartree-Fock 

(RHF) level of theory with a 6-31G(d,p) basis set. The RHF/6-31G(d,p) combination was consistently 

used for all the single-point wavefunction calculations in vacuo or with periodic boundary conditions, 

as well as for all the X-ray restrained calculations for sake of consistency. XR-ELMO calculations are 

time-intensive, which is the reason why we adopted a rather low level of theory and a rather contracted 

basis set. Noteworthy, description of electron correlation is not of importance for the purpose of this 

study. At the moment, we are rather interested to test the machinery of XR-ELMOs and its ability to 

retrieve electric field-induced changes to the wavefunction, not in a very accurate wavefunction itself. 

For HCN in a hypothetical crystal and α-OAD at 0, 3.6, and 5.3 GPa, structure factors were simulated 

with Crystal17[61]. In addition, the MOLSPLIT option was used to calculate a periodic wavefunction 

where no intermolecular interactions are present for reasons explained in Section 3.1. The software 

automatically recognizes oxalic acid and water as individual molecules and separates them far apart. 

Table 1 gives an overview about the three studied compounds, their unit-cells, symmetry, and 

resolution for which structure factors were simulated. 

2.2.3. X-ray restrained calculations 

For all the XRW calculations with canonical Hartree-Fock MOs (subsequently called XR-RHF) we 

exploited the Tonto[62] software. Δ was set to 0 and all computations were performed with a weighting 

factor λJ equal to 5, if not otherwise specified. Different λJ -values between 0.5 and 50 were also tested 

but they did not lead to qualitatively different results from the λJ=5 case. Since in this study we mainly 

used only theoretical structure factors as restraints, all the uncertainties !! were set equal to 1.0 e and 

the obtained !! values were generally very low. All the XR-ELMO calculations were performed using 

a modified version for the GAMESS-UK quantum chemistry package[63] where the XR-ELMO 

equations have been implemented. Also for these computations, we set λJ =5 and !! =1.0 e. The lattice 
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and the molecular geometry always corresponded to the calculation of the primary wavefunction and 

structure factors. 

For the X-ray restrained wavefunction fitting calculation of OAD, the asymmetric unit was chosen in 

such a way that it contains one oxalic acid and two water molecules. For this purpose the inversion 

centre was removed and the atoms duplicated exactly at the symmetric coordinates such that the space 

group changed from P21/n to P21. 

Table 1 Overview on the different investigated compounds with corresponding resolution for 

structure factors. 

System unit-cell dimension 
(Å3) 

symmetry resolution for SF (Å -1) 

HCN in electric field 10×10×10 P1 0.0-0.3, 0.0-0.7, 0.0-1.2, 0.0-1.8 

HCN in crystal 5×5×5 P1 0.0-0.7 

Oxalic acid dihydrate 
(periodic wavefunction 

calculation) 

experimental P21/n 0.0-0.8 

Oxalic acid dihydrate 
(XRW calculation) 

experimental P21 0.0-0.8 

 

2.3. Differences between electron densities 

We analysed the differences between the electron densities resulting from the various computations 

(from now on, density difference maps or, more simply, density differences). In particular, electron 

densities obtained from XRW calculations based on structure factors including electric field or crystal 

interactions were subtracted from electron densities from XRW calculations using structure factors 

without interactions (!!" !"#$%
!" − !!"#$%!"  or !!""!" − !!"#$%&'!" , see Table 2), as it will be described with 

more details in the Results section for each specific case. For the direct comparison of the obtained 

XR-ELMOs ( !!" !"#$%
!" ! − !!"#$%!" !

 or !!""!" ! − !!"#$%&'!" !
), we decided to consider and subtract 

the squared orbitals instead of the simple orbitals for two reasons: i) because the former are more 

directly connected to the electron density distributions and, above all, ii) because they do no depend on 

a phase factor. 
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Table 2 Definition of various density differences. IMM refers to the independent molecule model 

(see the text for more details). Instead of (IMM-crystal), like in all the cases mentioned below, the 

differences can also be (no electric field – field). XR refers to wavefunctions or orbitals obtained from 

X-ray restrained calculations. The primary wavefunction is the initially calculated wavefunction used 

to simulate the structure factors. 

Symbol difference between source in direct space 
source in reciprocal 

space 

!!"" − !!"#$%&' 
molecular electron 

densities 

primary wavefunction 
(Hartree-Fock or ELMO 

calculation) 
 

!!"" ! − !!"#$%&'
!
 squared ELMOs 

primary wavefunction 
(ELMO calculation) 

 

!!""!" − !!"#$%&'!"  molecular electron 
densities 

XR-Hartree-Fock or XR-
ELMO calculations 

primary structure factors 

!!""!" ! − !!"#$%&'!" !
 squared ELMOs XR-ELMO calculations primary structure factors 

!!!=0
!" − !!!>0

!"  molecular electron 
densities 

XR-Hartree-Fock or XR-
ELMO calculations 

primary or measured 
structure factors 

!!!!!!" !
− !!!!!!" !

 squared ELMOs XR-ELMO calculations 
primary or measured 
structure factors (*) 

(*) But not recommended for simulated primary ones. 
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3. Results 

3.1. HCN 

3.1.1. HCN - electric field 

A molecule embedded in a crystal interacts with its first neighbours through short range intermolecular 

contacts, but it also feels the long range electric field generated by the outer molecules. In order to 

simulate the latter, we made the simplest approximation, which consisted in applying a homogenous 

and linear electric field along the linear molecule HCN in both orientations of the main inertial axis. 

The applied field was 0.01 a.u., which is of the order of magnitude typically experienced by a 

molecule in a crystal with intermediately strong packing forces. From now on, we will indicate these 

calculations (and the resulting electron densities) as “direct space calculations” (and “direct space 

electron densities”) to distinguish them from computations (and electron densities) associated with the 

use of structure factors (namely, reciprocal space information) as restraints. Subsequently, the direct 

space densities obtained from the wavefunctions calculated with and without the external electric field 

were subtracted as shown in Figure 2. 

 

Figure 2 Electron density differences in direct space. The compared densities correspond to a 

wavefunction calculated without any field and to wavefunctions resulting from computations with an 

electric field applied along the molecular axis (!!" !"#$% − !!"#$%). The plotted isosurface corresponds 

to 0.001 a.u. Blue regions indicate an accumulation of electron density when the electric field is 

applied, whereas red regions indicate depletion of electron density when the electric field is applied. 

At the terminal sites of the molecule, the electron density changes according to the electrostatic field 

direction. In the central part of the molecule (around the carbon atom), instead, we observe a 

reorganization of the electronic charge that compensates for the effect at the extremities. This 

illustrates a classical through-bond reorganization of the electron density in response to the external 

electric field.[64] 

This is the behaviour obtained for the direct-space calculations. If the XRW procedure works, the 

same behaviour should be observed in XRW electron densities. For this reason we computed structure 

factors for the three wavefunctions (no-field, positive electric field corresponding to the left side of 

Figure 2, and negative electric field corresponding to the right side of Figure 2). As shown by Genoni 
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et al.[31], the diffraction resolution of the structure factors plays an important role. Therefore, structure 

factors were simulated up to sinθ/λ = 1.8 Å-1 and X-ray restrained wavefunctions were calculated 

using four different resolution shells (0.0-0.3, 0.0-0.7, 0.0-1.2, 0.0-1.8 Å-1).  

Figure 3 shows electron density differences !!" !"#$%
!" − !!"#$%!"  obtained from X-ray restrained 

wavefunctions at Hartree-Fock and ELMO levels. These XRWs were calculated by fitting to primary 

structure factors that include or exclude the effects of the electric field.  In analogy to the direct space 

calculations, the electric field was also applied in both directions. 

 

Figure 3 Density differences obtained by comparing XRW calculations with SF including and 

excluding the electric field (!!" !"#$%
!" − !!"#$%!" ), both at Hartree-Fock and ELMO level; blue regions 

indicate an accumulation of electron density for XRW calculations with SF including the electric field 

effects. For all the plots, the isovalue is 0.0002 a.u. 

In general, the effect is comparable to the one obtained through the direct-space calculations, although 

it is damped (the isosurface level being 0.0002 a.u. in Figure 3 compared with 0.001 a.u. in Figure 2). 

This is due to the fact that XRW calculations by definition only partially include the effect of the 

electric field. In fact, while the second part of equation (5) contains this effect (through reciprocal 

space fitting), the first part (energy minimization) does not. This holds true not only for the electron 

density, but also for quantities derived from it, such as for the dipole moment shown in Figure S1. 

Furthermore, the diffraction resolution plays an important role for the electric field as it does also for 

including electron correlation[31]. In microscopy, a higher resolution is synonymous of higher accuracy 

in the image formation. However, in diffraction mode, where the image comes from optimizing a 
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model against the measured structure factors, the higher accuracy is non-homogeneously spread. Core 

electrons dominate the high scattering angle, while valence electrons, on which the effect of the 

electric field (as well as of electron correlation) is the largest, scatter only at low angles. Therefore, 

including higher angle data reduces the weight of the valence electrons and of their density. This 

pitfall is more pronounced for weaker deformations like those produced by an external electric field or 

by electron correlation, whereas it is less harmful for electron polarizations due to chemical bonding, 

because the effects are much larger. This explains the decreased magnitude and clarity of the density 

differences in Figure 3 with an increasing resolution. Increasing the strength of the simulated electric 

field from 0.01 a.u. to 0.1 a.u. qualitatively leads to similar results, as shown in Figure S2. An 

interesting feature is the lobe on the right side of the nitrogen nucleus, which, in Figure 2, is embedded 

in a larger and opposite-sign lobe. This seems to be an artefact arising from the transformation through 

reciprocal space and back to direct space. It is likely due to a poor description of the very diffuse 

density that contributes to the scattering only at very low resolution (hardly sampled by a 

medium/small-size unit-cell in direct space and therefore invisible). 

Figure 4 shows the results of X-ray restrained Hartree-Fock calculations using a set of structure factors 

up to only 0.3 Å-1 for different values of λJ. When the isosurface levels are chosen as in Figure 4, it 

becomes very clear that different λJ -values affect the results only quantitatively, but not qualitatively. 

It is interesting to notice that, above a certain λJ -value, the isovalue does not need to be further 

increased. It seems that, at that point, increasing the weight of the reciprocal space fitting does not 

significantly change the result. 

 

Figure 4 Density differences obtained by comparing XR-RHF calculations with SF including and 

excluding the effects of the negative electric field. Blue regions indicate an accumulation of electron 
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density for XR-RHF calculations with SF including the effects of the electric field. The isovalue is 

adjusted to different λJ -values in order to highlight the qualitative similarity among the different cases. 

 

In Figure 3, it is easy to observe that the density differences resulting from XR-ELMO calculations are 

completely analogous to those obtained through traditional X-ray restrained Hartree-Fock calculations. 

Therefore, the XR-ELMO results are trustable and we can analyse the orbital variations in the same 

way as those of the electron densities, as shown in Figure 5. As already mentioned in the section 

dedicated to the description of the computational protocol, the obtained orbitals were always squared 

before being compared (subtracted).   
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Figure 5 Orbital differences resulting from the comparison of XR-ELMO calculations with SF 

including and excluding the electric field effects ( !!" !"#$%
!" ! − !!"#$%!" !

; blue regions indicate an 

accumulation of electron density for XRW calculations with SF including the effects of the electric 

field. The isovalue is set to 2*10-5 a.u.). 

In Figure 5, within each set of four, the uppermost picture always refers to the nitrogen lone pair 

orbital, the second one to the C-H bond orbital, the third one to the C-N σ bond orbital and the lowest 
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one to one of the two π orbitals for the C-N bond. While the two π orbitals behave in the same way, 

the σ one only slightly changes because it describes electrons that are less polarizable.  For all the 

three resolutions and for both fields, the electrons in the C-N π orbital move towards the positive 

direction of the electric field. The electrons in the C-H bond also move in an analogous way, whereas 

the ones in the N-lone pair orbital show an opposite behaviour, probably for compensation effects. 

Noteworthy, this dual behaviour would not be revealed so straightforwardly by canonical Hartree-

Fock orbitals. 

From this first and very simple example of HCN in an electric field, we can draw already some 

conclusions: a) the electron density on the terminal atoms N and H complies with the electric field 

while the electron density on the carbon atom behaves oppositely for a compensation effect (see 

Figures 2 and 3); b) as for correlation, lower diffraction resolution is better; c) XR-ELMOs analysis 

allowed to reveal the effects of the electric field from a localized molecular orbital-based point of view 

and, consequently, to rationalize these effects in terms of molecular fragments. This would be 

impossible from an analysis on the overall electron density. 

 

3.1.2. HCN - crystal field 

The next step of our investigation consisted in simulating an entire crystal, where both long and short-

range interactions were simultaneously present. As already explained in the section dedicated to the 

computational protocol, we constructed a hypothetical crystal based on HCN, where all molecules 

were aligned as described in section 2.2.1. As subsequently explained in the Computational protocol 

section, we computed structure factors based on a periodic wavefunction representing this crystal. 

Simulated structure factors have several advantages compared to experimental ones: a) thermal 

effects, which increase the complexity of the problem, are not included, b) any packing can be 

simulated, even those that are not observed in practice, c) calculated structure factors are not affected 

by experimental errors. 

There is an additional motivation of using theoretical simulations: one can explicitly include and 

exclude some of the effects that we want to study. In particular, we performed calculations for a 

crystal with normally interacting molecules and one excluding the mutual interaction of molecules 

(using the MOLSPLIT option in Crystal17, as already explained in the Computational protocol 

section) in a sort of “independent molecule model” (hereinafter called IMM). For XR-ELMO 

calculations, this option is useful because the primary structure factors used as constraints are obtained 

from a periodic Hartree-Fock wavefunction. Therefore, an XR-ELMO calculation at a given λJ > 0 

would also fit (compensate for) the error introduced by the use of ELMOs. In other words, a 

calculation at λJ > 0 would include the effect due to the crystal field and the fitting to canonical 

Hartree-Fock molecular orbitals with ELMOs. This makes XR-ELMO fitting to IMM structure factors 
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important for comparison, since this also fits structure factors from canonical HF calculations but does 

not include intermolecular interactions. To exclude any bias due to the choice of the basis set, all the 

structure factors were simulated performing periodic RHF calculations with the same set of basis 

functions used for the XR-RHF and XR-ELMO calculations. 

In order to judge how the crystal environment and specific interactions in the crystal influence the 

molecule, electron densities obtained from XR-RHF calculations based on structure factors including 

crystal interactions were subtracted from electron densities resulting from XR-RHF calculations fitting 

IMM structure factors, as shown in the difference-density plot at the bottom left of Figure 6. On the 

right side we also show the differences for four selected XR-ELMOs (which are analogous to those 

considered in Figure 5), calculated using primary structure factors up to 0.7 Å-1. Overall, the picture 

resembles the one where an electric field with orientation from H to N was applied (physical 

definition, with positive charge at N and negative charge at H; see Figure 5 for comparison). The 

similarity can be well explained by the fact that the molecule indeed feels this electric field in the 

crystal due to the dipole moment of the neighbouring molecules. The dominating blue lobe might be 

due to the hydrogen bond interaction, which causes electrons on the nitrogen to shift towards the 

hydrogen atoms of the adjacent molecule, thus reducing the red feature. Overall, the changes in the 

density and in the ELMOs under the effect of the crystal electric field are very small in absolute 

values, thus justifying the use of theoretical ELMOs as building block in the current version of the 

ELMO-databases[50–52]. Nonetheless, when plotted at a low iso-contour level, differences are visible, 

which point out the nature of the crystal environment. Thus, the use of structure factors from an 

independent molecule model (IMM) calculation can give valuable insights into these interactions. 
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Figure 6 Top left: density difference resulting from the comparison of the direct space IMM and 

crystal calculations (!!"" − !!"#$%&'; iso-contour level set to 0.0008 a.u.) Bottom left: density 

differences resulting from the comparison of the XR-RHF calculation using IMM structure factors 

with the XR-RHF calculation using crystal structure factors (!!""!" − !!"#$%&'!" ; iso-contour level set to 

4*10-5 a.u., blue=negative and red=positive). Right: orbital differences resulting from the comparison 

of the XR-ELMO calculation using IMM structure factors with the XR-ELMO calculation using 

crystal structure factors ( !!""!" ! − !!"#$%&'!" !
; iso-contour level set to 2*10-5 a.u., blue=negative and  

red=positive). All the XRW plots refer to XRW calculations exploiting structure factors calculated up 

to a resolution of 0.7 Å-1 and with λJ set equal to 5. 

 

3.2. Oxalic acid dihydrate 

Finally, we examined the α-phase of oxalic acid dihydrate (OAD), featuring several strong hydrogen 

bonds, among which the strongest ones are transformed into bonds when the crystal gets compressed 

due to an external pressure.[59] From the six hydrogen bonds formed by one molecule (see Figure 7), 

three are symmetry-independent. The shortest hydrogen bond at ambient pressure (1.464 Å) is the one 

formed by the carboxyl-hydrogen with the neighboring water molecule. It shortens with decreasing 

temperature[65] and with increasing pressure, while the O-H bond of the hydrogen bond involved in 

this contact elongates until the proton shifts towards the water at 5.3 GPa. Table 3 shows the hydrogen 

bond distances for OAD measured at different pressures. 

 

 

Figure 7 Hydrogen bonds of oxalic acid dihydrate for the ambient pressure experimental structure. 

Distances are given in Ångström. 
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Table 3 Bond and interaction distances (in Å) at different pressures. The colour code refers to 

Figure 7. 

 C=O --- HOH 
(blue) 

C=O --- HOH 
(green) 

OH --- OH2 
(orange) 

O-H 
(solid line) 

0 GPa 1.901 1.947 1.464 1.040 
3.6 GPa 1.690 1.693 1.331 1.107 
5.3 GPa 1.647 1.637 1.065 1.366 

 

In analogy to the HCN case, periodic wavefunctions of α-OAD for the experimental structures at 0, 

3.6, and 5.3 GPa were used to simulate structure factors. In addition, IMM wavefunctions were used to 

obtain a set of structure factors where no intermolecular interactions are present.  

For the X-ray restrained wavefunction fitting calculation, the setting reported in Table 1 was chosen in 

order to have one entire (and symmetrical) molecule of oxalic acid and, necessarily, two molecules of 

water. These water molecules were properly chosen far from the oxalic acid (see Figure 8) to avoid the 

explicit strong hydrogen bonds shown in Figure 7. Therefore, the hydrogen bonds are activated only 

through the fitting of the structure factors calculated from periodic calculations on the experimental 

crystal structure but not in the direct-space calculation of the wavefunction of the supramolecular 

fragment (see again Figure 8). This choice enabled us to better highlight the influence of the structure 

factors on the oxalic acid not directly affected by the water molecules in the X-ray restrained 

wavefunction calculation.   

 

Figure 8 In the calculation of the X-ray restrained wavefunctions, the water molecules and the oxalic 

acid molecule (both shown in ball-and-stick representation) are chosen in such a way that they do not 

belong to the same lattice point. In fact, the water molecules are translated by a lattice vector (1,1,1). 

This quenches their interactions in the direct-space calculation of the wavefunction, but does not affect 

the analytical form of the molecular Hamiltonian. Thus, their effect is only taken into account through 

the reciprocal space fitting in the XWR calculations. 
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Figure 9 shows the density differences obtained by comparing XR-RHF calculations using IMM 

structure factors to XR-RHF calculations exploiting usual crystal structure factors (always !!"!!" −
!!"#$%&'!" ). There, the influence of the water molecules only considered in the structure factors part is 

clearly visible. In fact, when fitting to crystal structure factors, there is less electron density on the 

carboxylic hydrogen because the oxygen atoms of the water molecules are binding this site and, 

therefore, they push the electron density away. An effect is also visible on the carbonyl group, where a 

polarization occurs and electrons at the carbon atom are pushed away towards the oxygen, because the 

oxygen atom (an electron donor) is accepting a weak hydrogen bond from the water molecule. For the 

sake of comparison, in Figure S3 of the Supporting Information, we show the differences obtained by 

subtracting the electron density corresponding to a simple wavefunction calculation (RHF/6-1G(d,p)) 

on the oxalic acid with two water molecules as close as in the crystal structure at 0 GPa, to the electron 

density associated with a simple wavefunction calculation (RHF/6-31G(d,p)) on the oxalic acid with 

two water molecules that are 5 Å apart from the oxalic acid. This was done to show that the observed 

density differences are analogous to those seen in Figure 9 and, therefore, that they are indeed due to 

the short-range hydrogen bonds mentioned above. At 3.6 and 5.3 GPa the difference increases as 

shown in Figures 9b and 9c. 

 

Figure 9 a) Electron density differences resulting from the comparison of XR-RHF calculations 

using IMM structure factors with XR-RHF computations exploiting crystal structure factors. 

(!!""!" − !!"#$%&'!" ; isosurfaces: 0.002 a.u. (top row) and 0.0008 a.u. (bottom row)). Red and blue 

designate positive and negative regions, respectively. b and c) analogous results obtained for the 

crystal structures at 3.6 GPa and 5.3 GPa. 
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When analysing XR-ELMOs of Figure 10, one can see that the O-H σ-type orbital shifts electrons 

away from the hydrogen atom towards the covalently bonded oxygen due to the influence of the 

hydrogen bond to the neighbouring water molecule present in the crystal. An interesting feature 

appears at 5.3 GPa. At this pressure, the bond to the water is established and, therefore, there are again 

more electrons in this region, as one can evince from the small blue lobe. On the contrary, the region 

between the hydrogen and oxygen molecule is characterized by a depletion of the electron density. In 

carbonyl orbitals one can observe a shift of electrons from carbon to oxygen due to the weakening of 

the double bond in favour of additional interactions that the oxygen atom is forming.  

Thus, only looking at the molecule itself and not knowing the interactions in the crystal, small changes 

in the XR-ELMOs can indicate which parts of the molecule are involved in the interactions. From the 

electron density and the σ O-H bond orbital at 5.3 GPa it also seems that this ELMO is able to indicate 

where a bond is being formed. 

 

Figure 10 Top row: differences for the XR-ELMOs corresponding to the two O-H bonds; middle 

row: differences for the XR-ELMOs associated with the two carbonyl π-orbitals; bottom row: 

differences for the XR-ELMO corresponding to one of the oxygen atom lone pairs. In all cases we 

depicted the differences !!""!" ! − !!"#$%&'!" !
with the iso-contour level set to 0.0002 a.u., 

blue=negative and red=positive. The differences are shown for the computations performed on the 

crystal structures at 0 GPa, 3.6 GPa, and 5.3 GPa. 

In Figure 11 we show the electron density differences resulting from the comparison of an 

unrestrained RHF calculation (λJ =0.0) and of an XR-RHF computation with  experimentally 
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measured structure factors as restraints (λJ =0.5) using the crystal structure of the oxalic acid at 

ambient pressure.[59] It is possible to see that the features of the electron density are very similar to 

those in Figure 9a. They are only slightly less pronounced. This can be attributed to the fact that an 

experimental dataset also contains temperature effects and noise. The analysis of the orbitals is thus 

more difficult. Nevertheless, also in this case, for the ELMOs corresponding to O-H bonds involved in 

hydrogen-bond contacts, we can observe the same effects already highlighted for the simulated 

structure factors. 

 

Figure 11 Left: density differences resulting from the comparison of the unrestrained RHF/6-

31G(d,p) calculation with the XR-RHF/6-31G(d,p) computation (with λJ =0.5 and experimental 

structure factor magnitudes) on the crystal structure of OAD at ambient pressure (!!!!!!" − !!!!!.!!" ; 

isosurface:  0.004 a.u., blue=negative and red=positive); right: corresponding ELMO differences 

( !!!!!!" !
− !!!!!.!!" !

; isosurface: 0.004 a.u., blue=negative and red=positive).  

 

4. Conclusions 

This work focused on X-ray restrained wavefunction fittings, both with canonical orbitals and with 

extremely localized molecular orbitals. The main finding was that X-ray restrained wavefunction 

techniques are able to account for the electron density and molecular orbital deformations caused by 

intra-crystal electric fields. We simulated structure factors calculated with or without an applied 

electric or crystal field. If the crystal field is switched off, but the wavefunction is anyway periodic 

(for example using the option MOLSPLIT of Crystal17), we generate an independent molecule model. 
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This provides a benchmark for molecular or orbital density differences, very useful to highlight the 

effects of the crystal field. These density differences are generally small, thus justifying the use of 

purely theoretical ELMOs in databases[37,50,66] constructed for improving the refinement of 

macromolecular crystal structures.[55] 

The diffraction resolution plays a role similar to the one already observed for correlation:[31] high 

resolution data do not allow a better recovery of the electric field effect but a worse one. This can be 

explained with the down-weighting of the low-angle reflections, which are important for a good 

modelling of the valence electrons. 

With the example of HCN under the influence of an electric field, it was shown that not all XR-

ELMOs polarize in the direction of an applied electric field. Some of them are actually polarized in the 

opposite direction. The method was also successful in the analysis of the intermolecular interaction 

effects for the more complicated system of the oxalic acid dihydrate. In that case it was possible to 

highlight the influence of the hydrogen bond contacts on the electron density of the oxalic acid 

molecule, whose effects become more important as pressure increases.  

Furthermore, for OAD, both experimental and simulated structure factors were used. Therefore, in 

light of the obtained results, the approach can also be exploited when measured X-ray data are 

available, although the pictures might become slightly less clear because experimental structure 

factors intrinsically contain more information than the theoretical ones and are affected by 

experimental errors. Further applications and tests of the technique, also using challenging 

experimental cases, are already envisaged. 
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