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Building realistic structure models to train convolutional neural networks
for seismic structural interpretation

Xinming Wu1, Zhicheng Geng2, Yunzhi Shi2, Nam Pham2, Sergey Fomel2, and Guillaume
Caumon3

ABSTRACT

Seismic structural interpretation involves highlighting and
extracting faults and horizons that are apparent as geometric fea-
tures in a seismic image. Although seismic image processing
methods have been proposed to automate fault and horizon in-
terpretation, each of which today still requires significant human
effort. We improve automatic structural interpretation in seismic
images by using convolutional neural networks (CNNs) that re-
cently have shown excellent performances in detecting and
extracting useful image features and objects. The main limita-
tion of applying CNNs in seismic interpretation is the prepara-
tion of many training data sets and especially the corresponding
geologic labels. Manually labeling geologic features in a seis-
mic image is highly time-consuming and subjective, which
often results in incompletely or inaccurately labeled training

images. To solve this problem, we have developed a workflow
to automatically build diverse structure models with realistic
folding and faulting features. In this workflow, with some
assumptions about typical folding and faulting patterns, we
simulate structural features in a 3D model by using a set of
parameters. By randomly choosing the parameters from some
predefined ranges, we are able to automatically generate numer-
ous structure models with realistic and diverse structural fea-
tures. Based on these structure models with known structural
information, we further automatically create numerous synthetic
seismic images and the corresponding ground truth of structural
labels to train CNNs for structural interpretation in field seismic
images. Accurate results of structural interpretation in multiple
field seismic images indicate that our workflow simulates real-
istic and generalized structure models from which the CNNs
effectively learn to recognize real structures in field images.

INTRODUCTION

Faults and horizons are the most important structural mappings
that can be extracted from a 3D seismic image. Seismic fault inter-
pretation is important for hydrocarbon reservoir characterization
(e.g., Knipe et al., 1998), well planning (Ellevset et al., 1998; Riv-
enæs al., 2005), building structure models (Caumon et al., 2009), and
tectonic analysis (e.g., Kusznir and Karner, 2007; Baudon and Cart-
wright, 2008). Seismic horizon interpretation is important for strati-
graphic analysis (Vail et al., 1977) and analyzing ancient depositional
environment and geomorphic features (Posamentier et al., 2007).

In a seismic image, interpreters laterally track geologically con-
sistent reflections to extract horizons while looking for reflection
discontinuities to pick faults. Manually interpreting each of the hori-
zon and fault mappings is highly labor intensive and tedious, espe-
cially in 3D large seismic images. Numerous conventional image
processing techniques have been proposed to automate the struc-
tural interpretation to some extent. because faults are typically ap-
parent as reflection discontinuities, some seismic attributes such as
semblance (Marfurt et al., 1998; Hale, 2009), coherency (Marfurt
et al., 1999; Qi et al., 2017; Wu, 2017), and fault likelihood (Hale,
2013; Wu and Hale, 2016) are proposed to detect faults by high-
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lighting the reflection discontinuities in a seismic image. However,
measuring reflection discontinuity alone is insufficient to distin-
guish faults from other discontinuous features such as noise and
stratigraphic features (Hale, 2013). Therefore, some postprocessing
steps such as ant tracking (Pedersen et al., 2002, 2003), fault-ori-
ented smoothing (Wu and Zhu, 2017), and optimal surface voting
(Wu and Fomel, 2018a) are proposed to further enhance fault-re-
lated features, while suppressing nonfault noise in a fault attribute
image. These postprocessing methods, however, highly depend on
the input fault attribute and therefore may yield much different re-
sults with different input attributes.
To assist in seismic horizon interpretation, various methods such as

phase-unwrapping (Stark, 2003; Wu and Zhong, 2012), waveform
classification (Figueiredo et al., 2007, 2014, 2015), slope-based
methods (Lomask et al., 2006; Fomel, 2010; Parks, 2010; Wu and
Hale, 2013, 2015; Zinck et al., 2013; Monniron et al., 2016), and
multigrid correlation (Wu and Fomel, 2018b) have been proposed
to automate the horizon mapping from a seismic image. These meth-
ods, however, face a common challenge of dealing with complex
structures such as intensive crossing faults and complicated folding,
which requires a globally optimal correlation of all the structure
elements in a seismic image.
Recently, some authors propose to improve automatic seismic

fault (e.g., Huang et al., 2017; Di et al., 2018; Guo et al., 2018;
Wu et al., 2018, 2019; Zhao and Mukhopadhyay, 2018) and horizon
(Lowell and Paton, 2018; Wu and Zhang, 2018) interpretation by
using convolutional neural networks (CNNs), which have shown
excellent performance in common image processing tasks (e.g.,
Ren et al., 2015; Ronneberger et al., 2015; He et al., 2016, 2017;
Badrinarayanan et al., 2017). However, the main limitation of ap-
plying CNNs in geoscience problems including the seismic struc-
tural interpretation is to prepare rich training data sets with reliable
labels as discussed by Bergen et al. (2019).
In this paper, we propose a workflow to automatically create nu-

merous realistic structure models, synthetic seismic images, and cor-
responding structural labels, which are further used to train CNNs for
structural interpretation in field seismic images. We use vertical
shearing fields and volumetric vector fields, respectively, to simulate
realistic folding and faulting structures in the structure models and
synthetic training data sets. We parameterize the shearing and volu-
metric vector fields with a set of variables, which are all randomly
chosen within some reasonable ranges to create numerous models

and training data sets with various structures. By using the automati-
cally generated synthetic seismic images and the ground truth labels
of structures simulated in the images, we train a simplified U-net (Wu
et al., 2019) and a deep CNN with an encoder-decoder architecture
followed by a refinement network (Geng et al., 2019), respectively,
for detecting faults and computing horizons or relative geologic time
(RGT) volumes from seismic images. Multiple field examples show
that the CNNs, trained with only synthetic data sets, effectively learn
from the simulated structures to recognize real structures within field
seismic images.

BUILDING STRUCTURAL MODELS

To build a folded and faulted structural model, we start with an
initial model with all flat layers in the ðX; Y; ZÞ space as shown in
Figure 1a. We then sequentially add folding and faulting structures
in this 3D model. Different from the conventional model building
(e.g., Caumon et al., 2009; Georgsen et al., 2012) guided by specific
geologic and geophysical data sets, we simulate generally realistic
structures in a model by using randomly chosen parameters because
we expect to automatically create numerous models, not a single
model that fits some specific geologic knowledge.

Folding

We simulate the folding in a 3D structure model by vertically
shearing the flat model, and the shearing is defined by a combina-
tion of two shift fields S1ðX; Y; ZÞ and S2ðX; Y; ZÞ. The first shift
field S1ðX; Y; ZÞ is defined as a linear function as follows:

S1ðX; Y; ZÞ ¼ aX þ bY þ c0; (1)

where a, b, and c0 are randomly chosen within some predefined
ranges. This linear shift field is used to create purely dipping struc-
tures in the model. The dipping angles in the x- and y-directions,
respectively, are determined by the two parameters a and b, which
are limited in the range of ½−0.25; 0.25� to avoid extremely dipping
structures (after combining with S2). We choose c0 ¼ −aXc − bYc

so that the center trace ðXc; Yc; ZÞ of the model is not shifted.
Purely dipping structure is not sufficient to simulate realistic fold-

ing structures in a model. Therefore, we further add bended struc-
tures in the model by using the following vertical shift field:

Figure 1. (a) A starting model with flat layers, (b) a folded model, and (c) a cut-away view of the folded model.
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S2ðX; Y; ZÞ ¼
1.5

Zmax

Z
Xk¼N

k¼1

bke
ðX−ckÞ2þðY−dkÞ2

2σ2
k ; (2)

which is defined by a combination of N 2D Gaussian functions and
a linear scalar function ð1.5∕ZmaxÞZ. Each kth Gaussian function is
defined by its center position ðck; dkÞ, half-width σk, and amplitude
bk, which are all randomly chosen. We recommend to choose a
small bk for a small half-width σk to avoid generating very sharp
bending structures in the model. With the summation of theN Gaus-
sians, we are able to create various shapes (not necessary a Gaussian
shape) of bend structures. With the linear scalar function, we as-
sume the bending extent of the structures decreases in the vertical
direction (z-axis) from the bottom to the top.
By using the two types of vertical shearing shift fields

S1ðX; Y; ZÞ and S2ðX; Y; ZÞ, we translate the samples from the flat
space (ðX; Y; ZÞ in Figure 1a) to the folded space (ð ~X; ~Y; ~ZÞ in
Figure 1b):

2
4 ~X

~Y
~Z

3
5 ¼

2
64 X

Y
Z þ S1ðX; Y; ZÞ þ S2ðX; Y; ZÞ

3
75: (3)

Figure 1c shows a cutaway view of the folded model (Figure 1b), in
which we observe various shapes of bend structures inside the
model. By randomly choosing the parameters of the shift fields
S1ðX; Y; ZÞ and S2ðX; Y; ZÞ, we are able to automatically generate
numerous folded models with all different bend structures.

Faulting

In addition to the folding structure, faulting is another important
type of structure in a model. We simulate faulting structures in a
structure model by using volumetric vector fields as discussed by
Georgsen et al. (2012). Instead of modeling a specific faulting guided
by seismic interpretation as discussed by Georgsen et al. (2012), we
simulate various and generalized faulting structures by using ran-
domly chosen faulting parameters.

Fault plane

To simulate faulting in the structure model, we start with defining
a fault plane by randomly choosing a reference point ðX0; Y0; Z0Þ, a
strike angle ϕ (ϕ ∈ ½0°; 360°Þ), and a dip angle θ (θ ∈ ð0°; 90°Þ) as
shown in Figure 2a. We then define a local coordinate ðx; y; zÞ with
the origin ðx0; y0; z0Þ at the reference point, the x-axis in the strike
direction, the y-axis in the dip direction, and the z-axis in the normal
direction. With this definition, we can transform points from the
global coordinates to the local coordinates as follows:2

4 x
y
z

3
5 ¼ R

2
4X − X0

Y − Y0

Z − Z0

3
5; (4)

where we first translate the points relative to the reference point
ðX0; Y0; Z0Þ, and then rotate the coordinates by using the rotation
matrix

R ¼
2
4 sin ϕ cos ϕ 0

cos ϕ cos θ − sin ϕ cos θ sin θ
cos ϕ sin θ sin ϕ sin θ − cos θ

3
5: (5)

Fault displacement

As suggested by some researchers (e.g., Walsh and Watterson,
1987; Georgsen et al., 2012), we define the displacement field
dðx; y; z ¼ 0Þ on the fault plane as an ideal elliptic function with the
center point at the origin ðx0; y0; z0Þ, the longest diameter lx in the
strike direction, and the shortest diameter ly in the dip direction:

dðx; y; z ¼ 0Þ ¼ 2dmax½1 − rðx; yÞ�

×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½1þ rðx; yÞ�2

4
− r2ðx; yÞ

r
; (6)

where lX , ly, and the maximum displacement dmax at the center point
are all randomly chosen. The term rðx; yÞ is the normalized radial
distance from the center point:

Figure 2. A combination of a strike angle ϕ, a dip angle θ, and a reference point ðX0; Y0; Z0Þ is chosen to define a (a) 3D fault plane, on which,
(b) an elliptic displacement field is defined. (c) This fault plane is further bended to obtain a realistic fault surface.
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rðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
x − x0
lx

�
2

þ
�
y − y0
ly

�
2

s
: (7)

As displayed in color in Figure 2b, the displacement is maximum at
the center point and decreases in all directions until dying out at the
tip line (the dashed orange curve in Figure 2b) rðx; yÞ ¼ 1. In prac-
tice, the displacement trend on a fault surface is not necessarily an
ideal elliptic shape as defined in equation 6. We can further perturb
the elliptic shape to an arbitrarily irregular shape as suggested by
Barnett et al. (1987) and Walsh and Watterson (1989).

Perturb a fault surface

In practice, a 3D fault is rarely an ideal plane as shown in Fig-
ure 2a and 2b. We further perturb the fault plane to obtain a more
realistic fault surface that is curved as shown in Figure 2c. To per-
turb such a curved surface, we first randomly generate M perturba-
tion points (ðxk; yk; zkÞ; k ¼ 1; 2; : : : ;M) near the fault plane as
displayed as the small purple cubes in Figure 3b. We then interpo-
late a smooth and curved surface z ¼ fðx; yÞ (Figure 3c) from these
seed points by using the biharmonic spline interpolation method
(Sandwell, 1987).
In this way, we are able to simulate numerous curved fault sur-

faces as the one in Figure 3c. Figure 3d shows a listric fault surface
(with relative low-dip angles) that is generated by using a different
set of perturbation seed points (displayed as the small purple cubes).

Volumetric displacement field

To create faulting in the 3D structural model, we use a volumetric
displacement field, which is a 3D vector field defined around the
fault surface (Georgsen et al., 2012; Laurent et al., 2013). Such a
volumetric displacement field Dðx; y; zÞ ¼ ðDx;Dy; DzÞ contains
three components that are defined in the local coordinates. Because
the displacements in the strike direction (x-axis) are often hardly
visible in a structure model, we therefore assume the strike-dis-
placement Dxðx; y; zÞ ¼ 0 and define nonzero volumetric displace-
ments only in the dip (y-axis) and normal (z-axis) directions.
We extrapolate the displacements dðx; y; z ¼ 0Þ (equation 6)

from the fault surface to estimate the dip-displacement component

Dyðx; y; zÞ in the hanging-wall and foot-wall blocks around the fault
surface. As suggested by Barnett et al. (1987), the displacement de-
creases away from the fault surface (z ¼ fðx; yÞ) in the z-axis di-
rection and it reaches zero at the reverse drag radius γ. For any point
ðx; y; zÞ in the hanging-wall block (fðx; yÞ ≤ z ≤ γ þ fðx; yÞ), we
compute the dip-displacement Dyðx; y; zÞ as

Dyðx; y; zÞ ¼ λ · dðx; y; z ¼ 0Þ · αðx; y; zÞ; (8)

where αðx; y; zÞ is a nonlinear scalar function that decreases away
from the fault surface z ¼ fðx; yÞ along the z-axis direction as sug-
gested by Cardozo et al. (2008):

αðx; y; zÞ ¼
�
1 −

jz − fðx; yÞj
γ

�
2

: (9)

For any point ðx; y; zÞ in the foot-wall block (fðx; yÞ − γ ≤ z ≤
fðx; yÞ), the dip-displacement Dyðx; y; zÞ is computed as

Dyðx; y; zÞ ¼ ðλ − 1Þ · dðx; y; z ¼ 0Þ · αðx; y; zÞ: (10)

The λ in equations 8 and 10 is a ratio (0 < λ < 1) of the hanging-wall
and foot-wall displacements.
The color in Figure 4b represents the dip-displacement field

Dyðx; y; zÞ computed by using equations 8 and 10. Positive dis-
placements in the hanging-wall block and negative displacements
in the foot-wall block, as shown in Figure 4b, relatively shift the
fault blocks to produce a normal fault in the structure model. A re-
verse fault can be produced by reversing the signs of the displace-
ments in the hanging-wall and foot-wall blocks.
Because the fault is a curved surface, the displacements in the z-

direction must be nonzero as well to make sure that the fault blocks
move seamlessly along the fault surface. We therefore compute
Dzðx; y; zÞ in the hanging-wall and foot-wall blocks as follows
(Georgsen et al., 2012):

Dzðx; y; zÞ ¼ fðx; yþDyðx; y; zÞÞ − fðx; yÞ; (11)

which is the variation of the fault surface with respect to the dip dis-
placement Dyðx; y; zÞ. The color in Figure 4c shows the z-direction
displacements Dzðx; y; zÞ calculated using equation 11. To better

Figure 3. A workflow of (a and b) perturbing a 3D fault plane to obtain (c) a curved or (d) a listic fault surface.
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visualize the volumetric displacements in Figure 4b and 4c, we dis-
play the cutaway views of the same volumes in Figure 5. In Figure 5c,
the displacements in the z-direction consistently follow the fault sur-
face trend because we observe higher absolute displacements near
areas where the fault surface has higher curvatures.
With the volumetric displacement fields Dyðx; y; zÞ and

Dzðx; y; zÞ defined in the local coordinates, we generate faulting
in the folded structure model ð ~X; ~Y; ~ZÞ by the following three steps,
each being highlighted in red:

(I) Transform the coordinates from ð ~X; ~Y; ~ZÞ to ðx; y; zÞ

ð12Þ

(II) Apply fault displacements in the local coordinates ðx; y; zÞ

ð13Þ

(III) Transform back from ðx; y; zÞ to ð ~X; ~Y; ~ZÞ

(14)

Figure 5. A cut-away view of the same volumes in Figure 4.

Figure 4. From the displacement field (a) defined on the fault surface, we extrapolate a 3D vector field of dip slips (in the local coordinates
ðx; y; zÞ) to create dip-slip faulting in the model. This vector field contains only two components in the (b) y- and (c) z-directions and we
assume the strike-slip (x-direction) is zero.
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By using this three-step processing, we apply the volumetric displace-
ments to the folded model (Figures 4a and 5a) and obtain a folded and
faulted model shown in Figure 6a and 6b, in which the hanging-wall
and foot-wall blocks are relatively shifted along the fault surface in
the fault-dip direction. In addition to the relative shifting, we can also
observe the reverse drag structure (the concave layers in Figure 6b
compared to flat layers before faulting in Figure 4a) due to the fault-
ing. Similarly, we can also simulate the normal drag of normal fault-
ing and the reverse and normal drag of reverse faulting as discussed
by Grasemann et al. (2005).
By randomly choosing the fault parameters discussed in this fault-

ing workflow, we are able to generate various faulting patterns in the
structure model. For example, we generated a listric fault with a
totally different faulting pattern in the structure model as shown
in Figure 6, in which we fixed the foot-wall block and we only move
the hanging-wall block. In addition, we can apply a sequence of fault-
ing to generate multiple faults within the structure model.
We have discussed a general way to parameterize folding and

faulting in a 3D structure model. All of the folding and faulting
parameters are summarized in Figure 7. A specific set of these param-
eters defines a unique folded and faulted model as shown in Figure 6b
or 6c. By randomly choosing these parameters (each parameter has
multiple options), we are able to create numerous unique structure
models. This is important for our next step of creating rich data sets
and labels to train CNNs for seismic structural interpretation.

SYNTHETIC SEISMIC IMAGES AND
STRUCTURAL LABELS

The CNN has been proven to be the most powerful method in
image processing tasks such as image classification (Krizhevsky
et al., 2012; Zeiler and Fergus, 2014; He et al., 2016), segmentation
(Ronneberger et al., 2015; Badrinarayanan et al., 2017), and object
detection (Girshick et al., 2014; Ren et al., 2015; He et al., 2017).
Recently, the CNN has also been introduced to seismic image
processing and shows promising performance in automatic interpre-
tation of faults (e.g., Wu et al., 2018, 2019; Zhao and Mukhopad-
hyay, 2018), salt bodies (Shi et al., 2019), channels (Pham et al.,
2019), and horizons (Geng et al., 2019).

The main limitation of applying CNN in seismic image process-
ing remains in preparing rich training data sets and the correspond-
ing labels. Manually labeling 3D seismic images can be highly
labor intensive and subjective. It is hardly possible to manually label
all of the geologic features (e.g., faults, horizons, and channels)
within a 3D seismic image, and different interpreters may provide
quite different interpretation results. Incomplete or inaccurate
labeling in the training data sets will mislead the training of the
CNN, and then the trained CNN cannot make reliable predictions.
To solve this problem, we use the proposed workflow of folding and
faulting to automatically create numerous synthetic seismic images
and the known structural labels to train CNNs for structural inter-
pretation in field seismic images.
To create a synthetic seismic image, we begin with an initially flat

reflectivity model (Figure 8a), which is generated by horizontally
extending a 1D trace of random reflectivity values. We then apply
the proposed workflow of folding and faulting to obtain a folded
and faulted reflectivity model shown in Figure 8b. We further
convolve the reflectivity model with a wavelet (with a randomly
chosen peak frequency) and obtain a synthetic seismic image shown
in Figure 8c. As discussed by Wu et al. (2019), applying the con-
volution after the folding and faulting is helpful to simulate a more
realistic fault in the seismic image because the convolution smears
(Figure 8c) the sharp fault in Figure 8b. Finally, we add some extent
of random noise to make the synthetic seismic image even more
realistic as shown in Figure 8d.

Figure 6. The folded model is further faulted in (a and b) by using the vector field of dip slips in Figure 4b and 4c. Similarly, we can create the
listric faulting in (c).

Figure 7. A summary of the folding and faulting parameters.
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Because the folding and faulting created in the synthetic seismic
image (Figure 8d) are well-defined, we can then automatically and
accurately label all of the structures within the seismic image. The
most convenient way to record the structures during the folding and

faulting process is to define a monotonic volumetric function (Cher-
peau et al., 2010) or an RGT volume (Stark, 2003, 2004; Wu and
Zhong, 2012) as shown in Figure 9a. At the same time of the folding
and faulting of the reflectivity model, we apply the same processing

Figure 9. At the same time of folding and faulting the reflectivity model (Figure 8b), we apply the same processing to (a) an initial monotonic
volumetric function or RGT volume to obtain (b) a folded and faulted RGT volume that implicitly contains all the structural information in the
corresponding seismic image (Figure 8c). From the RGT volume, the structural labels of (c) horizons and (d) faults, respectively, can be
extracted as contours and lateral discontinuities of the RGT volume.

Figure 10. A CNN for fault segmentation (Wu et al., 2019).

Figure 8. By applying the same workflow of folding and faulting to (a) an initial 3D flat reflectivity model, we are able to create (b) a folded
and faulted model, which is further convolved with a Ricker wavelet to obtain (c) a synthetic seismic image. (d) We further add some random
noise to make a more realistic seismic image.
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to obtain a consistently folded and faulted RGT volume shown in
Figure 9b. In this way, all the folding and faulting structures within
the seismic image (Figure 8d) are implicitly recorded in the corre-
sponding RGT volume (Figure 9b). All the seismic horizons are
implicitly represented as isovalue surfaces (Figure 9c) of the RGT
volume. The fault positions (Figure 9d) are implicitly indicated
as lateral discontinuities along the isovalue surfaces. The fault
displacements are indicated by the dislocations of the isovalue
surfaces. This implicit way is especially convenient to record com-
plicated structures when the model is dislocated by multiple inter-
secting faults.

CNN FOR SEISMIC STRUCTURAL
INTERPRETATION

To evaluate the validness and representativeness of the simulated
structures, we apply the automatically generated synthetic seismic

images and the corresponding structure labels to
train deep CNNs for structural interpretation in
field seismic images. We first train a CNN for
fault detection in 3D seismic images, and then
we train another CNN to estimate RGT from
2D seismic images.

Train a CNN for fault segmentation

We consider fault detection in a seismic image
as an image segmentation problem of labeling
ones at fault locations while there are zeros else-
where. We perform the fault segmentation by us-
ing a simplified U-Net (Wu et al., 2019) as shown
in Figure 10. In this U-shape architecture, the left
contracting path contains three steps. Each step
sequentially contains two 3 × 3 × 3 convolu-
tional layers, a ReLU activation, and a 2 × 2 × 2

max pooling with stride 2. Each step in the right
expansive path sequentially contains a 2 × 2 × 2

upsampling operation with stride 2, a concatena-
tion with features from the left path, two
3 × 3 × 3 convolutional layers, and a ReLU
activation.
To train this fault segmentation network, we

used the proposed workflow to automatically
create 200 128 × 128 × 128 synthetic seismic
images and the corresponding fault labeling im-
ages with ones at the fault positions while there
are zeros elsewhere. Figure 11 shows six of the
training seismic images displayed with the corre-
sponding fault labeling images, in which we have
created multiple faults in each of the seismic
images. In this paper, we used training images
with fixed dimensions of 128 × 128 × 128;
however, the size of the training and test images
can vary. The only limitation is that each dimen-
sion needs to be divisible by eight because we
have three times of downsampling (we reduce
the dimension of an input by half) and upsam-
pling (we double the dimension of an input)
included in the U-net architecture. We actually
recommend to use larger training seismic images

Figure 12. Fault detection in a subset of the F3 seismic data using the CNN trained by
only synthetic data sets.

Figure 13. Fault detection in a subset of the Westcam seismic data using the CNN
trained by only synthetic data sets.

Figure 11. Automatically generated seismic images and the corre-
sponding fault labels.
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if the graphics processing unit (GPU) memory allows. Further
details of the CNN and training processing are discussed by Wu
et al. (2019).
Figures 12, 13, 14, and 15 show the fault predictions in four

field seismic images (acquired at totally different surveys) by using

the trained CNN model. Although trained with only synthetic
data sets, the CNN model works pretty well to compute clean
and accurate fault detections from field seismic images that are
new to the CNN model. This indicates that the structures, simulated
by using the proposed workflow, are realistic and representative
enough for the CNN to effectively learn fault detection in general
seismic images. Note that in the examples shown in Figures 13–15,
we can observe significant variations of reflection patterns (that
may correspond to frequency variations) from shallow to deep in
the seismic images. The CNN, trained by synthetic data sets, still
successfully detects the faults apparent in the whole vertical seismic
sections.

Train a CNN for RGT and seismic horizons

RGT estimation from a seismic image is a more challenging
task than is fault detection. Several types of methods including
phase unwrapping (Stark, 2003; Wu and Zhong, 2012) and
slope-based methods (Lomask et al., 2006; Fomel, 2010; Parks,
2010; Wu and Hale, 2013, 2015; Zinck et al., 2013) have been pro-
posed to perform automatic RGT estimation. However, estimating
geologically consistent RGT values across faults, especially the
complicated crossing faults, remains a highly challenging problem
for all of the methods. RGT estimation from a seismic image is
a more challenging regression problem than fault segmentation
for the CNN as well; therefore, we use a more complicated
CNN (Geng et al., 2019) with deeper layers (Figure 16a) than
the fault segmentation CNN (Figure 10). As shown in Figure 16a,
the CNN consists of an encoder-decoder architecture followed by a
refinement module. The encoder is a 50-layer residual network (He
et al., 2016), which contains five sections, each consisting of multi-
ple residual blocks and downsamples the inputs by one-half scale.
As shown in Figure 16b, each residual block contains three convolu-
tional layers implemented by 1 × 1, 3 × 3, and 1 × 1 filters, respec-
tively. The decoder contains five up-projection blocks (Laina et al.,
2016) that upsample the feature maps back to the same size as the
input seismic image. Each up-projection block is an upsampling

Figure 15. Fault detection in a subset of the Kerry-3D seismic data using the CNN trained by only synthetic data sets.

Figure 14. Fault detection in a subset of the Opunake-3D seismic
data using the CNN trained by only synthetic data sets.
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residual block as shown in Figure 16c. The followed refinement
module consists of three convolutional layers, which makes a final
prediction of an RGT volume from the encoder-decoder features.
More details of the deep CNN (Figure 16) are discussed by Geng
et al. (2019).
To train this CNN for RGT estimation, we created 100 3D syn-

thetic seismic images and the corresponding RGT volumes by using
the proposed workflow of folding and faulting. Figure 17 shows six
of these seismic images displayed in gray and the corresponding
RGT volumes displayed in color. Because the CNN is deep, we test
it on only 2D data sets to save GPU memory and computational
costs. Therefore, we extracted 2D sections from the 3D training data
sets and apply some data augmentations (horizontal and vertical
flipping) to the 2D sections to finally obtain approximately 2000
sets of training data sets.
Figure 18 shows the RGT predictions (Figure 18b) in three differ-

ent field seismic images (Figure 18a) by using the CNN model
trained with the automatically generated synthetic data sets. The
CNN model works well to estimate accurate RGT volumes, even
across the complex crossing faults, which is highly challenging for
all conventional methods. The contours (Figure 18c) of the RGT
volumes consistently follow seismic horizons that are complicat-
edly folded and faulted. The horizon dislocations across the faults
provide a good estimation of fault displacements. Note that all
of the field seismic images in Figure 18 share the same size
(256 × 256) as the training seismic images. In applying the trained
CNN model to a larger seismic image, some postprocessing of
merging RGT subvolumes or recursively extracting horizons from
multiple overlapping RGT subvolumes is required as discussed by
Geng et al. (2019).

Figure 16. A deep CNN (Geng et al., 2019) to estimate an RGT volume from an input seismic image. From the estimated RGT volume,
seismic horizons can be extracted as RGT contours as denoted by the colorful curves overlaid with the seismic image in the bottom-right figure.

Figure 17. Automatically generated seismic images (displayed in
gray) and the corresponding RGT volumes (displayed in color).
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CONCLUSION

We have discussed a workflow to automatically simulate realistic
and representative folding and faulting structures in a structure
model. The folding and faulting are reasonably parameterized by
multiple variables, which are randomly chosen to create numerous
unique structure models. The main motivation of this work is to
create rich synthetic seismic images and obtain the corresponding
exactly accurate structural labels (without any human interpreta-
tion) for training deep CNNs. We have used the created synthetic

seismic images and structural labels to train CNNs for 3D fault seg-
mentation and 2D RGT estimation. The trained CNNs worked well
to provide excellent estimations of fault positions and RGT volumes
from various field seismic images that were not seen by the CNNs
during the training. This indicates that the simulated folding and
faulting structures are realistic and representative for training CNNs
to perform tasks of seismic structural interpretation.
In this paper, we have not yet included geobodies (e.g., channels,

salt bodies, and igneous intrusions) and unconformities in simulat-
ing our structural models and synthetic seismic images. However,

Figure 18. By applying the deep CNN (Figure 17), trained with only synthetic data sets, to (a) three different field seismic images, we are able
to accurately estimate (b) RGT volumes from which (c) seismic horizons can be extracted as contours.
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the seismic structural interpretation, especially the RGT estimation,
may be significantly complicated by the geobodies and unconform-
ities. Therefore, we need to create even more realistic structure mod-
els with various geobodies and simulate stratigraphic models to train
more generalized CNNs for seismic structural interpretation. In
simulating the synthetic seismic images, we convolve a folded and
faulted reflectivity model with a Ricker wavelet, which can ensure
consistency between the synthetic seismic images and the known
structural labels but fails to simulate the seismic migration errors or
artifacts in the field seismic images. We have added random noise to
the synthetic seismic images but have not figured out an effective way
to add coherent noises as in the field images, which are often more
challenging to deal with than the random noise in seismic interpre-
tation. In addition, we may also need to take into account the lateral
variations of rock properties and spatial variation of the wavelet
phases and frequencies, which may also affect the structure features
apparent in our simulated synthetic seismic images.
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