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ABSTRACT 

Embedding strategies currently provide the best compromise between accuracy and 

computational cost in modeling chemical properties and processes of large and 

complex systems. In this framework, different methods have been proposed all over 

the years, from the very popular QM/MM approaches to the more recent and very 

promising density matrix and density functional embedding techniques. In this paper, 

we present a further development of the quantum mechanics/extremely localized 

molecular orbital technique (QM/ELMO) method, a recently proposed multi-scale 

embedding strategy in which the chemically active region of the investigated system 

is treated at fully quantum mechanical level, while the rest is described by frozen 

extremely localized molecular orbitals previously transferred from proper libraries or 

tailor-made model molecules. In particular, in this work we discuss and assess in 

detail the extension of the QM/ELMO approach to density functional theory and post 

Hartree-Fock techniques by evaluating its performances when it is used to describe 

chemical reactions, bond dissociations and intermolecular interactions. The 

preliminary test calculations have shown that, in the investigated cases, the new 

embedding strategy enables to reproduce the results of the corresponding fully 

quantum mechanical computations within chemical accuracy in almost all the cases, 

but with a significantly reduced computational cost, especially when correlated post 

Hartree-Fock strategies are used to the describe the quantum mechanical subsystem. 

In light of the obtained results, we already envisage the future application of the new 

correlated QM/ELMO techniques to the investigation of more challenging problems, 

such as the modeling of enzyme catalysis, the study of excited states of biomolecules, 

and the refinement of macromolecular X-ray crystal structures. 
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I. INTRODUCTION 

Nowadays the development of accurate methods to model chemical processes in large 

and complex systems remains one of the main goals and challenges of electronic 

structure theory. To achieve chemical accuracy (< 1 kcal/mol), the correlated methods 

of quantum chemistry1-4 would be ideal, but their prohibitive computational scaling 

( 𝑀𝑛,  with 𝑛 ≥ 5  and M the number of basis functions used in the calculation) 

prevents their application to very large molecules. A possible way to partially 

circumvent the problem is offered by Kohn-Sham density functional theory (KS-

DFT),5,6 which is characterized by a still-affordable computational cost (𝑀3) and 

successfully works in the investigation of weakly correlated systems. On the other 

hand, the use of approximate and non-systematically improvable exchange-correlation 

functionals has also sometimes led to some failures in the calculations, such as the 

underestimations of barriers in chemical reactions, of band gaps of materials and of 

charge transfer excitation energies, but also the overestimations of binding energies 

for charge transfer complexes and of responses to external electric fields.7-9  

Therefore, in this context, a good compromise between chemical accuracy and 

computational cost is offered by the so-called multi-scale embedding strategies, which 

rely on the simple and general observation that many chemical processes are 

characterized by local changes, namely variations that occur within very localized 

subsystems. On the basis of this fact, in the multi-scale embedding strategies, the 

system under investigation is usually partitioned in at least two regions: i) the active 

region, which is crucial for the problem of interest and which is treated through a 

high-level quantum chemical method, and ii) the surrounding environment, which 

embeds the chemically active subsystem and is described by means of a lower-level 

technique. Of course, the success of the embedding strategies naturally implies some 
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chemical knowledge of the system under exam, which is associated with the proper 

choice of the active region, but it also strongly requires both a suitable description of 

the environment and the use of a proper coupling between the regions into which the 

system has been initially partitioned. 

Different multi-scale embedding methods have been proposed over the years. The 

simplest and most popular example is certainly represented by the quantum 

mechanics/molecular mechanics (QM/MM) strategies,10-14 which were originally 

conceived to investigate systems of biological interest and in which the 

(bio)chemically active region (e.g., the active site of a protein) is described at 

quantum mechanical level, while the remaining part is treated through a classical 

molecular mechanics force field. Nowadays, QM/MM techniques are so widely used 

that they became not only cornerstone approaches of theoretical chemistry, but also 

universally recognized methods in science, as testified by the recent 2013 Nobel Prize 

in Chemistry awarded for the development and contributions on this topic. Another 

embedding approach similar to the QM/MM techniques is the well-known and 

established ONIOM method originally introduced by Morokuma and coworkers.15-18 

It consists in subdividing the systems of interest into multiple layers that are 

afterwards treated using different levels of theory to obtain reliable energies and 

geometries with a significantly lower computational effort. In this case, the layers 

may be even treated at different quantum mechanical levels and, for this reason, 

ONIOM may be also considered as the first example of QM/QM’ embedding 

technique. 

Considering fully quantum mechanical embedding methods, different approaches 

have been devised in the last twenty years. In this group we can even mention the 

fragmentation methods19,20 or strategies as the Divide & Conquer-based technique 
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devised by Merz and coworkers to study large molecular systems, where a composite 

DFT/semiempirical Hamiltonian with a heterogeneous basis-set (Gaussian/Slater 

basis functions) was exploited.21 However, in the context of fully quantum 

mechanical embedding, a prominent place is also occupied by the so-called density 

matrix22-28 and density functional embedding strategies.29-58 Among the former group 

of methods we have the density matrix embedding theory (DMET),22,23 where the 

entanglement of a fragment with the rest of the system is not described through link 

atoms or boundary regions, but through a rigorously designed quantum bath that 

implicitly takes into account the full environment. In this context another interesting 

development is also the bootstrap embedding (BE) strategy,27,28 which, unlike DMET, 

overcomes the problem of rigid partitioning by allowing the definition of overlapping 

fragments and, for this reason, enables to significantly accelerate the rate of 

convergence towards the exact solution as the fragments size increases. Moreover, the 

introduction of the recent atom-based fragment definition allowed the partitioning of 

molecular systems into atomic and bond subunits, thus improving the performances of 

the BE method when applied to molecules.28 Concerning density functional 

embedding techniques, an example is the promising projection-based method jointly 

developed by the Manby and Miller research groups.49-55 In this technique the 

problems associated with the evaluation of the non-additive kinetic potential (NAKP) 

contributions, which usually emerge in DFT embedding strategies, are avoided 

through the introduction of a level shifting projection operator that keeps the orbitals 

of one subsystem orthogonal to those belonging to the other one, thus automatically 

enforcing the Pauli exclusion between the electrons of the various subsystems. 

Starting from this embedding framework, which is exact in case both subsystems are 

described at the very same DFT level (i.e., with the same exchange-correlation 
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functional), the projection-based approach has been used to perform wavefunction-in-

density functional theory (WF-in-DFT) embedding calculations, in which the active 

region of the system under exam is treated with correlated wavefunctions (e.g., 

Coupled Cluster or MP2 wavefunctions), while the remaining part is described 

through DFT. The obtained results indicated that the strategy allows to significantly 

reduce the computational cost of the correlated computations on the full systems 

without quantitatively affecting the accuracy of the results for a large variety of 

chemical problems, such as, transition-metal catalysis, enzyme reactivity and battery 

electrolyte decomposition.55 

The recently developed QM/ELMO method,59 which is the main topic of this paper, 

fully belongs to the category of the multi-scale quantum mechanical embedding 

approaches mentioned above. The novel technique is strongly related to the local self-

consistent field (LSCF) approach successfully employed in QM/MM calculations.60-63 

So far, its original version was only able to perform Hartree-Fock (HF) computations 

on active molecular regions embedded by frozen extremely localized molecular 

orbitals (ELMOs) that describe the remaining parts of the systems under examination. 

In fact, ELMOs are molecular orbitals strictly localized on small molecular units64-70 

(e.g., atoms, bonds or functional groups) and, due to their extreme localization, they 

can be easily exported from model to target molecules in order to reconstruct 

approximate wavefunctions and electron densities of large systems.71,72 Exploiting this 

interesting property, ELMO libraries have been constructed and currently comprise 

molecular orbitals for all the possible elementary fragments of the twenty natural 

amino acids,73 thus enabling to obtain approximate wavefunctions and electron 

distributions of proteins and polypeptides with a significantly reduced computational 
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cost (see Supporting Information for more details about the ELMO theory and the 

ELMO libraries).  

The main goal of this work is to present the extension of the QM/ELMO embedding 

method to density functional theory and post-HF techniques. To accomplish this task, 

other than providing all the necessary theoretical details, we will show the preliminary 

assessment of the QM/ELMO strategy when applied to some important chemical 

aspects and processes, such as intermolecular interactions and, above all, the more 

challenging breakings and formations of chemical bonds. 

 

II. QM/ELMO THEORY 

In the first part of this section we will critically review the QM/ELMO self-consistent 

field (SCF) algorithm, which is the procedure followed during the QM/ELMO 

calculations when the quantum mechanical region is treated at Hartree-Fock or DFT 

level. Here, compared to the original paper on the Hartree-Fock/ELMO technique,59  

the equations will be slightly modified to also account for the extension of the 

approach to density functional theory. Finally, in the second subsection, we will 

discuss the extension of the QM/ELMO strategy to multi-determinant post-HF 

methods, mainly pointing out the computational advantages intrinsically offered in 

these cases by the QM/ELMO embedding scheme. 

 

A. The QM/ELMO SCF algorithm 

The self-consistent field algorithm for the QM/ELMO method (with the QM part 

treated at Hartree-Fock or DFT level) consists in the following steps.  

1. Definition of the QM and ELMO regions. Before starting the calculations, the 

system is subdivided into two quantum subunits (i.e., the QM and the ELMO regions) 
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that, in case of covalently bonded systems, share only the frontier atoms and, in terms 

of basis-set, only the basis functions centered on those atoms. 

2. Transfer of the ELMOs to the ELMO subsystem. To describe the ELMO region, 

extremely localized molecular orbitals available in the current ELMO libraries or 

obtained from tailor-made computations on suitable model molecules (as in this work, 

see the Computational Details section) are transferred only to the ELMO subsystem 

and are kept frozen during the calculations. Here it is worth pointing out a key 

difference between the original LSCF QM/MM and the new QM/ELMO approaches. 

While in the former the strictly localized bond orbitals describing the frontier region 

are formally expanded on all the atomic orbitals of the QM subunit, in the latter the 

transferred ELMOs are expanded on the basis functions of the ELMO subsystem, thus 

sharing with the basis-set of the QM part only the atomic orbitals centered on the 

frontier atoms. As we will see below, although the previous aspect may seem only a 

slight difference, it is actually a fundamental choice to avoid linear-dependency 

problems that affect the LSCF approach and that would not allow to apply the 

QM/ELMO strategy to investigate large molecular systems. 

3. Orthonormalization of the transferred ELMOs. The transferred ELMOs are 

mutually orthonormalized using the traditional Löwdin method that largely preserves 

the localized nature of the original orbitals. Therefore, the transformed ELMOs are 

characterized by small orthogonalization tails on the atoms that are very close to the 

fragments on which the starting orbitals were strictly localized. In this regards it is 

possible to see that, considering the square of the 2-norm (i.e., the square of the 

Euclidean norm) for each transformed orbital, the basis functions that contribute the 

most are still those corresponding to the atoms on which the ELMOs were initially 

absolutely localized (~98%), while the basis functions centered on the very 
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neighboring atoms contribute only for a small percentage (~2%). For this reason, only 

few orthonormalized ELMOs slightly delocalize on the atoms at the frontier with the 

QM region and, consequently, this further reduces the possibility of incurring linear-

dependency problems.  

4. Orthogonalization of the QM basis-set. In the QM/ELMO method, the actual 

quantum mechanical calculation on the QM subsystem is performed on a new set of 

orthogonal 𝑀𝑄𝑀  basis functions 𝛘′  (with 𝛘′  corresponding to the 1 × 𝑀𝑄𝑀  array 

[|𝜒1
′ ⟩, |𝜒2

′ ⟩, … , |𝜒𝑀𝑄𝑀
′ ⟩]) obtained from the original and complete set of 𝑀 (with 𝑀 ≫

𝑀𝑄𝑀) non-orthogonal basis functions for the system under examination, which will be 

hereinafter indicated as 𝛘 (with 𝛘 corresponding to the 1 × 𝑀 array  [|𝜒1⟩, |𝜒2⟩, … ,

|𝜒𝑀⟩]). It is worth noting that 𝑀𝑄𝑀  corresponds to the number of basis functions 

originally centered on the atoms of the QM region and it automatically results from 

the fact that 𝛘′ is obtained through the following transformation:  

𝛘′ =  𝛘 𝐁      (1) 

where B is an 𝑀 × 𝑀𝑄𝑀 transformation matrix, which can be expressed as 

𝐁 = 𝐓 𝐐     (2), 

namely, as the product of two matrices, each of them corresponding to an 

intermediate step in the orthogonalization procedure. 

𝐓 is the 𝑀 × 𝑀𝑄𝑀  matrix that brings from original basis-set 𝛘 to the set of the 𝑀𝑄𝑀 

basis functions �̃� (with �̃� = [|�̃�1⟩, |�̃�2⟩, … , |�̃�𝑀𝑄𝑀⟩]) and corresponds to projecting out 

the Löwdin orthonormalized ELMOs (see step 3 of the algorithm) from the original 

atomic orbitals of the QM region. The generic 𝑇𝜈𝜇  element of matrix 𝐓  can be 

expressed as follows: 
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𝑇𝜈𝜇 = [1 − ∑ (𝑆𝜇𝑖)
2

𝑁𝐸𝐿𝑀𝑂

𝑖=1

]

−1/2

 [𝛿𝜈𝜇 − ∑ 𝐶𝜈𝑖
⊥  𝑆𝜇𝑖

𝑁𝐸𝐿𝑀𝑂

𝑖=1

]      (3) 

where 𝑆𝜇𝑖 is the overlap integral between the original basis function |𝜒𝜇⟩ and the i-th 

orthonormalized ELMO, 𝛿𝜈𝜇  is the usual Kronecker delta and 𝐶𝜈𝑖
⊥  is the coefficient 

associated with the original basis function |𝜒𝜈⟩ for the i-th orthonormalized ELMO. 

𝐐 is the matrix corresponding to the canonical orthogonalization of the basis functions 

[|�̃�1⟩, |�̃�2⟩, … , |�̃�𝑀𝑄𝑀 ⟩]  and brings from the “intermediate” basis-set �̃�  to the final 

basis-set 𝛘′. The generic 𝑄𝑖𝑗  element of matrix 𝐐 is given by: 

𝑄𝑖𝑗 =
�̃�𝑖𝑗

�̃�𝑗
1 2⁄    (4) 

where �̃�𝑖𝑗  is the i-th component of the j-th eigenvector and �̃�𝑗 is the j-th eigenvalue of 

the overlap matrix �̃� between the transformed basis functions [|�̃�1⟩, |�̃�2⟩, … , |�̃�𝑀𝑄𝑀⟩]. 

It is worth noting that, since only few orthonormalized ELMOs present small 

orthogonalization tails on the atoms at the frontier between the QM and ELMO 

regions (see steps 2 and 3 above), in our case all the eigenvalues {�̃�𝑗} of the overlap 

matrix �̃� are always significantly different from zero (�̃�𝑗 > 10−4 ∀ 𝑗). This means 

that, unlike the original LSCF approach, the number of basis functions corresponding 

to the QM region does not change and, therefore, linear-dependency problems are 

avoided.  

5. Computation of the Fock matrix in the original basis-set. The QM/ELMO method 

described by the present algorithm consists in performing a HF or DFT calculation on 

the QM region in presence of transferred, orthonormalized and frozen extremely 

localized molecular orbitals that describe the ELMO subsystem. Therefore, the Fock 

matrix for the QM region is to be determined and the first step to accomplish this task 
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consists in computing the 𝑀 × 𝑀 Fock matrix 𝐅 in the original basis-set (namely in 

the basis-set before steps 3 and 4), which can be expressed as follows: 

 

where ℎ̂𝑐𝑜𝑟𝑒 is the standard core one-electron Hamiltonian operator, 𝐏𝑄𝑀  and 𝐏𝐸𝐿𝑀𝑂  

are the QM and ELMO one-electron reduced density matrices in the original basis-set, 

respectively, (𝜒 𝛼 𝜒𝛽| 𝜒𝛾 𝜒𝛿)  represents a two-electron repulsion integral, 𝑥  is the 

fraction of exact exchange, and ⟨𝜒𝜇|𝑣𝑋𝐶 [𝐏𝑄𝑀 + 𝐏𝐸𝐿𝑀𝑂]|𝜒𝜈⟩ is the element (𝜇, 𝜈) of 

the exchange-correlation potential matrix, which depends on the global one-electron 

reduced density matrix 𝐏  given by the sum of 𝐏𝑄𝑀  and 𝐏𝐸𝐿𝑀𝑂 . Of course, if a 

QM/ELMO calculation is performed at Hartree-Fock level (hereafter, HF/ELMO 

calculation), 𝑥  is set equal to 1 and the contribution of the exchange-correlation 

potential disappears. Moreover, it is important to note that, in case of a QM/ELMO 

computation at DFT level (namely, DFT/ELMO computation), the transferred and 

orthonormalized ELMOs are currently treated in the algorithm as frozen Kohn-Sham 

orbitals. Therefore, a DFT/ELMO calculation should be more correctly labeled as a 

DFT/DFT-ELMO calculation. However, for the sake of simplicity, the former 

convention will be used throughout the text. 

Analyzing equation (5), the contributions that change and are regularly updated 

during the self-consistent field iterations are the contribution of the QM region to the 
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Fock matrix (namely, elements 𝐹𝜇𝜈
𝑄𝑀) and, in case of a DFT calculation, the exchange-

correlation term (𝑣𝜇𝜈
𝑋𝐶  elements). Concerning the latter, it is important to note that, 

although 𝐏𝐸𝐿𝑀𝑂 remains constant during the iterations, due to the non-linearity of the 

exchange-correlation potential, it is not possible to separately evaluate the terms 

𝑣𝜇𝜈
𝑋𝐶 [𝐏𝑄𝑀] and 𝑣𝜇𝜈

𝑋𝐶 [𝐏𝐸𝐿𝑀𝑂], but we have to compute 𝑣𝜇𝜈
𝑋𝐶 [𝐏] depending on the global 

density matrix; moreover to accomplish this task the method currently exploits a full-

molecule grid to compute the full density and the exchange-correlation matrix 

elements at each iteration. For a future improvement of the method, we already 

envisage the possibility of specifying in input the range of the grid that needs to be 

updated at each iteration.  

On the contrary, the core and ELMO contributions to the Fock matrix (ℎ𝜇𝜈 and 𝐹𝜇𝜈
𝐸𝐿𝑀𝑂 

elements, respectively) are constant and can be evaluated only once before starting the 

real SCF cycle, which enables to reduce the computational cost. Nevertheless, since 

the Fock matrix for the QM region is initially evaluated in the full (or supermolecular) 

basis-set, at the moment this is the rate-limiting step of the QM/ELMO SCF 

algorithm. Although in the present work all kind of QM/ELMO computations were 

performed using the supermolecular basis, we have already envisaged a separate study 

aiming at determining a suitable criterion to reduce the number of basis functions in 

the initial computation of the Fock matrix, as, for instance, the criterion based on the 

net Mulliken populations that was successfully proposed in the framework of the 

projection-based method.52,55 

6. Computation of the Fock matrix in the basis-set of the QM subsystem. Exploiting 

the transformation matrix  𝐁  given by equation (2), the Fock matrix for the QM 
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subsystem in the full basis-set is converted to the Fock matrix for the QM subsystem 

in the basis-set 𝛘′ = [|𝜒1
′ ⟩, |𝜒2

′ ⟩, … , |𝜒𝑀𝑄𝑀
′ ⟩]) through the following matrix relation: 

𝐅′ = 𝐁†𝐅 𝐁    (6) 

with 𝐁† as the transpose of matrix 𝐁. 𝐅′ is obviously an 𝑀𝑄𝑀 × 𝑀𝑄𝑀  and, since 𝑀𝑄𝑀 

is generally much lower than 𝑀, this enables to significantly reduce the computational 

cost of the QM/ELMO calculations (see next step), especially if very large systems 

are investigated. 

7. Diagonalization of the Fock matrix. The Fock matrix 𝐅′ is diagonalized: 

 𝐅′𝐂′ = 𝐂′ 𝐄′     (7) 

For the sake of simplicity, let us assume to work with a QM region that is a 2𝑁 

electron closed-shell system and to perform a restricted Hartree-Fock/ELMO 

(RHF/ELMO) or a restricted DFT/ELMO calculation. The diagonalization will 

provide 𝑁 doubly occupied molecular orbitals and 𝑀𝑄𝑀 − 𝑁 virtual orbitals, which 

will be used to perform post-HF/ELMO calculations, such as CCSD(T)/ELMO or 

MP2/ELMO computations (see subsection II.B).  

8. Transformation of the molecular orbitals to the supermolecular basis. The matrix 

of the molecular orbitals coefficients 𝐂′ resulting from the diagonalization of the Fock 

matrix 𝐅′  is transformed back in the original and supermolecular basis 𝛘 =

[|𝜒1⟩, |𝜒2⟩, … , |𝜒𝑀⟩]. This is done by exploiting again the transformation matrix 𝐁 

initially obtained at step 4: 

𝐂 = 𝐁 𝐂′     (8)      

8. Computation of the QM one-electron density matrix. Using matrix 𝐂 obtained at the 

previous step, the one-electron density matrix for the QM subsystem in the full basis-

set is computed as follows: 
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𝑃 𝜆𝜎
𝑄𝑀 = 2 ∑ 𝐶𝜎𝑖

∗
𝑁

𝑖=1

𝐶𝜆𝑖       (9). 

It is also worth noting that, the ELMO one-electron density matrix is calculated in the 

full supermolecular basis-set, but from the coefficients {𝐶𝜇𝑖
⊥ }  of the Löwdin 

orthonormalized extremely localized molecular orbitals of the ELMO region: 

𝑃 𝜆𝜎
𝐸𝐿𝑀𝑂 = 2 ∑ 𝐶𝜎𝑖

⊥∗

𝑁𝐸𝐿𝑀𝑂

𝑖=1

𝐶𝜆𝑖
⊥      (10). 

However, as already pointed out above, since the ELMOs remain frozen during the 

QM/ELMO computation, the determination of the ELMO one-electron density matrix 

through equation (10) is performed only once, namely, immediately after the 

preliminary orthonormalization of the extremely localized molecular orbitals 

transferred to the ELMO subsystem.  

After step 8, convergence is checked: if it is achieved, the cycle ends and final 

properties (e.g., the final energy (see below)) are computed; otherwise a new iteration 

starts from step 5 and the QM one-electron density matrix obtained through equation 

(9) is used to update the Fock matrix 𝐅 in the full basis-set. 

For the sake of completeness, the electronic energy resulting from an HF/ELMO 

calculation is given by: 

            𝐸𝐻𝐹/𝐸𝐿𝑀𝑂 =
1
2

∑ 𝑃𝜈𝜇
𝑄𝑀(2 ℎ𝜇𝜈

𝑐𝑜𝑟𝑒 + 𝐹𝜇𝜈
𝑄𝑀) +

𝑀

𝜇,𝜈=1

1
2

∑ 𝑃𝜈𝜇
𝐸𝐿𝑀𝑂(2 ℎ𝜇𝜈

𝑐𝑜𝑟𝑒 + 𝐹𝜇𝜈
𝐸𝐿𝑀𝑂)

𝑀

𝜇,𝜈=1

                            + 
1
2 ( ∑ 𝑃𝜈𝜇

𝑄𝑀 𝐹𝜇𝜈
𝐸𝐿𝑀𝑂 + ∑ 𝑃𝜈𝜇

𝐸𝐿𝑀𝑂 𝐹𝜇𝜈
𝑄𝑀

𝑀

𝜇,𝜈=1

𝑀

𝜇,𝜈=1

)                  (11),         

           

where the matrices 𝐏𝑄𝑀 , 𝐏𝐸𝐿𝑀𝑂 , 𝐡𝑐𝑜𝑟𝑒 are identical to those in equation (5). 𝐅𝑄𝑀  and 

𝐅𝐸𝐿𝑀𝑂 are also analogous to those in relation (5) when the fraction of exact exchange 

is set equal to 1. It is easy to observe that the total HF/ELMO electronic energy can be 
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decomposed into three contributions, namely a purely QM (first term on the right-

hand side of equation (11)), a purely ELMO (second term) and mixed QM/ELMO 

contribution (third term). 

In case of a DFT/ELMO computation, the expression of the electronic energy 

becomes: 

𝐸𝐷𝐹𝑇/𝐸𝐿𝑀𝑂 =
1
2

∑ 𝑃𝜈𝜇
𝑄𝑀(2 ℎ𝜇𝜈

𝑐𝑜𝑟𝑒 + 𝐹𝜇𝜈
𝑄𝑀) +

𝑀

𝜇,𝜈=1

1
2

∑ 𝑃𝜈𝜇
𝐸𝐿𝑀𝑂(2 ℎ𝜇𝜈

𝑐𝑜𝑟𝑒 + 𝐹𝜇𝜈
𝐸𝐿𝑀𝑂)

𝑀

𝜇,𝜈=1

                                      + 
1
2 ( ∑ 𝑃𝜈𝜇

𝑄𝑀 𝐹𝜇𝜈
𝐸𝐿𝑀𝑂 + ∑ 𝑃𝜈𝜇

𝐸𝐿𝑀𝑂 𝐹𝜇𝜈
𝑄𝑀

𝑀

𝜇,𝜈=1

𝑀

𝜇,𝜈=1

) + 𝐸𝑋𝐶[𝐏𝑄𝑀 +  𝐏𝐸𝐿𝑀𝑂]    (12)       

 

Also in this situation 𝐏𝑄𝑀 , 𝐏𝐸𝐿𝑀𝑂  and 𝐡𝑐𝑜𝑟𝑒  correspond to those in equation (5), 

while, unlike relation (11), 𝐅𝑄𝑀  and 𝐅𝐸𝐿𝑀𝑂 are characterized by a fraction of exact 

exchange that is related to the chosen functional (0 ≤ 𝑥 ≤ 1, with 𝑥 always defined in 

equation (5)).  𝐸𝑋𝐶 [𝐏𝑄𝑀 +  𝐏𝐸𝐿𝑀𝑂]  is the exchange-correlation energy, which also 

depends on the chosen exchange-correlation functional and on the global density 

matrix. Due to the non-linearity of the exchange-correlation functional, we cannot 

exactly separate the QM and ELMO contributions to 𝐸𝑋𝐶 [𝐏𝑄𝑀 +  𝐏𝐸𝐿𝑀𝑂]  and, 

consequently, in case of a DFT/ELMO computation, the DFT/ELMO electronic 

energy cannot be decomposed into terms that can be classified as purely DFT, ELMO 

or DFT/ELMO.  

Finally, it is worth noting that the HF/ELMO and DFT/ELMO algorithms were 

implemented through a suitable modification of the Hartree-Fock and DFT 

subroutines within the Gaussian09 quantum chemistry package.74 
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B. Post-HF/ELMO methods  

The required preliminary step for a post-HF/ELMO calculation is obviously a 

converged Hartree-Fock/ELMO computation, which, in case of a closed-shell system, 

provides a wavefunction having the following form (restricted case): 

ΨRHF/ELMO =
1

√(2(𝑁 + 𝑁𝐸𝐿𝑀𝑂))!
  Â(𝜙1

⊥ �̅�1
⊥  … 𝜙𝑁𝐸𝐿𝑀𝑂

⊥  �̅�𝑁𝐸𝐿𝑀𝑂   
⊥ 𝜑1�̅�1 … 𝜑𝑁�̅�𝑁 )  (13), 

where Â  is the usual antisymmetrizer, {𝜙𝑖
⊥}𝑖=1

𝑁𝐸𝐿𝑀𝑂  are the orthonormalized, frozen 

ELMOs obtained at step 3 of the QM/ELMO SCF algorithm, and {𝜑𝑖}𝑖=1
𝑁  are the 

molecular orbitals resulting from the RHF/ELMO calculation and describing the QM 

subsystem; the overbar symbol is used to indicate a spinorbital with spin-part 𝛽, while 

its absence indicates a spinorbital with spin-part 𝛼. 

As one should expect, the substitutions from occupied to virtual orbitals for the 

subsequent post-HF/ELMO computations do not involve the frozen occupied ELMOs 

{𝜙𝑖
⊥}𝑖=1

𝑁𝐸𝐿𝑀𝑂 , but only the molecular orbitals {𝜑𝑖}𝑖=1
𝑁 . Therefore, since 𝑁 is generally 

much lower than 𝑁 + 𝑁𝐸𝐿𝑀𝑂 , the computational cost is already significantly reduced. 

The cost of the post-HF/ELMO calculation can be obviously further lowered if only 

valence occupied molecular orbitals are considered for the substitutions (frozen core 

approximation), as it was the case for all the post-HF computations performed in the 

present investigation (see Computational Details section). 

Moreover, and more importantly, it is worth reminding that, as seen in the previous 

subsection (particularly, step 7 of the algorithm), the number of virtual orbitals 

resulting from an HF/ELMO calculation is quite low compared to the size of the full 

basis-set for the investigated system. For example, from an RHF/ELMO calculation 

we obtain only 𝑀𝑄𝑀 − 𝑁  virtual orbitals and not 𝑀 − 𝑁 , where 𝑀 ≫ 𝑀𝑄𝑀 . 

Considering that the computational effort to perform a post-HF computation depends 
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more importantly on the number of virtual molecular orbitals than on the number of 

occupied ones, the cost of the post-HF/ELMO computations is already automatically 

and significantly reduced (much more than for the lower number of occupied 

molecular orbitals), without introducing an additional criterion to properly truncate 

the number of atomic orbitals in the preliminary HF/ELMO step. 

In this work, only Møller-Plesset/ELMO and Coupled Cluster/ELMO strategies have 

been developed and discussed. As the SCF QM/ELMO algorithms, they have been 

implemented by modifying the original Møller-Plesset and Coupled Cluster routines 

of Gaussian09.74 

 

III. COMPUTATIONAL DETAILS 

A. Investigated systems and preliminary steps 

In order to start testing performances and efficiency of the newly developed 

QM/ELMO method, we considered three chemically relevant situations: a 

nucleophilic substitution reaction SN2, the dissociation of a bond, and the case of a 

system characterized by hydrogen-bond intermolecular interactions.  

Concerning the SN2 reaction, we studied the nucleophilic substitution of bromine in 

the 1-bromodecane molecule by the chloride anion (see the corresponding reaction 

scheme in Figure 1A). As a first step, reactants and products geometries were 

optimized at B3LYP level of theory (cc-pVDZ basis-set) using the Gaussian09 

software package.74 Starting from these geometries, the transition state (TS) of the 

SN2 reaction was detected using the synchronous transit-guided quasi-Newton method 

(QST2 keyword in Gaussian09).75 The reaction energy profiles were then 

reconstructed using the TS geometry as initial point and integrating the mass-
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weighted intrinsic reaction coordinate (IRC) in both directions until minima were 

reached.76-78 

 

Figure 1. Schematic representation of the chemically relevant processes and properties 

investigated in this work: (A) SN2 nucleophilic substitution of bromine in the 1-bromodecane 

molecule by the chloride anion, (B) dissociation of the terminal C1-OH bond in sorbitol, (C) 

intermolecular interactions in the formic acid - decanoic acid dimer. 
 

As a second case study, we considered the cleavage of the covalent terminal C-OH 

bond in sorbitol to study the capabilities of the new method to correctly retrieve 

molecular dissociation energies. The sorbitol geometry was initially optimized using 

the same level of theory and basis-set employed for the SN2 reaction (B3LYP/cc-

pVDZ). The dissociation energy profile was afterwards constructed scanning the C1-

O internal coordinate (see Figure 1B for the labels) from 0.98 Å to 5.88 Å, with 1.43 

Å as the equilibrium distance. 

Finally, we decided to assess the capabilities of the QM/ELMO strategy in correctly 

modeling intermolecular interactions. To accomplish this task, we considered the 

formic acid - decanoic acid dimer and, in particular, we analyzed the corresponding 

interaction energy profiles as a function of the distance between the monomers. The 

initial structure of the complex was properly designed to have two hydrogen bonds 

between the carboxylic groups of the two monomers (see Figure 1C). As for the other 

systems, the initial geometry was optimized at B3LYP level with the cc-pVDZ basis-

set, in this case properly checking that the two hydrogen bonds remained in the 
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converged structure. The energy profile was then constructed scanning the internal 

coordinate represented by the distance between the two carboxylic carbon atoms (C1 

and C1’, see Figure 1C) from 3.29 Å to 7.79 Å, with 3.79 Å as the equilibrium 

distance.  

In the three cases described above, vibrational frequencies were calculated to assess 

the correct nature of the detected stationary points (minima or transition states). 

Furthermore, sample geometries were extracted from the obtained curves and used to 

perform QM and QM/ELMO calculations (see below). 

 

B. QM/ELMO and QM calculations 

QM/ELMO and QM calculations were performed on all the geometries extracted 

from the energy profiles obtained for the three case studies mentioned above. 

As already discussed in the Theory section, the QM/ELMO computations were 

carried out by exploiting a properly modified version of the Gaussian09 package.74 

For each of the three systems described in the previous subsection, we tried to employ 

four different levels of theory to treat the quantum mechanical region in the 

calculations: i) Hartree-Fock (HF), ii) density functional theory with the B3LYP 

exchange-correlation functional (DFT-B3LYP or, hereinafter, also indicated simply as 

B3LYP), iii) second-order Møller-Plesset perturbation theory (MP2), and iv) Coupled 

Cluster. Concerning the Coupled Cluster level, when possible (see below), we opted 

for the CCSD(T) (Coupled Cluster with single and double substitutions plus 

perturbative triples) method, otherwise we limited to the CCSD (Coupled Cluster with 

single and double substitutions) one. In particular, for the study of the SN2 reaction 

and of the intermolecular interactions, we used the HF, B3LYP, MP2 and CCSD(T) 

techniques. For the C-OH bond breaking in sorbitol, we only used the HF, B3LYP 
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and CCSD levels of theory. The reason behind this choice has to be sought in the 

known shortcoming of CCSD(T) in describing bonds breaking, where the inclusion of 

perturbative triples leads to a wrong estimation of the dissociation energy and, above 

all, to the asymptotic behavior breakdown far from equilibrium.79-81 The same 

anomalous asymptotic behavior was also observed at MP2 level and, for this reason, 

also the MP2 method was not exploited for the computations on sorbitol.  

Furthermore, to explore the effect of the ELMO embedding, we carried out 

QM/ELMO calculations progressively changing the size of the QM regions. For the 

SN2 reaction, we considered from two to eight CH2 alkyl moieties in the QM region 

together with the chlorine and bromine atoms; for the C-OH bond dissociation in 

sorbitol, we included from two to five carbon atoms (along with the corresponding 

substituents), namely from two to five alcohol moieties; finally, in the study of the 

intermolecular interactions, we considered from three to nine carbon atoms or, more 

precisely, we considered QM regions constituted by formic acid plus the carboxylic 

group and a variable number of alkyl groups (from one to seven) of decanoic acid. 

Hereinafter, for all the case studies, the syntax QM(N)/ELMO will indicate 

QM/ELMO calculations where the QM active region comprises N  carbon atoms and 

corresponding substituents as described above.   

To evaluate the approximation introduced through the new approach, all the 

QM/ELMO results were then compared to the benchmark ones obtained from the 

corresponding, standard and fully quantum mechanical calculations at the same level 

of theory. In particular, in this work the fully QM calculations were performed using 

two different basis-sets: cc-pVDZ and aug-cc-pVDZ. The results obtained with the 

former basis-set were considered as references for the corresponding QM/ELMO 

computations with the same standard set of basis functions. The outcomes of the 
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calculations with the aug-cc-pVDZ basis-set were taken as benchmark values of 

QM/ELMO computations carried out with a the mixed basis-set aug-cc-pVDZ/cc-

pVDZ, which allowed us to evaluate the performances and the stability of our 

approach when different sets of basis functions are used for the QM and ELMO 

regions. In particular, in the case of the mixed basis-set, all the atoms belonging to the 

ELMO region plus the frontier ones were treated with the cc-pVDZ set of functions, 

while the remaining atoms of the QM subsystem were described at aug-cc-pVDZ 

level. 

Finally, for the sake of completeness, it is worth noting that all kind of post-HF 

computations (both QM and QM/ELMO) were carried out exploiting the frozen core 

approximation. 

 

C. ELMOs calculations 

The extremely localized molecular orbitals employed in the QM/ELMO computations 

were previously computed on proper model molecules by exploiting a modified 

version65 of the GAMESS-UK quantum chemistry package82 that implements the Stoll 

equations64 (see Supporting Information for more details about the ELMO theory). In 

particular, for the study of the SN2 reactions, the ELMOs describing the fragments of 

the alkyl groups were calculated on an optimized structure of decane; concerning the 

bond dissociation, the necessary ELMOs were determined on the minimum geometry 

of the investigated sorbitol molecule; finally, for the study of the intermolecular 

interactions, the ELMOs were computed by exploiting an optimized geometry of the 

isolated decanoic acid (since the formic acid always belongs to the QM region, see 

previous subsection). All the geometry optimizations of the model molecules were 

carried out at B3LYP/cc-pVDZ level. 
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Before each QM/ELMO calculation, the pre-computed ELMOs were transferred from 

the model molecules on which they were determined to the target molecular 

geometries using the ELMOdb program,73 which is the software associated with the 

recently constructed ELMO libraries73 and which implements the strategy originally 

proposed by Philipp and Friesner71,83 for the rotation of strictly localized molecular 

orbitals (see Supporting Information for more details). 

 

 

IV. BENCHMARK CALCULATIONS 

In this section we will show and analyze the results of the test calculations carried out 

to preliminarily assess the capabilities of the developed QM/ELMO techniques. As 

already anticipated above, we will analyze the performances of the new methods 

when they are applied to model an SN2 reaction (subsection IV.A), the dissociation of 

a bond (subsection IV.B), and intermolecular interactions (subsection IV.C). Finally, 

in subsection IV.D, we will discuss the computational cost associated with the 

performed Coupled Cluster/ELMO calculations. 

 

A. SN2 reaction 

To start assessing the performances of the new QM/ELMO techniques in modeling 

the SN2 substitution reaction between the chloride anion and CH3(CH2)9Br (see Figure 

1A), for each level of theory (i.e., HF, DFT-B3LYP, MP2 and CCSD(T)) and basis-

set (i.e., cc-pVDZ and mixed aug-cc-pVDZ/cc-pVDZ) taken into account, we decided 

to determine the discrepancies ∆∆𝐸𝑇𝑆−𝑅  and Δ∆𝐸𝑇𝑆−𝑃, namely the discrepancies of 

the energy variations ∆𝐸𝑇𝑆−𝑅 = 𝐸𝑇𝑆 − 𝐸𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠  and ∆𝐸𝑇𝑆−𝑃 = 𝐸𝑇𝑆 − 𝐸𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠  

computed at QM/ELMO level from the values of the same quantities computed 
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through the corresponding fully quantum mechanical method. These deviations have 

been monitored by gradually increasing the size of the QM subsystem in the 

QM/ELMO computations, as mentioned in the Computational Details section. The 

results obtained for the discrepancies of the ∆𝐸𝑇𝑆−𝑅  and ∆𝐸𝑇𝑆−𝑃  quantities are 

reported in the left and right panels of Figure 2, respectively. Top and bottom panels 

of Figure 2 refer to the results for basis-sets cc-pVDZ and aug-cc-pVDZ/cc-pVDZ, 

respectively.  

 

 

Figure 2. SN2 reaction: discrepancies of the energy variations ∆𝐸𝑇𝑆−𝑅  (left panels) and 

∆𝐸𝑇𝑆−𝑃  (right panels) computed at QM/ELMO levels (QM = HF, B3LYP, MP2 and 

CCSD(T)) from those obtained through the corresponding fully quantum mechanical 

computations (top panels: cc-pVDZ basis-set; bottom panels: mixed aug-cc-pVDZ/cc-pVDZ 

basis-set). The variation of the discrepancies as a function of the QM region size (i.e., number 

of alkyl groups) is explicitly shown. 
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First of all, let us consider the results obtained with the cc-pVDZ basis-set. From the 

analysis of the top-left panel of Figure 2, it is immediately clear that, regardless of the 

size of the QM subsystem, all the QM/ELMO methods provide energy variations that 

agree with those resulting from the corresponding fully QM computations within 

chemical accuracy, namely the discrepancies are always lower than 1.0 kcal/mol. 

Moreover, all the QM/ELMO techniques show the expected trend: larger 

discrepancies from the benchmark values when only few alkyl moieties are fully 

treated at quantum mechanical level and much lower differences when larger QM 

subunits are considered. Just considering the CCSD(T)/ELMO calculations as an 

example, in absolute value the initial discrepancy (two CH2 moieties in the QM 

region) amounts to 0.66 kcal/mol, it decreases to 0.24 kcal/mol when the QM 

subsystem is increased by one alkyl unit and then it remains lower than 0.1 kcal/mol 

for all the other QM/ELMO computations, obviously converging towards the 

benchmark CCSD(T) result as the QM subunit becomes larger and larger. Concerning 

the top-right panel of Figure 2, we observe exactly the same trends highlighted in the 

top-left one. The only difference is that the deviations of the ∆𝐸𝑇𝑆−𝑃 values oscillate 

between positive and negative values as the size of QM subsystem increases. 

Pertaining to the QM/ELMO results obtained with the mixed aug-cc-pVDZ/cc-pVDZ 

basis-set (bottom panels of Figure 2), we observe exactly the same qualitative trends 

of the obtained ΔΔE values as a function of the size of the QM region. Furthermore, 

also for the mixed basis-set, in practically all the cases, the discrepancies with respect 

to the fully QM calculations are lower than 1.0 kcal/mol, with the only exception 

being the ∆∆𝐸𝑇𝑆−𝑅  value computed at MP2/ELMO level with the smallest active 

region (-1.03 kcal/mol). Finally, it is possible to notice that, for the QM/ELMO 

computations with the smallest QM subsystems, the deviations from the fully 
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quantum chemical results are generally larger than those observed with the cc-pVDZ 

basis-set, although there are also cases in which the opposite is true. The results tend 

to coincide already when 3 or 4 alkyl moieties are included in the QM region and this 

is might due to the fact that, as the active subsystem becomes larger, the 

inhomogeneous-basis-set-frontier is moved away from the subunit of the system 

where chemistry is really taking place. However, it is worth pointing out again that 

practically all the ΔΔE  values related to the aug-cc-pVDZ/cc-pVDZ basis-set are 

within the limit of chemical accuracy, thus suggesting that the use of mixed basis-sets 

to describe the QM and ELMO subsystems in QM/ELMO computations does not 

significantly impact on the quality of the results.  

To investigate the performances of the different QM/ELMO approaches more in 

detail, we also considered the full SN2 reaction profiles. Also in these cases, we did 

that for all the possible levels of theory considered in this study and varying the 

extension of the quantum mechanical region. For the sake of simplicity, we limited 

this analysis to the cc-pVDZ basis-set. All the obtained reaction profiles were 

afterwards compared point-by-point to the corresponding ones resulting from purely 

quantum chemical calculations. Here we report only the results obtained at Hartree-

Fock and CCSD(T) levels (see Figures 3 and 4, respectively), while the analogous 

graphs obtained at B3LYP and MP2 levels are provided in the Supporting Information 

(see Figures S3 and S4). 

Analyzing Figure 3, we can notice that, at Hartree-Fock level, the Δ∆𝐸 discrepancies 

with the benchmark value are lower than 1.0 kcal/mol for every point along the 

reaction coordinate and for each size of the QM subsystem. Furthermore, as observed 

also for the ∆𝐸𝑇𝑆−𝑅  and ∆𝐸𝑇𝑆−𝑃  quantities, we can see that the deviations reduce 

when the QM region becomes larger. In particular, starting from the HF/ELMO 
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computations with at least five alkyl groups included in the active region, the 

differences with the correct Hartree-Fock values are lower than 0.1 kcal/mol for the 

complete reaction profile. 

 

Figure 3. SN2 reaction energy profile at HF level (top panel) and deviations from it when 

HF/ELMO calculations are performed with QM regions of different size (bottom panel); all 

the curves refer to the cc-pVDZ basis-set. 
 

Pertaining to the QM/ELMO computations at CCSD(T) level (see Figure 4), we have 

very similar results. In almost all the cases, the discrepancies with the reference 

CCSD(T) values are lower than 1.0 kcal/mol for each point of the reaction profile. An 

exception is represented by some points of the reaction profile obtained with a QM 

region including only two alkyl groups. However, already from the CCSD(T)/ELMO 

calculations with three CH2 moieties in the QM subsystem, the differences constantly 

remain below 0.3 kcal/mol and the situation further improves as larger QM regions 
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are taken into account.  Completely analogous trends have been obtained through the 

B3LYP/ELMO and MP2/ELMO calculations (see Figures S3 and S4 in the 

Supporting Information), with the largest discrepancies that are observed when the 

smallest active region is considered and that systematically decrease when the active 

region becomes larger.  

 

Figure 4. SN2 reaction energy profile at CCSD(T) level (top panel) and deviations from it 

when CCSD(T)/ELMO calculations are performed with QM regions of different size (bottom 

panel); all the curves refer to the cc-pVDZ basis-set. 
 

To complete the previous analysis, in Figure 5, we reported the maximum and 

average absolute deviations observed for all the reaction profiles obtained through 

QM/ELMO calculations. The depicted histograms basically confirm what was just 

pointed out above. Concerning the HF/ELMO and B3LYP/ELMO computations, the 

largest discrepancies always remain within chemical accuracy, while, for the 
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MP2/ELMO and CCSD(T)/ELMO calculations,  the maximum errors are larger than 

1 kcal/mol only for the smallest QM region. However, in all the situations the 

maximum errors rapidly decrease as the extension of the active subunit increases. The 

same trend as a function of the size of the QM subsystem is also observed for the 

average absolute discrepancies associated with the different QM/ELMO techniques. 

In all cases, the average absolute errors are always lower than 1 kcal/mol. For the sake 

of completeness, it is worth pointing out that, in this case, the range over which the 

average discrepancies were computed corresponds to the one having reactants and 

products as boundaries along the reaction path (see subsection III.A for the exact 

range).  

 

Figure 5. Maximum and average absolute deviations between corresponding QM/ELMO and 

fully QM SN2 reaction energy profiles (cc-pVDZ basis-set). The variation of the deviations as 

a function of the QM region size is explicitly shown. 

 

B. Bond dissociation 

The second chemical process that we took into account to evaluate the capabilities of 

the newly developed QM/ELMO methods was the dissociation of the terminal OH 
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group (position 1) from sorbitol (see Figure 1B). As mentioned in the Computational 

Details section, in this case only three quantum mechanical levels of theory were 

considered for our calculations (Hartree-Fock, DFT-B3LYP and CCSD) with two 

different basis-sets (cc-pVDZ and mixed aug-cc-pVDZ/cc-pVDZ). For each 

combination of level of theory and basis-set, we evaluated the difference of the 

dissociation energy determined with the QM/ELMO approach with respect to the 

same quantity computed with the corresponding fully-QM technique. As done above, 

the discrepancies in the dissociation energies were determined for different sizes of 

the active region in the QM/ELMO computations (see Figure 6). 

Considering the cc-pVDZ basis-set (top panel of Figure 6), unlike what we observed 

for the SN2 reaction, the HF/ELMO and B3LYP/ELMO methods are characterized by 

discrepancies that are larger than 1 kcal/mol when two or three alcohol moieties are 

included in the QM part. On the contrary, the CCSD/ELMO calculations provided 

better results, with deviations from the corresponding CCSD benchmark that are 

slightly greater than 1 kcal/mol only when two carbon atoms (and corresponding 

substituents) are considered in the active region. However, also in this case, for all 

types of QM/ELMO computations, the discrepancies with the benchmark values 

decrease as the QM subunit becomes larger. Finally, for the sake of completeness, we 

note that, while the CCSD/ELMO method underestimates the dissociation energy 

computed at CCSD level, the HF/ELMO and B3LYP/ELMO techniques always 

overestimate the corresponding benchmark results. These trends might be due to the 

size of the QM region adopted for the calculations. 
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Figure 6. Dissociation of the terminal C1-OH bond in sorbitol: discrepancies of the 

dissociation energy values computed at QM/ELMO levels (QM = HF, B3LYP and CCSD) 

from those obtained through the corresponding fully quantum mechanical computations (top 

panel: cc-pVDZ basis-set; bottom panel: mixed aug-cc-pVDZ/cc-pVDZ basis-set). The 

variation of the discrepancies as a function of the QM region size (i.e., number of alcohol 

moieties) is explicitly shown. 
 

Concerning the mixed aug-cc-pVDZ/cc-pVDZ basis-set (bottom panel of Figure 6), 

from the qualitative point of view, we have the same trends observed in the cc-pVDZ 

case. In particular, as already observed above, the ΔΔE values for the HF/ELMO and 

B3LYP/ELMO calculations start being lower than 1 kcal/mol when 4 alcohol 

moieties are included in the QM region. For completeness, we can also notice that 

HF/ELMO and B3LYP/ELMO discrepancies computed with the inhomogeneous 

basis-set practically overlap. For the CCSD/ELMO calculations we also have a trend 



 32 

analogous to the corresponding cc-pVDZ one, but the deviation with respect to the 

full CCSD computation is already within the chemical accuracy limit when only 2 

carbon atoms (and corresponding substituents) belong to the QM region. The previous 

observations confirm that, at least from the energetic point of view, the use of 

different sets of basis functions for the QM and ELMO subsystems does not 

significantly influence the quality of the results. 

For a more detailed analysis, the full dissociation energy profiles were also computed 

for all the levels of theory mentioned above with the cc-pVDZ basis-set, always 

gradually increasing the dimension of the active region in the QM/ELMO 

calculations. Point-by-point comparisons of the obtained profiles were performed 

against those resulting from the corresponding and traditional QM computations. In 

Figure 7, we reported the results obtained at Hartree-Fock level. For the two smallest 

QM regions (two and three alcohol moieties included), we can observe that the 

deviation of the HF/ELMO profile from the fully Hartree-Fock one increases with the 

C-O distance and discrepancies become larger than 1.0 kcal/mol. This is probably due 

to the fact that we are breaking a polar bond. In order to better describe this bond 

cleavage, it is necessary to take into account a larger QM region. In fact, although the 

same qualitative trend is observed for the HF/ELMO computations that involve four 

and five alcohol moieties, in those cases, the discrepancies with the benchmark values 

remain below the maximum limit for chemical accuracy. Exactly the same behavior 

can be observed for the B3LYP/ELMO calculations (see Figure S5 in the Supporting 

Information). On the contrary, better results were obtained through the calculations at 

CCSD level. In fact, in Figure 8, we can notice that, except for some points exceeding 

chemical accuracy for the QM/ELMO computations with the smallest active 

subsystem, all the other CCSD/ELMO profiles show deviations from the fully CCSD 



 33 

one that are lower than 0.61 kcal/mol. Also in this situation, the differences clearly 

and significantly decrease when four or five carbon atoms (with corresponding 

substituents) are included in the QM part of the QM/ELMO computations. 

 

Figure 7. Dissociation energy profile of the terminal C-OH bond in sorbitol at HF level (top 

panel) and deviations from it when HF/ELMO calculations are performed with QM regions of 

different size (bottom panel); all the curves refer to the cc-pVDZ basis-set. 
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Figure 8. Dissociation energy profile of the terminal C-OH bond in sorbitol at CCSD level 

(top panel) and deviations from it when CCSD/ELMO calculations are performed with QM 

regions of different size (bottom panel); all the curves refer to the cc-pVDZ basis-set. 
 

To better highlight and somehow summarize the trends discussed in the previous 

paragraph, in Figure 9, we show the maximum and average absolute discrepancies 

obtained for all the reaction profiles calculated at QM/ELMO levels. In agreement 

with what was pointed out above, at Hartree-Fock and B3LYP levels the maximum 

absolute deviation from the benchmark values is greater than 1.0 kcal/mol when the 

two smallest QM region are employed in the calculations, but it constantly decreases 

by increasing the size of the active subsystem. In the CCSD case, the maximum 

absolute error is greater than 1.0 kcal/mol only when two carbon atoms are included 

in the quantum mechanical part, but in all the other cases the maximum absolute 

discrepancy is below the threshold required for chemical accuracy. We also calculated 
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average discrepancies. However, unlike the SN2 reaction, in this situation, there were 

no clear boundaries in the energy profile to define the range over which computing 

the average deviations. For this reason we decided to consider the profile obtained at 

CCSD level as a reference and, as upper boundary, we took the point where the 

energy variation was small enough to be considered as a point belonging to the 

plateau region (see again section III.A for the exact range) and practically 

corresponding to the dissociation limit. For the sake of consistency and in order to 

compare all the results on the same footing, this range was used for all the QM levels 

of theory used in our computations. Obviously, the choice of the range may influence 

the values obtained for the average discrepancies. Therefore, for the selected range, at 

Hartree-Fock level only the QM/ELMO computations with the smallest QM region 

are above the chemical accuracy limit, while, at B3LYP level, also the one with three 

alcohol moieties treated with DFT is slightly greater than 1.0 kcal/mol. Finally, as one 

should expect from the analysis of the dissociation energy profiles, all the average 

absolute discrepancies remain within chemical accuracy for the CCSD/ELMO 

calculations, with the largest average absolute difference amounting to 0.75 kcal/mol 

and corresponding to the computations with only two carbon atoms (and 

corresponding substituents) in the active QM region. 
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Figure 9 Maximum and average absolute deviations between corresponding QM/ELMO and 

fully QM dissociation energy profiles for the terminal C-OH bond in sorbitol (cc-VDZ basis-

set). The variation of the deviations as a function of the QM region size is explicitly shown. 

 

C. Intermolecular interactions 

To complete our preliminary test calculations, we also decided to assess the 

performances of the QM/ELMO approaches in describing intermolecular interactions. 

To accomplish this task, we particularly considered the two hydrogen bond 

interactions occurring between decanoic and formic acids (see Figure 1C). As in the 

SN2 reaction investigation, also in this case study, for our calculations we considered 

four levels of theory (Hartree-Fock, DFT-B3LYP, MP2 and CCSD(T)) with two 

different basis-sets (cc-pVDZ and mixed aug-cc-pVDZ/cc-pVDZ). For all the 

combinations of levels of theory and basis-sets, we evaluated the intermolecular 

interaction energies (𝐸𝑖𝑛𝑡 = 𝐸(𝑅𝑒𝑞) − 𝐸(𝑅∞)) at QM/ELMO level and the obtained 

values were compared to those resulting from the corresponding, fully QM 

calculations. As indicated in the Computational Details section, this was done for 



 37 

different extensions of the quantum mechanical subsystem in the QM/ELMO 

computations. Figure 10 summarizes the obtained results. 

 

Figure 10. Intermolecular interactions in the formic acid - decanoic acid dimer: discrepancies 

of the interaction energy values computed at QM/ELMO levels (QM = HF, B3LYP and 

CCSD(T)) from those obtained through the corresponding fully quantum mechanical 

computations (top panel: cc-pVDZ basis-set; bottom panel: mixed aug-cc-pVDZ/cc-pVDZ 

basis-set).  The variation of the discrepancies as a function of the QM region size (i.e., 

number of carbon atoms and corresponding substituents) is explicitly shown. 
 

Pertaining to the cc-pVDZ basis-set (top panel of Figure 10), we can observe that all 

the QM/ELMO calculations provide interaction energies that are in excellent 

agreement with the corresponding fully quantum mechanical ones, irrespective of the 

QM region size. In particular, we can notice that all the discrepancies for the 

interaction energies are below 1.0 kcal/mol and, from the second smallest active 
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region, all the differences with the benchmark values even drop below 0.03 kcal/mol. 

As usual, the results constantly improve as the size of the QM subsystem increases 

and they converge to the results of the benchmark computations. 

Promising results were also obtained in the case of the mixed basis-set aug-cc-

pVDZ/cc-pVDZ. In fact, also in this situation, all the ΔΔE values are always lower 

than 1.0 kcal/mol, with the largest discrepancy observed for the CCSD/ELMO 

calculation performed with the smallest QM region (0.34 kcal/mol). Furthermore, for 

QM subsystems larger than 4 carbon atoms (and corresponding substituents), the 

energy deviations from the results of the fully QM computations are always lower 

than 0.1 kcal/mol, regardless of the quantum chemical method used for the active 

region. All of these observations seem to confirm that the use of different basis-sets 

for the QM and ELMO subsystems does not change the quality of the QM/ELMO 

results, which could have an important repercussion on calculations performed on 

larger systems. 

 At a later stage we considered the complete interaction energy profiles obtained at the 

QM/ELMO levels with active subunits having different dimensions. Also in this case, 

without losing generality, we limited our analysis only to the cc-pVDZ basis-set.  In 

analogy with the procedure followed for the SN2 reaction and the bond dissociation, 

the QM/ELMO energy profiles were compared point-by-point to the corresponding 

QM ones. Here we reported the results associated with the HF/ELMO and 

CCSD(T)/ELMO computations (see Figures 11 and 12, respectively). 
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Figure 11. Interaction energy profile for the formic acid - decanoic acid dimer at HF level 

(top panel) and deviations from it when HF/ELMO calculations are performed with QM 

regions of different size (bottom panel); all the curves refer to the cc-pVDZ basis-set. 
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Figure 12. Interaction energy profile for the formic acid - decanoic acid dimer at CCSD(T) 

level (top panel) and deviations from it when CCSD(T)/ELMO calculations are performed 

with QM regions of different size (bottom panel); all the curves refer to the cc-pVDZ basis-

set. 
 

Concerning the calculations at Hartree-Fock level (see Figure 11), we can see that, 

even with the smallest QM region, the differences with the corresponding fully QM 

calculations remain extremely small along the whole interaction energy profile and 

become very negligible when the QM regions comprise five carbon atoms. A very 

similar trend can be observed for the computations at CCSD(T)/ELMO level (see 

Figure 12), where, for all the profiles, the discrepancies from the CCSD(T) 

benchmark always remain within the limit of chemical accuracy. We can only observe 

that, in this case, the discrepancies are slightly larger than those observed at Hartree-
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Fock level. Completely analogous results were obtained through the B3LYP/ELMO 

and MP2/ELMO computations (see Figures S6 and S7 in the Supporting Information). 

 

Figure 13 Maximum and average absolute deviations between corresponding QM/ELMO and 

fully QM interaction energy profiles for the formic acid - decanoic acid dimer (cc-pVDZ 

basis-set). The variation of the deviations as a function of the QM region size is explicitly 

shown. 
 

To complete the previous analysis, we also considered the maximum and average 

absolute deviations along the energy profiles (see Figure 13). To compute the average 

discrepancies, we chose an averaging-range (unique for all the levels of theory) by 

adopting a philosophy analogous to the one used in the case of the C-O bond cleavage 

in sorbitol, with the upper limit corresponding to a point belonging to the plateau 

region in the CCSD(T) interaction energy curve. The obtained values confirm what 

was observed above: regardless of the theoretical level chosen for the QM/ELMO 

computations, the results are in excellent agreement with the corresponding traditional 

ones, with maximum discrepancies that are well-below the threshold of chemical 

accuracy. The largest error was observed at CCSD(T)/ELMO level with the smallest 

active region and amounts to 0.27 kcal/mol. As usual and as one should expect, in all 
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the cases, the maximum and average absolute deviations decrease as the QM 

subsystem becomes larger. Analyzing in more detail the results, we also notice that 

the HF/ELMO computations are the ones that provide the lowest maximum and 

average discrepancies with respect to the corresponding benchmark values, while the 

MP2/ELMO and CCSD(T)/ELMO calculations are those that give the largest 

deviations, although, as already pointed out above, these deviations are always 

significantly below 1.0 kcal/mol. 

 

D. Computational cost 

In this section, we focus on the computational cost of the QM/ELMO method at 

Coupled Cluster level, which is by far the most computationally expensive of all the 

QM/ELMO techniques developed so far. This will allow us to better evaluate the 

reduction of the computational effort by introducing the QM/ELMO embedding 

approximation in the post-HF methods. To this purpose, in Table 1 we reported the 

number of occupied (frozen and active) molecular orbitals, the number of virtual 

molecular orbitals and the CPU times associated with the CCSD(T)/ELMO and fully 

CCSD(T) computations carried out with the cc-pVDZ basis-set on the transition state 

structure for the investigated SN2 reaction (see above). 

From the analysis of Table 1 it clearly emerges that, in post-HF/ELMO calculations, 

the number of involved active occupied molecular orbitals and the number of virtual 

orbitals are much lower than the same numbers in fully post-HF computations, 

especially if the QM region remains relatively small. In particular, as we already 

anticipated in the Theory section, the number of virtual orbitals significantly reduces. 

For example, if we consider the QM subsystem comprising only three alkyl groups, 

which is already a QM subsystem that allowed the achievement of chemical accuracy 
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for all the points along the reaction energy profile at CCSD(T)/ELMO level, we can 

observe that the number of virtual orbitals only amounts to 85 against 236 for the 

traditional quantum mechanical calculation. 

 

Table 1. Number of (frozen and active) occupied molecular orbitals (𝑁𝑜𝑐𝑐), number of virtual 

molecular orbitals (𝑁𝑣𝑖𝑟𝑡) and timings associated with the CCSD(T)/ELMO and CCSD(T) 

calculations (cc-pVDZ basis-set) performed on the transition-state structure for the SN2 

reaction between 1-bromodecane and chloride anion.(a) 

 

Calculations 
𝑁𝑜𝑐𝑐  

𝑁𝑣𝑖𝑟𝑡 

 

CPU time (s) 

 

% 
Frozen Active 

QM(2)/ELMO 49 18 64 3962.6 1.3 

QM(3)/ELMO 46 21 85 6413.0 2.1 

QM(4)/ELMO 43 24 106 11207.8 3.7 

QM(5)/ELMO 40 27 127 18194.1 5.9 

QM(6)/ELMO 37 30 148 33806.8 11.0 

QM(7)/ELMO 34 33 169 65108.8 21.2 

QM(8)/ELMO 31 36 190 109481.7 35.7 

Full QM (10) 24 43 236 306446.5 100.0 

(a) The recorded timings were obtained by performing parallel calculations on 16 Intel Xeon 

Gold 6130 2.1 GHz processors. 
  

The previous observation has a direct consequence on the computational cost of the 

CCSD(T)/ELMO computations. In Table 1 we can indeed observe significant savings 

in terms of CPU time. For instance, always considering the active region that 

comprises three alkyl groups, we can notice that the CCSD(T)/ELMO calculation 

takes only 2.1% of the time taken by the corresponding and traditional CCSD(T) 

computation. As one should expect, the computational cost of the CCSD(T)/ELMO 

calculations increases as larger QM region are used, but in the case reported in Table 

1, the recorded timings never exceed 36% of the CPU time for the full computation. 

Analogous trends were observed for calculations performed on the minimum energy 
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structures of sorbitol and of the formic acid - decanoic acid dimer (see Tables S1 and 

S2 in the Supporting Information). 

 

V. CONCLUSIONS 

In this work we have presented the extension of the recently proposed quantum 

mechanics/extremely localized molecular orbital method to correlated techniques 

(mainly, DFT, Møller-Plesset perturbation theory and Coupled Cluster approach) in 

order to allow more accurate treatments of the quantum mechanical regions of the 

investigated systems. Already from a preliminary theoretical analysis of the 

QM/ELMO equations, it clearly appears that the novel post-HF/ELMO strategies are 

characterized by a significantly lower computational cost. In fact, compared to the 

corresponding fully correlated techniques, the QM/ELMO approach intrinsically 

allows to use not only a reduced number of occupied molecular orbitals, but also, and 

more importantly, a reduced number of virtual molecular orbitals with which 

constructing the different terms of the multi-determinant wavefunctions. 

The computational advantages of the post-HF/ELMO techniques were confirmed by 

our preliminary test calculations, which were carried out to further evaluate the 

performances of the new strategies when they are exploited to describe typical 

chemical processes and features, such as chemical reactions, bond dissociations and 

intermolecular interactions. The results have also shown that, despite the 

simplification introduced through the description of the chemical environment by 

means of transferred and frozen extremely localized molecular orbitals, the 

QM/ELMO methods allow to reproduce the results of the corresponding fully 

quantum mechanical calculations within chemical accuracy also when quite small QM 

subsystems are used. Of course, for a more complete and definitive assessment on the 
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potentialities of the presented techniques, we plan to apply them to additional test 

cases comprising bond-rearrangements reactions (e.g., Claisen and Diels-Alder 

reactions) and some additional intermolecular interactions covering both dispersion-

bound and hydrogen-bonded complexes. A further and more detailed analysis of the 

basis-set dependence is also envisaged to completely characterize the performances of 

the QM/ELMO strategy.       

However, considering the preliminary results collected in this study and the 

advantages of the recently constructed ELMO libraries, we could already anticipate 

future applications of the novel QM/ELMO techniques to more challenging problems 

related to large biomolecules. In this context, one possibility is to exploit our new 

embedding strategies to the computational study of enzyme catalysis. To accomplish 

this task, we are also planning to further extend the QM/ELMO method by including 

a third Molecular Mechanics level in the calculations, thus giving rise to a 

QM/ELMO/MM strategy that will enable to treat larger and larger biochemical 

systems with a relatively low computational effort.  

Another envisaged direction is the use of the new embedding strategy to study excited 

states of macromolecules, such as proteins. To this purpose, the simplest idea is to 

exploit the QM/ELMO technique by modeling the QM subsystem with well-

established wavefunction-based methods for excited states, such as Multi-Reference 

Configuration Interaction (MRCI),84,85 Complete Active Space Self-Consistent Field 

(CASSCF),86,87 CASPT2,88-90 Equation-Of-Motion Coupled Cluster (EOM-CC),91-93 

and Linear Response Coupled Cluster (LR-CC),94,95 just to cite a few. In this context, 

another tantalizing perspective could also be the coupling of the basic embedding 

Hartree-Fock/ELMO method with the single-determinant approaches for excited 
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states (MOM (Maximum Overlap Method) and IMOM (Initial Maximum Overlap 

Method)) proposed by Gill and coworkers.96-98 

Moreover, in the near future, the newly developed QM/ELMO techniques could be 

also used in connection with modern methods of quantum crystallography.99-103 Their 

more immediate application could consist in the coupling with the promising 

Hirshfeld atom refinement (HAR) strategy104-106 in order to determine accurate and 

precise crystal structures of metalloproteins, as an improvement of the recently 

proposed HAR-ELMO (Hirshfeld atom refinement – extremely localized molecular 

orbital) approach107 that already allowed fast, accurate and precise refinements of 

polypeptide and small protein crystal structures. Another possibility in the framework 

of quantum crystallography could also be the development and implementation of a 

novel X-ray restrained/constrained QM/ELMO technique, which will represent the 

first variant for quite large systems of the X-ray restrained/constrained wavefunction 

strategies developed by Jayatilaka and others108-122 to obtain wavefunctions that fit 

experimental X-ray diffraction data upon simultaneous minimization of the molecular 

electronic energy. 
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