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Domain walls in magnetic thin films display a complex dynamical response when subject to an external drive. It is claimed that different dynamic regimes are correlated with the domain-wall roughness, i.e., with the fluctuations of domain-wall position due to the inherent disorder in the system. Therefore, key to understanding the dynamics of domain walls is to have a statistically meaningful measure of the domain-wall roughness. Here we present a thorough study of the roughness parameters, i.e., roughness exponent and roughness amplitude, for domain walls in a ferrimagnetic GdFeCo thin film in the creep regime. Histograms of roughness parameters are constructed with more than 40 independent realizations under the same experimental conditions, and the average values and standard deviations are compared in different conditions. We found that the most prominent feature of the obtained distributions is their large standard deviations, which is a signature of large fluctuations.

We show that even if the roughness parameters for a particular domain wall are well known, these parameters are not necessarily representative of the underlying physics of the system. In the low field limit, within the creep regime of domain-wall motion, we found the average roughness exponent and roughness amplitude to be around 0.75 and 0.45 μm², respectively. When an in-plane magnetic field is applied we observed that, even though the distributions are wide, changes in the mean values of roughness parameters can be identified; the roughness exponent decreasing to values around 0.72 while the roughness amplitude increases to 0.65 μm². Our results call for a careful consideration of statistical averaging over different domains walls when reporting roughness exponents.
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I. INTRODUCTION

One possible route to the development of new recording technologies is based on thin magnetic materials [1–7]. The basic understanding of magnetization reversal mechanisms, which are dominated by domain-wall dynamics, is thus critical. In this sense, it is crucial to understand the velocity response to external drives (magnetic field or electric current). On one hand, the linear behavior at high drives needs to be tuned for the design of fast and energetically efficient magnetic memory devices. On the other hand, the nonlinear velocity-field behavior at low drives should also be considered. For example, proper recognition of the dynamic properties within the disorder dominated depinning regime helps in designing materials with low depinning fields, allowing them to reach the regime of linear velocity-field response at lower fields.

Domain wall dynamics in thin magnetic materials results from the interplay between the elastic energy of the domain wall, the intrinsic disordered energy landscape of the sample, the Zeeman energy contribution due to external magnetic fields, and the thermal energy scale. As a consequence, different dynamical regimes can be observed as a function of the external drive. Even though for thin magnetic materials the natural choice as the external drive is the magnetic field, coupling of the magnetic system with different drives, such as electric currents [2,8–11], electric fields [12–15], and strain [16,17], has also been investigated. Particularly, in systems with perpendicular magnetic anisotropy, the role of in-plane magnetic fields has attracted much attention [7,15,18–23].

In the low drive region, the velocity-field response is dominated by the intrinsic disorder in the sample. This disorder can be related to surface terraces or structural defects which are originated in the growth process. A remarkable fingerprint of the disorder is the existence of the depinning field HD, well above HD, the domain-wall velocity grows linearly with the external field, commonly referred to as the flow regime. Below the depinning field, domain-wall dynamics is strongly hindered, leading to the so-called creep regime. In this last regime, velocity-field response can be described as a stretched exponential, ln ν ∼−H−μν, characterized by a universal creep exponent μ depending only on dimensionality, general elastic properties of the domain wall, and disorder characteristics. In
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fact, using scaling arguments [24,25] it is possible to write that
\[ \mu = \frac{2\xi_{eq} + d - 2}{2 - \xi_{eq}}, \] (1)
where \( d \) is the dimensionality of the domain wall (\( d = 1 \) for magnetic thin films). The roughness exponent \( \xi \) gives the power-law growth of transverse fluctuations of the domain-wall position as a function of the longitudinal length scale \( r \), i.e., along the direction defined by the mean position of the domain wall. These fluctuations can be quantified by the roughness function \( B(r) \) and, as we will show below, it follows \( B(r) \sim r^{2\xi} \). The value of the roughness exponent entering in Eq. (1) is the one obtained at equilibrium, \( \xi_{eq} \), i.e., in the zero field limit [24,25]. The relationship between \( \mu \) and \( \xi_{eq} \) shows that there is a strong connection between domain-wall dynamics at low fields and geometric fluctuations of the domain-wall position [26]. For the case of harmonic elastic one-dimensional domain walls in a short-range correlated disorder \( \xi_{eq} = 2/3 \) and thus \( \mu = 1/4 \).

The importance of the connection between the creep law, \( \ln v \sim -H^{-1/4} \), and the roughness exponent \( \xi \) was early recognized in the seminal work of Lemerle et al. [27]. It was subsequently realized that, at finite applied fields, different roughness exponents characterize different length scales of domain-wall fluctuations. The length scales at which the crossover between different roughness exponents occur strongly depend on the external magnetic field [26,28]. As an important consequence, one has to consider in detail the experimental accessible length scales in order to interpret roughness results [29].

Though knowing the roughness exponent is necessary for a complete understanding of domain-wall dynamics, after the work of Lemerle and coworkers [27] experimental reports of roughness exponents of domain walls in magnetic thin films are scarce (see Refs. [9,29–36]). Measuring domain-wall roughness exponents would require to experimentally obtain domain-wall positions and then to define and compute a proper correlation function, such as the commonly used roughness function \( B(r) \), which measures displacement-displacement correlations. Furthermore, whether the roughness exponent should be extracted from a correlation function averaged over many domain walls or as the average of individual domain walls roughness exponents has been recently theoretically addressed using numerical models for equilibrium and depinning interfaces [37]. This last study also pointed out that the broadness of the distribution of roughness exponents should be considered when reporting reliable values. Motivated by this observation, we experimentally study in this work the roughness properties of domain walls in magnetic thin films. Our study focuses on the creep regime of magnetic field driven domain walls in GdFeCo thin ferrimagnetic films. We report distributions for roughness parameters in the creep regime and show that they present a non-negligible broadness. Furthermore, we study how the distributions are affected by the application of an in-plane magnetic field. In order to obtain the presented results special attention is paid to the protocol used for the acquisition and processing of images and the statistical properties of roughness parameters.

The rest of the work is organized as follows. Section II comprises experimental details and the velocity-field characteristics. The protocol used to extract roughness parameters is described in detail in Sec. III. Section IV presents the statistical analysis of the data and discusses its significance. Finally, Sec. V is devoted to a summary and a discussion of the results.

II. SAMPLE DETAILS AND DOMAIN-WALL VELOCITY

This section is dedicated to a description of the sample and of the main methods used in the experiments, together with the velocity-field characteristics which sets the ground for roughness analysis.

A. Sample and methods

Domain-wall roughness is studied in a GdFeCo sample which comprises a Ta(5 nm)/Gd0.12Fe80.8Co6(10 nm)/Pt(5 nm) trilayer deposited on a thermally oxidized silicon Si/SiO2(100 nm) substrate by RF sputtering. The thickness of each layer is indicated in parenthesis. The GdFeCo thin film is a rare-earth-transition metal (RE-TM) ferrimagnetic compound presenting a dominant perpendicular magnetic anisotropy (i.e., magnetization lies perpendicular to the film plane) with the RE and TM magnetic moments antiferromagnetically coupled. One of the key features present in this family of materials is the magnetization compensation temperature \( T_M \). At this characteristic temperature the RE and TM antiferromagnetically-coupled magnetic moments compensate and the net magnetization of the sample vanishes. In practice, the magnetization compensation temperature can be tuned with the composition of its constituents [38]. In addition, due to the fact that the RE and TM gyromagnetic factors may differ, an angular momentum compensation temperature at a value different from the magnetization compensation temperature can be observed. This leads for instance to very high domain-wall mobility in GdFeCo thin layers close to the angular momentum compensation temperature [39].

As shown in the inset of Fig. 1(b), SQUID magnetometer measurements of the magnetization of the sample indicate that the magnetization compensation temperature is \( T_{\mu} \approx 190 \) K. Although we do not have a direct measure of the angular momentum compensation temperature \( T_{\mu} \), using the strong correlation between \( T_{\mu} \) and \( T_A \) reported in Ref. [40] we can estimate that \( T_A \approx 265 \) K.

Domain wall velocities were computed from differential images acquired with a polar magneto-optical Kerr effect microscope, whose spatial resolution is typically around 1 \( \mu \)m. First, sample temperature was stabilized at \( T = 295 \) K well above both its magnetization compensation temperature \( T_M \) and its angular momentum compensation temperature \( T_A \). The magnetization of the sample is first saturated with an out-of-plane magnetic field \( H_z \) in the \(-z\) direction. Then a short magnetic field pulse in the opposite direction is used to nucleate magnetic domains with positive magnetization. A second pulse of intensity \( H_z \) and duration \( \Delta t \) is used to favor the nucleated domain to grow, thus resulting in the displacement of the domain wall. Images were captured after and before the application of the magnetic field pulse. By measuring the mean domain-wall displacement in the
depinning temperature. One thus expects for \( H_e < H_d \) that
\[
v = v_d e^{-\Delta E/(k_B T)},
\]
with a depinning velocity scale \( v_d \) and the characteristic energy barrier
\[
\Delta E = k_B T_d \left( \frac{H_e}{H_d} \right)^{-\mu} - 1,
\]
with the creep exponent \( \mu = 1/4 \) (see Refs. [41,42] and references therein). Therefore, the velocity-field characteristics are shown in Fig. 1(a) as a creep plot, \( \ln v \) vs \( H_e^{-1/4} \). It is observed that the velocity follows the creep law (continuous line) in a wide velocity range, from \( 3.7 \times 10^{-7} \) m/s at a field of 31.0 Oe to 3 m/s at 100 Oe. The fact that the velocity-field characteristic is well described by the creep law suggests that the dynamics can be described within the weak disorder limit, i.e., without strong pinning effects.

In Fig. 1(a) we also show the three cases where the roughness was analyzed in detail. The point marked as a diamond corresponds to \( H_e = 32.0 \) Oe and \( H_d = 0 \), a reference point in the mentioned creep regime. The point marked as a triangle corresponds to the same out-of-plane field, \( H_e = 32.0 \) Oe, but with a simultaneously in-plane applied field of \( H_x = 850 \) Oe, resulting in an increase of the domain-wall velocity. With the aim to also compare roughness at similar velocities, we studied the case with a pure out-of-plane field, \( H_e = 35.6 \) Oe, shown as a square shaped point in Fig. 1(a).

Application of an in-plane field \( H_x \) results in an asymmetric velocity-field response. This can be appreciated in Fig. 1(c), where the domain-wall velocity as a function of \( H_x \) at constant out-of-plane field \( H_e = 35 \) Oe is presented. The average domain-wall longitudinal direction is vertical and the in-plane field is applied in the horizontal direction, which is the direction of displacement of the DW. The asymmetric velocity-field response shown in Fig. 1(c) is compatible with the Dzyaloshinskii-Moriya interaction [18,20,43]. Assuming the observed behavior is due to the Dzyaloshinskii-Moriya interaction, the minimum of the velocity-field curve would occur at a value \( H_{DMI} \) proportional to the magnitude of the Dzyaloshinskii-Moriya interaction. For planar domain-wall profiles, inverting the out-of-plane field changes the velocity direction and, if the direction of the in-plane field is also inverted, a minimum velocity at \( -H_{DMI} \) is obtained [20,43], as shown in Fig. 1(c). The increase of the creep velocity for finite \( |H_x| > H_{DMI} \) can be associated to a decrease of the effective energy barrier, which is proportional to the domain-wall energy density. Thus, a decrease of the effective energy barrier can be correlated with the expected decrease of the domain-wall energy density with an applied in-plane field [45,44]. The triangular point in Fig. 1(a) was obtained at \( H_e = 850 \) Oe, which is almost three times the Dzyaloshinskii-Moriya field \( H_{DMI} \approx 300 \) Oe. As shown in Fig. 1(c), for this particular magnitude of the in-plane field the velocity does not change with the inversion of \( H_e \) [i.e., \( v(H_x) = v(-H_x) \)]. As in a general sense the roughness of the domain wall is expected to be correlated with its velocity, this suggests that the roughness parameters should not depend on the direction of \( H_e \) with respect to the domain-wall velocity for \( |H_x| \approx 850 \) Oe. In fact, in the results presented below, obtained with \( H_e = 850 \) Oe,
we do not observe a dependence of the roughness parameters on the relative direction between domain-wall displacement and applied in-plane field. A careful analysis of the roughness parameters as a function of the relative angle between in-plane field and domain-wall displacement for different $H_x$ values is beyond the scope of the present work. In the following, in order to unveil the main features of a statistically representative analysis of roughness parameters we shall focus on the three cases described in Fig. 1(a).

III. MEASURING DOMAIN-WALL ROUGHNESS

Lets consider a domain wall whose mean position defines the longitudinal direction $r'$, with the domain-wall position of a segment of size $L$ defined through $u(r')$. The roughness for a single domain wall of longitudinal size $L$ can be obtained through the roughness function $B(r)$, defined as the displacement-displacement correlation function

$$B(r) = \frac{1}{L-r} \int_0^{L-r} [u(r') - u(r')]^2 dr',$$

with $r$ lying in the longitudinal direction. Note that the normalization constant $1/(L-r)$ properly takes into account that $L$ and $r$ might have comparable values and goes to $1/L$ when $L \gg r$. For self-affine domain walls the roughness function is expected to grow as $B(r) \sim r^{2\zeta}$, with $\zeta$ the roughness exponent [45,46]. In general, this roughness exponent characterizes the scale invariance of geometrical fluctuations of domain-wall profiles. In the context of the depinning transition, characterizing domain-wall roughness may provide information of the different dynamical regimes as a function of the external drive [26]. Domain wall profiles are therefore used to compute the roughness function, Eq. (4), which is then fit using

$$B(r) = B_0 \left( \frac{r}{\ell} \right)^{2\zeta},$$

which includes the roughness exponent $\zeta$ and the roughness amplitude $B_0$ as fitting parameters. The $\ell$ scale accounts for the units of the longitudinal scale $r$, so that $B_0$ has the same units as the roughness function $B(r)$ (here we use $\ell = 1 \, \mu\text{m}$). Hereafter, we shall refer to $\zeta$ and $B_0$ as the roughness parameters.

We shall focus our measurements of the domain-wall roughness in a low velocity range in the creep regime. In order to measure domain-wall roughness, we first locate the typical nucleation centers, then we choose a region of the sample free and far from nucleation centers. After application of nucleation and propagation magnetic field pulses we observe the appearance, in the field of view of the microscope, of an almost flat domain wall. In this case domain-wall images were captured with the magnetic field always applied. The shutter time for the camera was $\Delta t_{\text{shut}} \approx 20 \, \text{ms}$. Due to the small magnetic field used, the mean displacement of the domain wall during the image capture time ($\Delta x_{\text{shut}} = v \Delta t_{\text{shut}} \approx 10 \, \text{nm}$) is much smaller than the resolution of the microscope and then the system is in a quasistatic condition. To confirm that, we verified that there were no differences in the results if the magnetic field was switched on or off during the image acquisition.

In order to illustrate how measured roughness can fluctuate between independently imaged domain walls, even under the same experimental conditions, Fig. 2 presents different domain-wall profiles obtained almost in the same sample place, with the same out-of-plane field $H_z = 35.6 \, \text{Oe}$ and zero in-plane field $H_x$, corresponding to the square point in Fig. 1(a). These images were taken starting from a given initial profile and then letting the system evolve under magnetic field pulses of intensity $H_x$ with the pulse duration $\Delta t$ long enough such that the positions of the domain walls before and after the application of the field pulse are uncorrelated between each other, i.e., two domain walls are not superimposed in any region, not sharing any fraction of their profiles. The external magnetic field alternates sign, $\pm H_x$, allowing us to obtain a large number of domain walls in the same region of the sample, thus always testing (from a statistical point of view) the same disordered energy landscape. Therefore, under this protocol we shall consider the different obtained domain-wall profiles as independent realizations under the same experimental conditions. Furthermore, domain walls images were taken in the same location of the sample for all three cases where the roughness is analyzed in detail [indicated in Fig. 1(a)], guaranteeing that the material features are always the same while the external parameters are changed. For example, the images in Fig. 2 are image crops of different domain walls obtained within the same field of view of the microscope.
domain wall in Fig. 2(b) looks rougher than that on Fig. 2(a) is accounted for by the value of the roughness amplitude and not by a change in the roughness exponent. Finally, Fig. 3(c) presents the roughness function for the domain wall shown in Fig. 2(c), with roughness parameters $\zeta = 0.83$ and $B_0 = 0.34 \mu m^2$. Therefore, in this last case we obtain a value for the roughness exponent larger than those obtained for the other two domain-wall profiles but with the same roughness amplitude as in Fig. 2(a).

Figure 3 shows that when using Eq. (5) to fit the linear regime of the roughness function corresponding to domain-wall profiles obtained under the same conditions (Fig. 2), some striking differences can be observed. Firstly, taking into account the obtained roughness parameters and comparing Figs. 2(a), 2(b) and 2(c), one can state that the naked eye is more likely to recognize differences in the roughness amplitude of the roughness function than in the roughness exponent: One could say that the domain-wall profile in Fig. 2(b) is rougher than in Fig. 2(a), related to its amplitude, but one could not say with the naked eye that the roughness exponent is changing between Fig. 2(c) and Fig. 2(a). Secondly, and more importantly, intrinsic stochastic variations in the values of both the roughness amplitude and the roughness exponent compel us to perform a detailed statistical study of these quantities. This variability also evidences that a single value of the roughness parameters is only representative of a given wall in a given situation but it can not be attributed to a statistical representation of the whole system. A detailed statistical analysis of roughness parameters is presented in the next section.

**IV. STATISTICALLY REPRESENTATIVE ROUGHNESS PARAMETERS**

Since the roughness parameters present noticeable intrinsic fluctuations over domain-wall realizations, we address the question of how to properly report the results in order to provide statistically relevant material dependent parameters. As representative results we show in this section the statistical analysis of domain-wall roughness for the three studied cases shown in Fig. 1(a). This will permit us to compare roughness parameters obtained with and without an in-plane field.

Before directly comparing average roughness parameters, we notice that domain-wall profiles look rougher when the in-plane field is switched on, as shown in Fig. 4. We have systematically observed the same feature over many images and for different values of in-plane fields. Figure 4(a) shows a typical domain-wall profile corresponding to a velocity $v = 0.50 \mu m/s$ obtained using an out-of-plane field $H_z = 32.0$ Oe. Figure 4(b) shows a domain-wall profile for the same value of $H_z = 32.0$ Oe as in Fig. 4(a) but with a finite value of the in-plane field $H_x = 850$ Oe, corresponding to $v = 3.25 \mu m/s$. Comparing Figs. 4(a) and 4(b), a change on the roughness of the domain-wall profile is appreciable, suggesting that domain walls look rougher when the in-plane field is applied.

The main results of the statistical analysis are presented in Fig. 5. Panels (a) and (b) show the frequency histograms for the roughness exponent and the roughness amplitude for $H_x = 32.0$ Oe and zero $H_z$. On one hand, taking into account...
that it is expected that $0 < \zeta < 1$, since the $B(r)$ function is used to obtain the roughness exponent [37,46], the distribution of $\zeta$ values is rather wide. The histogram in Fig. 5(a) has a mean value of $\bar{\zeta} = 0.759$ and a standard deviation $\bar{S}_\zeta = 0.06$, as indicated in the figure. On the other hand, the histogram of $B_0$ [Fig. 5(b)], which is in principle unbounded from above, presents an appreciable skewness, $\bar{B}_0 = 0.48 \mu m^2$, and a standard deviation $S_B = 0.2 \mu m^2$. The results for $H_x = 32.0$ Oe and a finite in-plane field $H_y = 850$ Oe are presented in Figs. 5(c) and 5(d). It corresponds to a larger velocity than for the same $H_z$ and zero $H_x$ [Figs. 5(a) and 5(b)], and an apparently rougher domain-wall profile, as shown in Fig. 4. Finally, Figs. 5(e) and 5(f) present the distribution of $\zeta$ and $B_0$ for $H_z = 35.6$ Oe and zero $H_x$, which corresponds to approximately the same velocity as the case with finite $H_x$. All cases present wide distributions with similar values for the standard deviations, as indicated in the figure, and with a noticeable skewness in the case of the roughness amplitude.

Histograms for both the roughness exponent and the roughness amplitude are not expected to tend to a Gaussian shape. On one hand, by construction the roughness function $B(r)$ provides roughness exponents such that $0 < \zeta < 1$, and then its distribution is bounded and not expected to be symmetrical. On the other hand, the roughness amplitude is defined positive and then its distribution can be anticipated to have a finite skewness if the average value and the standard deviation are of the same order. Nevertheless, for a sufficiently large number of events the Gaussian shape seems to be a good approxima-

<table>
<thead>
<tr>
<th>$H_z$ (Oe)</th>
<th>$H_x$ (Oe)</th>
<th>$v$ ($\mu m/s$)</th>
<th>$\bar{\zeta}$</th>
<th>$\Delta \bar{\zeta}$</th>
<th>$\bar{B}_0$ ($\mu m^2$)</th>
<th>$\Delta \bar{B}_0$ ($\mu m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>32.0</td>
<td>0</td>
<td>0.50</td>
<td>0.759</td>
<td>0.008</td>
<td>0.48</td>
<td>0.02</td>
</tr>
<tr>
<td>32.0</td>
<td>850</td>
<td>3.25</td>
<td>0.716</td>
<td>0.007</td>
<td>0.65</td>
<td>0.03</td>
</tr>
<tr>
<td>35.6</td>
<td>0</td>
<td>3.35</td>
<td>0.747</td>
<td>0.009</td>
<td>0.41</td>
<td>0.02</td>
</tr>
</tbody>
</table>

The overall results are presented in Table I, where the average roughness parameters are indicated. This permits us to compare the obtained values and assert what is the effect of

TABLE I. Average roughness exponents and roughness amplitudes. Uncertainties account for the contributions of the standard error, coming from the standard deviations of the frequency histograms in Fig. 5, and the propagation of the individual uncertainty values (see Appendix for details).
the in-plane field in the domain-wall roughness. The presented uncertainty values, $\Delta \bar{\zeta}$ and $\Delta B_0$, consider both the standard deviation of the frequency histograms and the propagation of uncertainties of each individual roughness parameter. The discussion about the evaluation of uncertainties is presented in the Appendix. A first comparison of the data in the table reveals that the values of the roughness exponents are all close to 0.75 when the in-plane field is not applied, but it is slightly smaller when $H_x > 0$. These values have to be compared with values obtained for Pt/Co/Pt, which are typically close to 0.66 [27,29,30], even though larger values, $\zeta > 0.7$, were also reported [31,33,36]. However, as we stated in the Introduction, the measured roughness exponent depends on the accessible experimental length scale and the (field dependent) optimal length scale of the system, $L_{\text{opt}}(H)$, associated to thermal activation over typical energy barriers [26,29]. We obtain here an exponent larger than the equilibrium roughness exponent $\zeta_{\text{eq}} = 2/3$, the expected value at length scales below $L_{\text{opt}}(H)$. In addition, the obtained value is smaller than the value $\zeta_{\text{eq}} = 1.25$ predicted to be observed above $L_{\text{opt}}(H)$ [26]. Further theoretical research is needed in order to rationalize the obtained values $\zeta \approx 0.75$ and $\zeta \approx 0.72$ reported here.

The pioneering report of Lemerle and coworkers [27] obtained an average roughness exponent $\bar{\zeta} = 0.69 \pm 0.07$ for a Pt/Co/Pt sample in the creep regime with a reasonable statistical analysis, using $N = 36$ domain walls. This value of the roughness exponent seems to compare well with the results presented in Table I. Considering the width of the roughness exponent distribution, it is important to mention that measuring the roughness exponent for a single domain wall is not enough to discuss the proper universality class.

Regarding the effect of the in-plane field, we observe in Table I that both roughness parameters seem to be affected. The roughness exponent is slightly lower (around a 5%) while the roughness amplitude is noticeably large (more than 35%). Therefore, when comparing domain-wall profiles as the ones presented in Fig. 4, the apparent increase of the roughness is mainly due to a statistical increase in the roughness amplitude. This can be rationalized by considering that an applied in-plane field affects both the domain-wall elastic energy and the domain-wall width [43,44,47]. When $H_x > H_{\text{DMI}}$, as in the case studied here, the in-plane field compensates the internal field due to the Dzyaloshinskii-Moriya interaction and while the elastic energy decreases with $H_x$, the domain-wall width increases with $H_x$ [47]. However, it is only the domain-wall elastic energy which enters the prefactor of the roughness function, with $B_0$ decreasing when the elastic energy increases [48,49]. Hence, a decrease of the domain-wall elastic energy due to a finite $H_x$ value results in an increase of the roughness amplitude, as observed in our experimental results.

Finally, we notice that the number of domain-wall profiles used in each case is $N > 40$, which was recently suggested to be a good lower limit to reach convergence of the mean value for the roughness exponent [37]. However, the used values seem to still be small regarding the convergence of the histogram shape. Nonetheless, the used values of $N$ are enough to obtain an estimation of the histograms widths.

V. SUMMARY

In summary, we have described in the present work all the steps to obtain a statistically meaningful set of roughness parameters. We discussed not only how to measure the roughness exponent $\zeta$ but we also unveil how relevant it is to report measurements of the roughness amplitude: Rougher domain-wall profiles can be generally associated with a larger value for the roughness amplitude rather than with a change in the roughness exponent.

The main result of the present work is that distributions for the roughness parameters are considerably wide, which is a signature of large fluctuations. For example, a single domain-wall profile can have a roughness exponent close to 0.65 (see Fig. 5) or 0.85 within the same experimental conditions, seemingly far away from the average 0.75 value. Therefore, as already mentioned in Ref. [37], a large number of domain-wall profiles should be used in the future when reporting roughness parameters. This statistical approach is important in order to discuss how mean values of the roughness parameters are affected by experimental control parameters. Interestingly, when applying an in-plane field the changes in the mean roughness parameters can be identified even though the distributions are wide. In addition, in order to compare with theoretical arguments and deepen on the understanding of domain-wall velocity-force response, it would be interesting to conduct a thorough study of how the roughness parameters evolve when changing both out-of-plane and in-plane magnetic fields.
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APPENDIX: MEASURING ROUGHNESS PARAMETERS AND EVALUATION OF THEIR UNCERTAINTIES

Roughness parameters should be measured for a large number of domain walls and based on a fitting procedure which should not depend on the observer. With this aim, we present here details regarding the evaluation of uncertainty values accompanying the determination of the roughness parameters $\zeta$ and $B_0$, which are relevant to provide reliable statistical measures. In the following we shall consider two components of uncertainties as described in Refs. [50,51]: Type A uncertainties are based on valid statistical methods for treating data while type B have not statistical origin and are based on scientific judgment using relevant available information.

1. Uncertainties for a single domain-wall profile

Figure 6 shows the roughness function $B(r)$ in log-log scale corresponding to the domain-wall profile shown in Fig. 2(a). We linearly fit the roughness function in log-log scale following Eq. (5). This forces us to define a fitting
range. At first, the observer might fix the boundaries of the fitting range to \( r_0 \) and \( r_1 \) according to his/her scientific training and experience working in the subject. The lower bound is set to \( r_0 = 0.819 \mu m \) (corresponding to the sixth pixel of images acquired with the PMOKE setup) since for \( r < r_0 \) we typically observe deviations from the linear behavior that can be attributed to resolution effects. The upper limit \( r_1 \) of the fitting range should reflect the fact that the linear behavior is lost for larger \( r > r_1 \). The linear fit gives the roughness parameters shown in the figure. The uncertainties of these quantities are of type A [50,51] and are given by the statistical analysis of the fit. The goodness of the fit is given by the coefficient of determination \( R^2 \), indicated in the key. The roughness parameters and their uncertainties are very sensitive to the choice of \( r_1 \).

In addition, the goodness of the fit depends on the choice made for the boundary values \( r_0 \) and \( r_1 \). One expects for instance that increasing the value of \( r_1 \) the value of \( R^2 \) would eventually rapidly decay, indicating that the linear model is no longer valid. Figure 7 shows how \( R^2 \) changes with the boundaries of the fit. Blue squares show the evolution of \( R^2 \) with \( r_{\text{max}} \) when fitting between \( r_0 \) and \( r_{\text{max}} \). The dependence of \( R^2 \) with \( r_{\text{min}} \) when the fitting range is \( r_{\text{min}} \leq r \leq r_1 \) is shown as green diamonds. As a phenomenological criterion we state that the goodness of the fit is poor when \( R^2 \) drops below \( R^{2*} \), with \( r_{\text{max}} \) and \( r_{\text{min}} \) reaching the values \( r^*_1 \) and \( r^*_0 \), respectively. These values are indicated in Fig. 7 for \( R^{2*} = 0.9998 \). Since the value of \( r_0 \) has been chosen based on the resolution of the experimental setup, it makes no sense to keep a value of \( r^*_0 < r_0 \). Then we reset the value of \( r^*_0 \) to \( r^*_0 = \max(r_0, r^*_0) \). Of course, the obtained values for \( r^*_0 \) and \( r^*_1 \) depend on the choice of \( R^{2*} \). We shall come back to the dependence on \( R^{2*} \) below.

One possible way to move forward is to fit the data in the range \( r_0^* \leq r \leq r_1^* \). This would give a value for the roughness exponent \( \zeta = 0.756 \pm 0.003 \). However, we are also interested in reflecting how the roughness exponent varies with the chosen fitting range. This prompts us to evaluate type B uncertainties [50,51]. Therefore, Fig. 8 presents the dependence of the roughness exponent on the fitting range (as shown for \( R^2 \) in Fig. 7). Blue squares and green diamonds correspond to fits in the ranges \( r_0^* \leq r \leq r_{\text{max}} \) and \( r_{\text{min}} \leq r \leq r_1^* \), respectively. The values for \( r_0^* \) and \( r_1^* \) shown in Fig. 8 correspond to those obtained in Fig. 7. The value of \( \zeta \) obtained when fitting in the range \( r_0^* \leq r \leq r_1^* \) is the one corresponding to the blue square exactly at \( r_1^* \) in Fig. 8. For this example, the value of \( \zeta = 0.756 \) is the lower bound of all the possible values of \( \zeta \) when varying the fitting range. Hence, variations of \( \zeta \) due to changes in the fitting range are certainly outside the statistical uncertainty value of a single fit. We then report for \( \zeta \) what we consider the most representative value for the roughness exponent, defined as

\[
\zeta = \frac{\text{max}(\zeta_{\text{fit}}) + \text{min}(\zeta_{\text{fit}})}{2}, \quad (A1)
\]
where $\zeta_r$ fitting between goodness below is too noisy or presents an appreciable curvature will have a obtained value is range in the same range as for the roughness exponent. The which contains information on how it changes with the fitting range $\zeta_{min}$ and $\zeta_{max}$ while green diamonds represent the result when fitting between $r_{min}$ and $r_{fit}$. The vertical dashed lines correspond to the values of $r_0^*$ and $r_1^*$ obtained in Fig. 7. The representative value obtained using Eqs. (A3) and (A4) is shown as a red point.

\[ \Delta \zeta = [\text{max}(\zeta_{fit}) - \text{min}(\zeta_{fit})]/2, \quad (A2) \]

where $\zeta_{fit}$ contains all possible $\zeta$ values in the range $r_0^* \leq r \leq r_1^*$, i.e., those between the vertical dashed lines in Fig. 8. The procedure is indicated in Fig. 8 where the horizontal dotted lines correspond to the maximum and minimum of $\zeta_{fit}$ and the red dot represents the final result $\zeta = \Delta \zeta = 0.78 \pm 0.02$.

Once the values of $r_0^*$ and $r_1^*$ are fixed following the previously described procedure, the corresponding value for the roughness amplitude can also be obtained as for the roughness exponent in Fig. 8. Figure 9 shows the values for the roughness amplitude depending on the fitting range. For the case of the roughness exponent we obtain a representative value for the roughness amplitude from

\[ B_0 = [\text{max}(B_{0fit}) + \text{min}(B_{0fit})]/2, \quad (A3) \]

\[ \Delta B_0 = [\text{max}(B_{0fit}) - \text{min}(B_{0fit})]/2, \quad (A4) \]

which contains information on how it changes with the fitting range in the same range as for the roughness exponent. The obtained value is $B_0 \pm \Delta B_0 = 0.34 \mu m^2 \pm 0.01 \mu m^2$ and it is indicated in Fig. 9 as a red point.

The values thus obtained for the roughness parameters and their uncertainties would depend on the choice of the threshold value for the goodness of the fit, $R^2$. This choice depends on the quality of the original experimental data set and the expected accuracy. In fact, domain-wall profiles whose $B(r)$ is too noisy or presents an appreciable curvature will have a goodness below $R^2$ and would be eliminated from the data set. Therefore, a very large value of $R^2$ would eliminate a large part of the domain-wall profiles, reducing statistical average, while a small value of $R^2$ would increase the uncertainty value of the measured roughness parameters, and might result in considering domain-wall profiles for which the linear model would not be a good description. We took here the value $R^2 = 0.9998$ which permits us to have a large data set on each case ($N > 40$) with good accuracy for the reported results.

2. Uncertainties for the whole data set

Now, we move forward to obtain uncertainty values for the roughness parameters for the whole data set. Let us consider a set of $N$ domain-wall profiles obtained for given experimental conditions. Domain wall profiles are labeled with index $i = 1, 2, \ldots, N$. This could be for instance any of the three data sets discussed in this work. Then, for each profile the roughness function $B_i(r)$ is computed. Using the procedure just described, the roughness exponent and the roughness amplitude are obtained, $\zeta_i$ and $B_0i$, with their corresponding uncertainties, $\Delta \zeta_i$ and $\Delta B_{0i}$.

The set of $N$ values for $\zeta_i$ and $B_{0i}$ serve for building the histograms shown in Fig. 5 and for computing their average values $\overline{\zeta} = N^{-1} \sum \zeta_i$ and $\overline{B_0} = N^{-1} \sum B_{0i}$, as reported in Table I. There are two possible origins for the uncertainty of the average value. One is of direct statistical origin and accounts for the fact that roughness exponents are distributed according to a given distribution, reflected by the shown histograms. In this case, for the roughness exponent, the uncertainty is given by $\Delta \overline{\zeta} = S_\zeta/\sqrt{N}$, where $S_\zeta$ is the standard deviation of the data. The other origin is the propagation of the individual uncertainty values $\Delta \zeta_i$ to the uncertainty of the average. This results in $\Delta \overline{\zeta}_\text{avg} = \sqrt{N^{-2} \sum (\Delta \zeta)^2}$. Therefore, considering both cases, the uncertainty for the average roughness exponent is given by

\[ \Delta \overline{\zeta} = \sqrt{(\Delta \overline{\zeta}_\text{std})^2 + (\Delta \overline{\zeta}_\text{avg})^2}. \quad (A5) \]

Similarly for the roughness amplitude, we get $\Delta \overline{B_0}_\text{std} = S_{B_0}/\sqrt{N}$ and $\Delta \overline{B_0}_\text{avg} = \sqrt{N^{-2} \sum (\Delta B_{0i})^2}$, and the uncertainty given thus by

\[ \Delta \overline{B_0} = \sqrt{(\Delta \overline{B_0}_\text{std})^2 + (\Delta \overline{B_0}_\text{avg})^2}. \quad (A6) \]

This is how the reported uncertainties values in Table I were computed.

In our case, the uncertainties for $\overline{\zeta}$ and $\overline{B_0}$ are mainly given by the standard deviation of the distributions, whose contribution is always larger than the uncertainty coming from propagating individual uncertainty values. For example, for the case with $H_c = 32.0$ Oe and $H_t = 0$, we obtained $\Delta \overline{\zeta}_\text{std} = 0.007$ and $\Delta \overline{\zeta}_\text{avg} = 0.003$, resulting in the uncertainty value $\Delta \overline{\zeta} = 0.008$ reported in Table I. Of course, which uncertainty contributes more to the final value would depend on the quality of the obtained domain-wall profiles and on the number of individual profiles within a data set. That is the reason why it is necessary to properly account for individual uncertainty values.
