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Chip or MPSoC) with communication delays’ constraints. In this context, we propose two approaches based on genetic algorithms.
Their main goal is to run in the MPSoC an application, which is described by a given data flow graph. The aim is to minimize
the schedule length (makespan). Computational experiments are conducted to evaluate the proposed algorithms. The obtained
results show that the two approaches are often capable of finding optimal or near optimal solutions for the studied problem while
improving significantly the running time compared to existing works.
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1. Introduction

The parallel machine (identical, uniform and unrelated) schedul-
ing problems for minimizing the schedule length or the maxi-
mum completion time (i.e., the makespan) are very important
combinatorial problems, which have been proven to be NP-hard
[9, 10, 11, 12, 13, 14, 16, 17]. Actually, the literature shows that
there are several real and industrial problems for which the main
question can be reduced as a parallel machine scheduling prob-
lem. As an example, we can cite the different applications in
supply chain, transportation, aviation and bicycle sharing sys-
tems’ problems [4, 13, 15]. As a consequence, a huge litera-
ture exists on this topic and on the related applications. Sev-
eral approaches have been investigated: mathematical models
[15, 16], heuristic algorithms [12, 14, 16, 17, 18], genetic al-
gorithms [5, 15, 11] and others. Despite their interest, most of
these existing works do not take into account the trend of com-
puting technologies. Consequently, they cannot be directly ap-
plied to heterogeneous parallel computing systems where setup
times are not included in the job processing times, or when het-
erogeneous communication delays exist, with a strong impact
on the makespan performance. Indeed, the evolution of appli-
cations (such as signal and image processing) in terms of com-
plexity and the need for systems’ flexibility have progressively
led the Integrated Circuit (IC) designers to elaborate reconfig-
urable heterogeneous architectures based on systems-on-chip.
Usually, these embedded systems are composed of Central Pro-
cessing Units (CPUs), communication on chip resources and
Field Programmable Gate Array (FPGA) [6, 7]. The main goal
of these heterogeneous computing architectures is to meet var-
ious application requirements by combining logic and software
cores (real-time, high-rate computation, and so on.) and to
achieve a better performance by minimizing the running time.
Indeed, an effective way to ensure a high-performance and real-
time execution is to distribute the computations on a heteroge-
neous reconfigurable architecture based on logic programmable

areas and processor cores (i.e., CPUs, Digital Signal Processing
(DSP), and so on.). These Multi-Processors Systems-on-Chip
(MPSoC) including FPGA chips provide flexibility and better
performance compared to CPUs, up to 10 times [8].

From the theoretical point of view, the mapping and schedul-
ing problems on heterogeneous architectures with communica-
tion delay constraints are well-known as NP-hard problems [22].
Moreover, the applications with real-time criteria on the recon-
figurable MPSoC still need more effective solutions in terms
of computation time. Given this challenge, recent works have
tried to find efficient solutions for these mapping and schedul-
ing problems by using different tools and models. Some of
them have been adopted to solve the scheduling problem on
homogeneous multiprocessor computer systems such as heuris-
tic approaches [24], evolutionary approaches [25] or hybrid
methods [26]. Similarly, mathematical models have been pro-
posed for the same problem to optimize the order of computa-
tions by using linear programming (LP), which can be solved
by CPLEX [19, 28]. Unfortunately, the literature consider-
ing the same heterogeneous scheduling problem taking into ac-
count the access cost and rate communications is reduced to
few mathematical models. More precisely, a specific model
has been proposed by taking into account the communication
delays in a heterogeneous implementation structure. Thereby,
a linearization is performed on communication constraints to
get a linear model without any other variables. Consequently,
this model has been improved by minimizing variables in or-
der to get the reduced linear model and then to allow a sig-
nificant reduction of its size. However, the main drawback of
these methods is the large running time, which is required to
explore the search space. On the opposite side, heuristic meth-
ods have the advantage of achieving quickly an acceptable solu-
tion by limiting the exploration to a reduced part of the search
space. Among them, we find the meta-heuristics, which have
been proven to be effective in solving several machine schedul-
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ing problems. Most of them are inspired by natural processes
[22] such as but not limited to simulated annealing [32], Tabu
search [33], genetic algorithms [34], ant colony [35] and parti-
cle swarms [9, 36]. Despite the interest of these approaches, we
observe that no meta-heuristic has been proposed in the litera-
ture to solve the scheduling problem we address in this paper
[20] (i.e., considering resources with heterogeneous architec-
ture and communication delay constraints). Thus, this work
can be an interesting attempt to investigate the performance of
meta-heuristics for solving the studied problem. Our choice is
restricted to the genetic algorithms and it is motivated by dif-
ferent reasons. Indeed, genetic algorithms (GAs) [23, 27] are
defined as a class of robust stochastic search algorithms that
are used to solve various optimization problems [15]. Accord-
ing to some surveys, the genetic algorithms can produce feasi-
ble solutions of equivalent or better performances compared to
other meta-heuristic techniques for similar optimization prob-
lems [5]. These performances include the solution quality and
the computation time. To summarize, the problem addressed
in this paper is challenging and it is motivated by real appli-
cations. It takes into account the heterogeneous architecture
and the communication delay constraints. Only few works ex-
ist on this topic and they are focused on mathematical models
(see [20] and [19]). These models’ capacities are limited to
small instances. Taking into account the practical advantage of
the genetic algorithms as robust meta-heuristics, it appears that
their investigation can be very helpful to deal efficiently with
large instances of the studied problem.

In this paper, we focus on metaheuristic approaches for solv-
ing the considered scheduling problem. The proposed method
aims at providing optimal or near optimal solutions in a short
running time while ensuring the specific performance criteria
such as makespan, load balancing and so on. In our case study,
the main challenge is to assign and schedule the tasks on the
available resources in the heterogeneous architecture, in order
to optimize the makespan performance criterion. Such a con-
sideration is motivated by different applications’ requirements
(real time delivery, workload balancing, energy consumption,
etc.) [21]. The originality of our approaches is mapping and
scheduling tasks to the available resources in the FPGA/CPUs
architecture in order to ensure the minimization of the makespan
criterion considering one shared communication bus.

The remainder of this paper is organized as follows. Sec-
tion 2 illustrates and presents the considered target reconfig-
urable heterogeneous architecture and the problem formulation
based on a reduced mathematical model. Section 3 describes
the proposed genetic algorithms for the considered scheduling
problem taking into account the mentioned constraints. Experi-
mental results aiming to evaluate the efficiency of the proposed
approaches in terms of makespan and computation time are pre-
sented and discussed in Section 4. Finally, some general con-
clusions and further research directions are summarized in Sec-
tion 5.

2. Problem description and existing models

This section is intended to give an overview about the main
problem and to describe it precisely. The notations of the task
graph and the target architecture are presented by considering
one specific example of our problem.

2.1. Position and description of the problem

The main problem is how to map the tasks of an application
described in a data flow graph (DFG) form into a heterogeneous
CPU/FPGA architecture [19]- [20].

The heterogeneous architecture we consider in this paper is
a computing system, which consists of a set of CPUs cores and
one FPGA chip linked by different means of communication.
Thereby, the CPU cores are linked to each other by a shared
memory while FPGA communicates with the CPU cores via
one shared bus. An illustrative example is presented in Fig. 1
giving an overview of the problem. The first part of the Fig. 1
presents an application that consists of seven tasks to be exe-
cuted on three CPUs and one FPGA where the processing time
required for each task in each computing unit is also mentioned
in processing time table in Fig. 1. The annotation DFG allows
us to consider the condition of the data dependencies. For in-
stance, the link from tasks T2 to T4 indicates that the task T4
requires a data size of 8 from task T2, before starting the exe-
cution. The time cost to exchange this amount of data depends
on the connection between the both processing units where are
assigned the tasks. The second part of Fig. 1 specifies "Commu-
nication Access cost" and "Communication rate" tables giving
respectively the rate and time unit access costs. These tables
define the total fixed time required to start the communication
between the processing units (CPUs 1 to 3 and FPGA), and the
data communication rate (number of data units exchanged per
unit of time) between the processing units.
Fig. 2 shows two solutions of the considered scheduling prob-
lem (see Fig. 1) thanks to Gantt charts. In these schemes, we
have highlighted the communication effects versus the schedul-
ing solutions. We note that in "Solution 1" the delay to send
eight data units from T2 to T4 in the FPGA is 0 + 8/2 = 4 time
units (access + communication costs). The running time of the
application (tasks graph in the Fig. 1) obtained for both solu-
tions (Solution 1 and Solution 2) in the considered architecture
based on three CPUs and one FPGA is 54.5 and 59 time units,
respectively. This difference depends on the mapping of appli-
cation on the target heterogeneous architecture. Indeed, to find
the best solution, the mapping should be very effective.

In the remainder of this paper, we assume that the tasks are
not preemptive, and we consider the following common nota-
tions:

• N: Set of n tasks;

• M: Set of m processing units (CPUs/FPGAs);

• G = (N, A): A given directed acyclic graph, where N is
the set of tasks and A is the set of arcs representing the
precedence between tasks, i.e. (i,j) in A means that task i
must be performed before task j;
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CPU1 CPU2 FPGACPU3

CPU1 1 3 43

CPU3 3 3 41

FPGA 4 4 04

CPU2 3 1 43

CPU1 CPU2 CPU3 FPGA

CPU1 1 2 2 1

CPU3 2 2 1 1

FPGA 1 1 1 2

CPU2 2 1 2 1

Tasks CPU1 CPU2 CPU3 FPGA

T1 14 17 15 12

T3 11 31 14 5

T4 12 21 15 16

T2 13 16 10 9

T5 13 21 31 18

T6 7 6 16 3

T7 18 21 19 18

T1
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T5

T4

T2

T6

T7
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8
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Communication access cost Communication rate

Processing timeTasks graph

Figure 1: Illustrative description of the considered scheduling problem.
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Figure 2: Proposition of two solutions for the same scheduling problem.

• Pred (i): Set of tasks that precede task i;

• N+: Set of tasks with no successors (output of graph G);

• P(i): Set of tasks j such that i and j belong to the same
path;

• tik: Processing time of task i on processing unit k;

• cik, jl: Cost of direct communication between task i on
processing unit k and task j on processing unit l;

• Fk: Set of tasks that should not be assigned to the pro-
cessing unit k;

The communication depends on the hardware architecture used
such as shared memory, shared bus, hierarchical bus, network
on chip, Ethernet links, and so on. The network architecture has
also an impact on the communication. Generally, the commu-
nication cost is non-linear and will be defined as follows: cik, jl

= akl +
di j

rkl
where akl is the fixed communication cost between

processing units k and l, di j is the size of data sent from the task
i to task j, and rkl is the communication rate between the two
processors k and l. We assume that akl = alk and rkl = rlk .
For the decision part, the assignments and starting times are as-
sociated to variables δi j, xi j and si. These decision variables
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will be used in the mathematical model of the next subsection.
Finally, it is important to mention that the objective is to min-
imize the completion time of the last task or the makespan
(Cmax).

2.2. Ait El Cadi et al.’s model [19]

The studied problem can be associated to the reduced linear
model proposed by Ait El Cadi et al. [19]. This model will be
compared to the algorithms proposed in the next sections of this
paper. Note that the reduced model is interesting and it could
handle in average the instances with size up to 50 tasks and 5
CPU/FPGA units in few seconds. The correctness proof of this
model is detailed in Ait El Cadi et al. [19]. Moreover, different
improvements have been introduced the mentioned reference.
Thus, the comparison of our algorithms to the performances of
this reduced model seems to be an important and interesting
attempt. The reduced linear model is shortly described in Ap-
pendix A. More details on its proof and its performance can be
found in Ait El Cadi et al. [19]..

3. Proposed approaches for the scheduling problem

Many surveys report the results of comparisons between
various meta-heuristic techniques for different optimization prob-
lems (GAs, ant colony, particle swarm, simulated annealing and
tabu search,...), and these comparative surveys show that GAs
provide good trade-off between the rapid convergence and the
computation time [38]. These references are related to dif-
ferent optimization problems (circuit partitioning, path plan-
ning, scheduling, etc.) and they affirm that GAs can produce
solutions equivalent or better than the other metaheuristic ap-
proaches while needing shorter computation times [38, 39, 40].
Therefore, this observation motivates naturally the exploitation
of genetic algorithms to solve the considered scheduling prob-
lem in this paper.
Our goal is then concentrated on the adaption of the genetic
algorithms in order to implement an effective scheduling algo-
rithm for the considered problem. For this reason, we aim to run
an application presented in the form of a data flow graph into
a heterogeneous architecture in order to find the best compro-
mise between minimizing the makespan (Cmax) and the compu-
tation time (Time) required by the algorithm. In this section,
after briefly presenting the standard genetic algorithms, we de-
tail two proposed approaches; the Genetic Algorithm Approach
(GAA) and the Modified Genetic Algorithm Approach (MGAA)
focusing on the makespan minimization. In the remainder of
the paper, we also consider the following common notations:

• Succ (i): Set of successor tasks of task i;

• N−: Set of tasks with no predecessors (i.e., the input of
graph G);

• FTP(k): Completion time of the last task performed on
processor k;

• AFT(i): Actual completion time of task i;

REPRODUCTION

POPULATION

Generation t

P

PROBABILITY   Pm 

MUTATION

C

P1 P2

CROSSOVER

PROBABILITY  Pc

C1 C2

POPULATION

Generation t+1

EVALUATION

Figure 3: Flowchart of a standard GA.

• PopSize: Number of chromosomes in the population (size
of the population);

• NG: Number of generations, used as a stopping criterion
for the genetic algorithms (GAs);

3.1. Standard GAs

GAs were originally proposed by Holland in 1975 [29].
In discovering good solutions to difficult problems, these al-
gorithms, based on the the biological evolution process, have
been rapidly and successfully applied to solve the combinato-
rial optimization problems in Operations Research and learning
problems in the field of Artificial Intelligence [29]. Thus, GAs
may be particularly useful in the following areas: Optimization
(functions, planning, scheduling, etc.), Learning (classification,
prediction, robotics, etc.) , Automatic Programming (LISP pro-
grams, cellular automata, etc.) or study of the living and real
world (economic markets, social behavior, immune systems,
etc.) Portmann, introduces and explains how to apply these al-
gorithms to scheduling problems [31]. A standard GA is based
on populations of solutions. Initially, a population is created by
a certain heuristic or random procedure. Then, the GA gener-
ates at each iteration other solutions, which tend to be better,
by combining some chromosomes, i.e., solutions, using genetic
operators for selection, crossover and mutation. In the context
of the application of GAs to combinatorial optimization prob-
lems, an analogy is developed between an individual (chromo-
some) in a population and a feasible solution of the considered
problem. Currently, GAs are based on the same fundamental
algorithm structure as shown in Fig. 3.

We start by creating a random initial population of individ-
uals (chromosomes). To pass from a generation t to the next
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generation t+1, the following three operations are applied to the
individuals of the population of generation t. Parents P1 and P2
are selected according to their adaptation levels (or the values
of the associated solutions). The crossover operator is applied
to them with a probability Pc (usually around 0.6) and it gener-
ates pairs of children C1 and C2. Other elements P are selected
according to their adaptations (or their solutions’ values) and
the mutation operator is applied to them with a probability Pm
(Pm is generally much lower than Pc). This mutation leads to
the mutated individuals C. The adaptation level of children (C1,
C2) and mutated individuals C are then evaluated before inser-
tion into the new population.

To summarize, the different steps of a standard GA can be
listed as follows:

• Generation of the initial population.

• Selection.

• Crossover and mutation.

• Replacement by the new population.

3.2. Genetic algorithm approach (GAA)

The GAA approach inherits almost the same steps of a stan-
dard GA. Fig.4 illustrates the different typical phases of GAA.
After the generation of the initial population, the standard op-
erators are successively performed in order to obtain the best
chromosomes corresponding to the smallest makespan. The
following subsections explain the concepts and describe the or-
dered GAA steps as depicted in Fig. 4.

Generate Initial Population P (t=0)

Crossover/Mutation

Evaluation and Replacement

Increment t

YES

NO

END

Stopping criteria ?

Figure 4: GAA steps.

3.2.1. Chromosomes and assignment strategies of tasks
In the case of our considered scheduling problem, the chro-

mosome represents a combination of tasks and processors as
shown in Fig. 5. More precisely, each task in the first part of

the chromosome is linked to the corresponding processor as-
signment. For example, task T j is processed on CPU 2 (index
3). Therefore, we consider that a chromosome is composed of

Ti Tj Tl Tn Tm Ts Tk

1 231 2 1 2 1

Task List

Processor List

1 2 3 4 5 6 7 8 

number of tasks = 8 and number of processors = 3

Th

Figure 5: An example of solution representation.

a sequence of n tasks (Task List) and an assignment (Processor
List). In addition, the sequence should be feasible in order to
respect the dependencies between tasks. Consequently, a se-
quence is considered to be feasible if and only if:

1. Each task belongs to one and only one position in this
sequence (Task List).

2. The order of tasks in a given sequence must respect the
data dependencies between them, such as: if T i precedes
T j ⇒ T i is mentioned before T j in the sequence.

In order to measure each individual adaptation, at every itera-
tion of the genetic algorithm (GAA or MGAA), the evaluation
function calculates the makespan of the corresponding chro-
mosome in the current population. The proposed pseudocode
of the evaluation function is given in Algorithm 1. In this ap-

Algorithm 1: Evaluation of chromosome.
Input : Task List TL and Processor List PL

/* Chromosome = Task List + Processor
List */

Output: Makespan (Cmax)

1 for p = 0; p < m; p++ do
2 FTP(p) = 0; /* rest FTP for all

processors */
3 end
4 for c = 0; c < n; c++ do
5 i = TL[c]; /* i is the task indexed by c

*/
6 k = PL[c]; /* k is the processor indexed

by c */
7 val = 0;
8 if Pred(i) , ∅ then
9 val = max j∈Pred(i) {AFT(j) + c jl,ik} /* l is

the index of processor where the
task j is assigned */

10 end
11 FTP(k) = max {FTP(k), val} + tik;
12 AFT(i) =FTP(k);
13 end
14 Cmax = maxp∈[1,m]{FTP(p)};

proach, we assign the tasks of a sequence on the heterogeneous
architecture according to one of two following strategies:
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• Strategy A: Usually, we assign the tasks according to
their indices/positions in the sequence. Thus, a task with
the index I of a given sequence is assigned to the proces-
sor (I-1) [m] +1, where [ ] refers to the modular arith-
metic. This strategy is illustrated in Fig. 6 which shows
an example of sequence assignment by considering 8 tasks
in an architecture of four processors (m = 4). Thus, the
task Tk is assigned to the processor (8-1) [4] +1 = 4.
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Figure 6: Encoding of chromosome for the GAA under the strategy A.

• Strategy B: this strategy consists simply in assigning each
task in the sequence, according to its order of appearance,
to its "best" processor, on which the task completion time
is minimized.

3.2.2. Initial population
The choice of the first population is an important parameter

in the success of the search strategy. Typically, several meth-
ods exist to define this initial population, which represents the
starting point for the constitution of future generations such as
random selection, heuristics, or a combination of heuristics and
random solutions [1, 2].

Algorithm 2: Generates the initial population ran-
domly.

Input : Positive integer PopSize and empty population
P.

Output: Population P

1 k = 0
2 Generate a first chromosome;
3 while k< PopSize do
4 if feasible chromosome then
5 if chromosome does not exist in the population

P then
6 chromosome k accepted;
7 k = k+ 1;
8 else
9 Denied chromosome;

10 end
11 else
12 Denied chromosome;
13 end
14 Generate another chromosome;
15 end

The selection of the population size is decisive for the ef-
ficiency of the algorithm. As an example, a large population

increases the chances of finding optimal or near optimal solu-
tions, but causes an increase of the computation time. Indeed,
the choice of the population size is still an open problem and it
requires to be fixed by experimental tests.

The solutions in the initial population are randomly chosen
in our study. Algorithm 2 describes the proposed pseudo-code
that creates the initial population containing PopSize chromo-
somes (PopSize feasible sequences).

3.2.3. Crossover operator for Task List
The crossover operator is the most important step in the

GAs. It can effectively explore the search space in order to en-
sure the search intensity. There are several modes of crossovers:
1-point crossover, 2-points crossover, uniform crossover, crossover
1.X, etc. In our case, we are interested to implement our ap-
proach by using the crossover 1.X where the cross between two
feasible chromosomes (parents) leads to two feasible chromo-
somes (children). The principle of this operator is described as
follows:
Let E1 and E2 be two feasible chromosomes (children) obtained
by crossing two feasible chromosomes (parents) P1 and P2, and
let p be a randomly selected crossover point (see Fig. 7):

• The child E1 receives the same genes as P1 between posi-
tion 1 and position p; the rest will be completed according
to the order of the missing genes in P2.

• The child E2 receives the same genes as P2 between posi-
tion 1 and position p; the rest will be completed according
to the order of the missing genes in P1.

We consider a problem of six tasks with the following prece-
dence constraints: {1→ 6}, {2→ 4}, {5→ 3→ 6} to illustrate
the Crossover 1.X operator in Fig. 7.

2 4 5 3 61

1 2 5 3 46

p

Parent P1

Parent P2

2 4 5 1 63Child E1

1 2 5 4 63Child E2

Figure 7: Crossover 1.X operator.

3.2.4. Mutation operator for Task List
There are many ways to apply the mutation to a given chro-

mosome. In our case, due to the precedence constraints, we pro-
pose a mutation operator that allows us to create feasible chro-
mosomes as shown in Fig. 8 considering the same case used to
explain the Crossover 1.X operator. The required steps for this
operator are the following:
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• Determination of the set of pairs of genes that can be ex-
changed between them in a given chromosome without
losing the feasibility of the modified chromosome. For
example, the set E for Parent 1 is E= {(2,5), (2,1), (5,1),
(5,4), (1,4), (1,3), (4,3)}.

• Among the pairs found in the set E, take a random ele-
ment e= (a, b) and exchange the two genes "a" and "b" in
the same chromosome A to obtain a new feasible chro-
mosome A’. For instance, if we consider Parent 1 (fea-
sible chromosome) and assume that the pair (5,4) is se-
lected, then we get the new feasible chromosome (Child
1) as described in Fig. 8.

2 5 1 4 63Parent 1

2 4 1 5 63Child 1

Swap

Figure 8: Mutation operator.

3.2.5. Evaluation and replacement
The application of the two previous operators (PopSize/2

crossover and PopSize mutation) to the current population P(t)
in the previous step leads to a population P’(t). This step allows
us to constitute the population of the next generation P(t+1)
from the parents P(t) and the children P’(t) of the current gener-
ation (see Fig. 9). A fraction of the population is replaced by its
offspring in each generation. Specifically, an evaluation phase
based on Strategy A or Strategy B is integrated to calculate the
makespan for all the chromosomes of the populations P(t) and
P’(t). Then, we select the best PopSize chromosomes among
them to constitute the population P(t+1) of the next generation.

Parents (t)

Parents (t+1)

Children (t)

Figure 9: Evaluation and replacement.

3.2.6. Stopping criterion
Different stopping criteria of the algorithm can be selected

as follows:

• The popular one is to fix the number of iterations (NG) to
be performed, in order to find a solution within a limited
computation time.

Algorithm 3: Generates Nb different feasible se-
quences.

Input : Positive integer Nb, Three empty sets A, B
and T

Output: Set of sequences T

/* Create the first feasible sequence */
1 K = 0;
2 while N− , ∅ do

/* Add all the tasks with no
predecessors to the sequence Seq */

3 Select a task i from N−;
4 Seq[k] = i;
5 N− = N− \ {i};
6 K = K + 1;
7 end
8 I = 0;
9 while I < K do

10 A = Succ(T[I]);
11 while A , ∅ do
12 Select a task i from A;
13 B = Pred (i);
14 J = 0
15 V = 0;
16 while J < K do
17 if i = Seq[J] then
18 V = -1;
19 break;
20 end
21 if Seq[j] ∈ B then
22 V = V + 1;
23 end
24 J = J + 1;
25 end
26 if V == Card(B) then
27 Seq[k] = i;
28 K = K + 1;
29 end
30 A = A \ {i};
31 end
32 I = I + 1;
33 end
34 T = T ∩ {Seq}; /* The first feasible sequence

Seq is added to the empty set T. */
35 Count = 1; /* Count is the cardinality of

the set T */
36 while Count < PopSize do

/* Creation the PopSize-1 feasible
sequences remaining using the mutation
operator of GAA (see Fig. 8) */

37 Create a sequence Seq’ by applying the mutation
operator of GAA to the sequence Seq;

38 if Seq’ < T then
39 T = T ∩ {Seq’};
40 Count = Count + 1;
41 end
42 end
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• The algorithm can be stopped when the population no
longer changes or when the change is not significant.

• The algorithm can be stopped when chromosomes con-
verge to one or more satisfactory solutions.

• The algorithm is run for a predetermined period and it
gets the result.

In our study, the algorithm is performed for a fixed number
of iterations and it returns the best obtained chromosome as the
final solution. However, it is not obvious to fix this number of
generations.

3.3. Modified genetic algorithm approach (MGAA)

Although the previous proposed approach can produce a
promising solution within a reasonable amount of time, it has
some limitations. This is due to the fact that for every task
sequence there is only one mapping to the target architecture
by Strategy A or Strategy B. To overcome this problem, we
have proposed a new modified version of GAA called Modi-
fied Genetic Algorithm Approach (MGAA). This approach ex-
ploits further the search space to in order to find better solutions.
More precisely, we explore the possible assignments for each
feasible sequence to find a good mapping and hence to get a
satisfactory couple (Tasks List, Processor List). Consequently,
a solution or an individual is encoded by an N*2 matrix to pro-
vide a set of tasks and a random assignment.

Fig.10 illustrates the different typical phases of the MGAA.
First, we create Nb different feasible sequences in a pre-treatment
step. To create feasible sequences, we consider the algorithm 3.
More precisely, the feasible sequences are randomly created.
For this purpose, we create a first sequence by a uniform search
based on the Breadth-First Search (BFS) method [41]. We have
considered this blind search because we seek to obtain one first
feasible sequence with no information about the search space.
Then, the mutation is randomly performed. Indeed, the creation
of the PopSize-1 remaining sequences uses randomly the muta-
tion operator of GAA as described in Fig. 8. We create a thread
for each sequence among these Nb sequences (Nb threads exe-
cuted in parallel having the same steps and parameters, PopSize
and NG), which allows us to explore some good assignments
for each sequence. At the end of these Nb threads, we obtain
Nb solutions (one solution for each thread). The best solution
among these Nb solutions is selected as a final solution for this
approach. We note here that the phases of "Evaluation and Re-
placement" and "Stopping criterion" are already explained ex-
cept the evaluation of a chromosome, which is performed ac-
cording to the sequence of tasks and the problem constraints.
The remaining phases of MGAA are detailed in the next sub-
sections.

3.3.1. Initial population
The initial population is created with PopSize random chro-

mosomes (solutions) where each chromosome has the same fea-
sible sequence Seq and a random assignment (detailed in Algo-
rithm 4).

Algorithm 4: Generates the initial population ran-
domly.

Input : Positive integer PopSize, feasible sequence
Seq and empty population P

Output: Population P

1 t = 0;
2 while t < PopSize do
3 Generate a random assignment A for Seq;
4 Add the solution S = (Seq, A) to the population P;
5 t = t + 1;
6 end

3.3.2. Crossover and mutation operators for Processor List
The crossover and mutation operators are applied in this ap-

proach to the assignment properties of chromosomes (no mod-
ification in the sequences of tasks). We use the "Crossover
point" to cross two parents’ chromosomes, which leads to two
new children chromosomes. An illustrative example of this op-
erator for an instance of six tasks and four processing units is
shown in Fig.11. A single crossover point on both parents is
selected. Child 1 is produced by taking the initial part of the
assignments in Parent 1 and the remaining part from Parent 2.
Similarly, for Child 2, the initial part is taken from the assign-
ment part of Parent 2 and the rest is taken from the assignments
contained in Parent 1. Childs 1 and 2 take the same sequence
of tasks (Task List) as in parents 1 or 2.

2 1 5 3 46

1 3 2 1 32

p

Crossover Point

Parent 1

Parent 2
2 1 5 3 46

2 1 4 3 24

2 1 5 3 46

1 3 2 3 24
Child 1

2 1 5 3 46

2 1 4 1 32
Child 2

Figure 11: one-point crossover operator.

The mutation operator used in this approach aims at select-
ing a random cell from the assignment part of a chromosome
and it consists in assigning a random value between 1 and m.
Fig. 12 presents an example of one mutation where n = 6 and
m = 4.
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Generate Initial Population P (t=0)

Crossover/Mutation

Evaluation and Replacement

Increment t

YES

NO

Stopping criteria ?

Thread 1 Thread Nb

Solution 1

Best solution among the Nb solutions

Generate Initial Population P (t=0)

Crossover/Mutation

Evaluation and Replacement

Increment t

YES

Stopping criteria ?

Solution Nb

NO

Create Nb different feasible sequences

Figure 10: Steps of MGAA.

2 1 5 3 46

1 3 2 1 32

Parent 1

2 1 5 3 46

1 3 2 1 34

Child 1

Figure 12: Point mutation operator.

4. Computational results

The results of our experiments are presented in this sec-
tion in order to evaluate and to compare the two proposed ap-
proaches GAA and MGAA. In addition, a comparison of our al-
gorithms with the reduced mathematical model proposed in [19]
is performed to demonstrate the effectiveness of our work, in
particular in terms of computation time.
All the computational tests are conducted on a computer equipped
with 8 Intel processor i7-4700MQ cores and 8GB RAM mem-
ory. The operating system is a 64-bits Windows 8 Pro. To solve
the mathematical model, described in Section 1, we used the
IBM ILOG CPLEX V12.6 Optimization Studio and JAVA lan-
guage. On the other hand, we implemented GAA and MGAA
by using the C language.

4.1. Instances
In order to compare the performance of GAA, MGAA and

the reduced integer linear model, we use 7 datasets (sets of n

tasks, where n varies from 5 to 30, and the sets of edges have
their cardinality values from 4 to 67). These datasets are de-
scribed in Table 1, in which we list the name and the descrip-
tion of each Dataset. The value m is the number of the pro-
cessing units; n represents the number of tasks to be scheduled
and |A(G)| is the number of edges in the corresponding graph
G. In this set of data, the network communication is described
by two matrices (m × m), as depicted in Fig. 1, which contains
the values of the communication rate and the fixed costs. The
instances are defined by three matrices generated randomly: (1)
The first one is n × m matrix for the processing times, as illus-
trated in Fig. 1. It gives for each task its processing time if it
is performed on a given processing unit. (2) The second one
is the adjacency matrix of n × n. (3) The third n × n matrix
contains the amount of the exchanged data between tasks. For
each dataset (according to their number of tasks and number of
edges), we randomly generate ten instances with a number of
processing units m equal to 4 (three CPUs and one FPGA), i.e.,
we consider for our experiences a total 70 instances in overall.
We use the same network description for all the instances of
our datasets. From the ten instances of each dataset, we calcu-
late the average values of makespan Cmax and computation time
Time.

4.2. Effect of the population size and the number of iterations
(generations)

The determination of GA and MGA parameters (PopSize,
number of iterations/generations NG, number of threads Nb) in
order to improve both computation time and solution quality is
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Figure 13: GAA performance for various populations’ sizes PopSize.
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Figure 14: MGAA performance for various populations’ sizes PopSize.
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Table 1: Datasets used to compare the proposed approaches and the integer
linear model.

Dataset m n |A(G)|

Dataset 1 4 5 4
Dataset 2 4 10 18
Dataset 3 4 15 10
Dataset 4 4 15 25
Dataset 5 4 20 29
Dataset 6 4 25 30
Dataset 7 4 30 67

not a trivial task. To be able to compare the effect of the pop-
ulation size and the number of generations on our proposed al-
gorithms, different population sizes (from 5 to 30 chromosomes
in the population) are used, and the maximum number of gen-
erations are chosen from 0 (initial generated solutions without
running the algorithm) to 50. The number Nb of threads used in
MGAA is Nb = 15. Because of their stochastic characteristics,
our proposed algorithms were run 10 times for each population
size and generations’ number. Figures 13 and 14 show respec-
tively the results in terms of makespan and average computation
times for GAA and MGAA. In these figures the same prob-
lem instance was considered based on 15 tasks and 20 edges
with a number of processing units m equal to 4 (3 CPUs and 1
FPGA). We note here that the optimal makespan for this prob-
lem is equal to 153.00 time units. Figures 13 and 14 contain
two plots. One represents the average values of makespan Cmax

(see Figures 13(a) and 13(a’)) for the considered population
sizes, and the other one shows the average results observed for
the computation time.

The results presented in the figures 13(a), 13(b) and 14(a)
show that increasing the population size from 5 to 30 chromo-
somes allows us to improve significantly the makespan val-
ues and that fewer generations are required to converge. In
Fig. 13(a), only 14 generations are required to reach the best
average value of makespan (Cmax = 181.00) obtained with the
GAA considering the "Strategy A" (GAA-A) when PopSize =

30, while 22, 29 and more than 50 generations are respectively
required when PopSize = 20, PopSize = 10 and PopSize = 5.
The same observation can be made in Fig. 13(b) for the GAA
considering Strategy B (which is denoted by GAA-B), where
only 3 generations are required to reach the a makespan aver-
age value of 155.00 when PopSize = 30, while 6, 10 and more of
50 generations are required to reach a same average value when
PopSize = 20, PopSize = 10 and PopSize = 5, respectively. Oth-
erwise, the optimal makespan value of 153.00 is obtained with
MGAA for all the population sizes (from 5 to 30) as shown in
Fig. 14(a).

Moreover, increasing the population size or the number of
generations causes an increase of the computation time (see
Figures 13(a’), 13(b’) and 14(b)). Indeed, when the popula-
tion size rises, it causes an increase of the required computation
and memory times, which can be a problem for the large-scale
tests. To overcome this problem, we choose the best associated
value pair of makespan and computation time as one solution

among all the results obtained with each approach. More pre-
cisely, for example, the best pair of makespan and computation
time average values in the GAA-A is Cmax = 181.00 time units,
CPUtime = 703.9674 ms which corresponds to the following
coordinates (number of generations NG = 29, population size
PopSize = 10) in the figures 14(a) and 14(a’). Similarly, in the
figures 14(b), 14(b’) and 15, the two best pairs of makespan and
computation time in terms of average values in the GAA-B and
MGAA are (Cmax = 155.00 time units, CPUtime = 139.2433
ms) and (Cmax = 153 time units, CPUtime = 70.2007 ms),
respectively.

Considering the experimental results, we can clearly con-
firm that the performances of GAA and MGAA in terms of
computation time and solution quality depend mainly on the
used parameters. In the rest of this paper, in order to provide
a better trade-off between computation time and makespan, we
apply the proposed approaches for all instances 10 times for
each population size and generations’ numbers by considering
the population sizes from 5 to 30 chromosomes, a number of
iterations NG from 0 to 200, and a number Nb of threads used
in MGAA equal to 80.

4.3. Comparison with the reduced mathematical model
In this subsection, we present a comparison between the re-

sults obtained from our proposed approaches GAA-B and MGAA
with the reduced mathematical model, previously mentioned
(Ait El Cadi et al.’s model [19]). This comparison aims to
confirm the performances of our proposed GAs compared to
the exact reduced model.

Table 2 gives the comparison results between GAA-A and
the reduced mathematical model in terms of Cmax, Time and the
improvement rates (Imp1 and Imp2) expressed in percentages
and representing the improvements of Cmax and Time between
the mathematical model and GAA-A. We observe that GAA-A
provides a better performance in terms of running time. Indeed,
we obtained a significantly reduced average computation time
(with an improvement in average computation time greater than
53 %) while the obtained makespan values decrease in average
about 24.3 %. Hence, the GAA-A does not provide better solu-
tions compared to reduced mathematical model but it is much
faster than this exact model in terms of computation time. In
summary, the GAA-A gives reasonable solutions for the largest
instances in a very short computation time.

Table 2: Comparison between GAA-A and the reduced mathematical model
(average values).

Dataset Reduced model GAA-A Improvement (%)

Cmax Time(s) Cmax Time(s) Imp1 Imp2

Dataset 1 63.80 0.0843 94.25 0.0092 -47.72 89.09
Dataset 2 123.10 0.2996 175.69 0.1946 -42.72 35.05
Dataset 3 81.85 3.7363 97.28 1.7486 -18.85 53.20
Dataset 4 123.30 1.2931 156.47 1.3989 -26.90 -8.18
Dataset 5 130.55 9.0510 147.90 5.9955 -13.29 33.76
Dataset 6 131.95 33.8473 145.85 8.2772 -10.53 75.55
Dataset 7 181.30 565.9699 199.50 23.2937 -10.04 95.88

Similarly, Table 3 shows the comparative results between
GAA-B and the reduced mathematical model. We observe that
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the GAA-B ensures a good performance compared to the re-
duced mathematical model. Indeed, the obtained makespan val-
ues by GAA-B are in average close to the obtained values of the
reduced model and for all the datasets (with a relative gap less
than 3.89 %). Moreover, considering all datasets, the average
running times of GAA-B is clearly lower than those given by
the reduced mathematical model (with an improvement rate at
least greater than or equal to 42.35 % in all the cases). These
results demonstrate the advantage of GAA-B compared to the
reduced model in terms of computation time. Hence, the GAA-
B provides satisfactory approximate solutions to our problem
in a very reasonable running time.

Table 3: Comparison between GAA-B and the reduced mathematical model
(average values).

Dataset Reduced model GAA-B Improvement (%)

Cmax Time(s) Cmax Time(s) Imp1 Imp2

Dataset 1 63.80 0.0843 64.70 0.0053 -1.41 93.71
Dataset 2 123.10 0.2996 125.30 0.0992 -1.79 66.89
Dataset 3 81.85 3.7363 85.03 1.1959 -3.89 67.99
Dataset 4 123.30 1.2931 124.51 0.7455 -0.98 42.35
Dataset 5 130.55 9.0510 133.38 3.5829 -2.17 60.41
Dataset 6 131.95 33.8473 136.35 4.8654 -3.33 85.63
Dataset 7 181.30 565.9699 186.65 13.4329 -2.95 97.63

Table 4 compares the performances of the reduced math-
ematical model and MGAA in terms of Cmax, Time and the
improvement rates (Imp1 and Imp2), as before. The obtained
average running time from MGAA is clearly very less than
the obtained values from the reduced model in all cases (im-
provement rate greater than or equal to 67.43 %). In addition,
the MGAA provides optimal solutions in most of the cases.
We note that for the instances with a large number of tasks,
MGAA provides similar solutions compared to those of the
mathematical reduced model. Moreover, in the case of Dataset
7, the obtained average running time from the reduced model
is 565.9699 seconds. This value decreases to 8.4624 seconds
when using MGAA, which means an improvement of 98.50 %.
These results confirm the practical advantage of MGAA with
respect to the mathematical reduced model, in terms of running
time. Hence, MGAA is much faster than the reduced model,
and it provides solutions close to the optimal one for solving
our scheduling problem.

Table 4: Comparison between MGAA and the reduced mathematical model
(average values).

Dataset Reduced Model MGAA Improvement (%)

Cmax Time(s) Cmax Time(s) Imp1 Imp2

Dataset 1 63.80 0.0843 63.80 0.0053 0.00 93.71
Dataset 2 123.10 0.2996 123.10 0.0446 0.00 85.11
Dataset 3 81.85 3.7363 82.23 0.5562 -0.46 85.11
Dataset 4 123.30 1.2931 123.50 0.4211 -0.16 67.43
Dataset 5 130.55 9.0510 130.70 1.1997 -0.11 86.75
Dataset 6 131.95 33.8473 133.70 2.7778 -1.33 91.79
Dataset 7 181.30 565.9699 182.95 8.4624 -0.91 98.50

4.4. Comparison results between GAA and MGAA

In this sub-section, the performance analysis of GAA and
MGAA is presented and compared. We describe the numerical
results obtained by testing the two algorithms on the dataset
defined in Table 3.

Table 5 compares the two strategies A and B of GAA. This
comparison is carried out as before in terms of the same mea-
sures Cmax, Time, Imp1 and Imp2. The results confirm the
conclusion in the previous subsection and GAA-B outperforms
GAA-A.For example, in the case of Dataset 2, the makespan
value obtained in average by GAA-A is Cmax = 175.69 time
units within a computation time of 0.1946 seconds. These val-
ues decreased when using the GAA-B to Cmax = 125.30 time
units within a running time of 0.0992 seconds. Therefore, the
improvement rate in terms of Cmax is 28.68 %, and in terms of
running time is 49.02 %, and these improvements are in favor
of GAA-B. In addition, we found that the results obtained by
GAA-B are better than those obtained by the GAA-A in all the
datasets. Based on the obtained results, we can confirm that
GAA-B is more efficient and faster than GAA-A.

Table 5: Comparison between GAA-A and GAA-B (average values).
Dataset GAA-A GAA-B Improvement (%)

Cmax Time(s) Cmax Time(s) Imp1 Imp2

Dataset 1 94.25 0.0092 64.70 0.0053 31.35 42.39
Dataset 2 175.69 0.1946 125.30 0.0992 28.68 49.02
Dataset 3 97.28 1.7486 85.03 1.1959 12.59 31.61
Dataset 4 156.47 1.3989 124.51 0.7455 20.43 46.71
Dataset 5 147.90 5.9955 133.38 3.5829 9.82 40.24
Dataset 6 145.85 8.2772 136.35 4.8654 6.51 41.22
Dataset 7 199.50 23.2937 186.65 13.4329 6.44 42.33

Table 6 depicts the comparison between MGAA and GAA-
B (the best strategy of GAA) according to the same criteria
Cmax, Time and improvement rates (Imp1 and Imp2), defined
as in the previous analysis. We notice that the makespan av-
erage and the running time are reduced with MGAA in all the
cases. In particular, we can observe that in the case of Dataset
5, the obtained makespan value by GAA-B is in average equal
to 133.38 time units and the results are obtained within a com-
putation time of 3.5829 seconds. These values decrease when
using MGAA to Cmax = 130.70 time units within a running
time of 1.1997 seconds. Thus, the improvement rates in fa-
vor of MGAA are 2.01 % (for the makespan) and 66.52 % (for
the running time). To conclude, MGAA can provide very good
approximate solutions little bit better than those obtained by
GAA-B, but in a much shorter computation time.

In summary, the experimental results allow us to rank the
proposed methods. Indeed, MGAA gives better solutions that
GAA-B in terms of the makespan values and in particular the
computation time required to solve a problem. On the other
hand, GAA (under its assignment strategy B) provides satisfac-
tory solutions within a reasonable computation time compared
to the exact mathematical model. Therefore, our contributions
based on these adapted GAs provide good trade-off between
computation time and makespan compared to existing exact
mathematical models, which can be of a real practical inter-
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Table 6: Comparison of GAA-B and MGAA (average values).
Dataset GAA-B MGAA Improvement (%)

Cmax Time(s) Cmax Time(s) Imp1 Imp2

Dataset 1 64.70 0.0053 63.80 0.0053 1.39 0.00
Dataset 2 125.30 0.0992 123.10 0.0446 1.76 55.04
Dataset 3 85.03 1.1959 82.23 0.5562 3.29 53.49
Dataset 4 124.51 0.7455 123.50 0.4211 0.81 43.51
Dataset 5 133.38 3.5829 130.70 1.1997 2.01 66.52
Dataset 6 136.35 4.8654 133.70 2.7778 1.94 42.91
Dataset 7 186.65 13.4329 182.95 8.4624 1.98 37.00

est in the context of limited computing resources in embedded
systems.

5. Conclusions and perspectives

In this paper, we proposed adapted GAs for solving an im-
portant scheduling problem in CPU/FPGA architectures under
heterogeneous communication delays’ assumptions, with the
aim of minimizing the makespan. We proposed two algorithms
(GAA and MGAA) and we compared them to an existing re-
duced mathematical model. The results of MGAA demonstrated
that this approach is better than GAA. In addition, it provides a
significant enhancement compared to other existing exact meth-
ods such as the reduced mathematical model, in terms of the
computation time required to solve a problem. Nevertheless,
GAA provides good trade-off between computation time and
makespan compared to the same exact mathematical model. To
conclude, the proposed MGAA is a very promising approach
that allows us to obtain optimal or near optimal solutions in a
short running time. This approach can be easily and effectively
adapted to other similar optimization problems to further max-
imize the computational performance. In particular, MGAA is
suitable for scheduling problems dedicated to embedded het-
erogenous parallel architectures, which is still open and where
the high performance in a real-time context with limited re-
sources (computational units, power consumption, logic area,
etc.) is required.

As a perspective, further comparisons between MGAA to
other metaheuristic techniques seem to be interesting in order
to find some improvement possibilities. Then, the hybridization
of MGAA with other methods can be investigated.
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APPENDIX A: Ait El Cadi et al.’s reduced model [19]

min Cmax (.1)

subject to: ∑
k∈{l∈M/i∈Fl}

xik = 1 ∀i ∈ N (.2)

si +

m∑
k=1

tikxik ≤ Cmax ∀i ∈ N+ (.3)

si+tikxik + cik, jl(x jl + xik − 1) ≤ s j ∀k, l ∈ M,

∀ j ∈ N\Fl,∀i ∈ Pred( j)\Fk
(.4)

si+tik − s j ≤ B(3 − xik − x jk − δi j) ∀k ∈ M,

∀i ∈ N\Fk,∀ j ∈ N\(P(i) ∪ Fk)
(.5)

s j+t jk − si ≤ B(2 − xik − x jk + δi j) ∀k ∈ M,

∀i ∈ N\Fk,∀ j ∈ N\(P(i) ∪ Fk)
(.6)

xik ∈ {0, 1}; si ∈ R+ ∀k ∈ M,∀i ∈ N\Fk (.7)

Variable δi j could be seen as the decision that consists in
performing task i before j (δi j = 1) or not (δi j = 0). For the
assignment part, variable xi,k is binary and it indicates when
xi,k = 1 that task i is assigned to processor k. Otherwise, we
have xi,k = 0. The starting time of task i is defined by variable
si for every i. It is worthy to note that the set P(i) of tasks j shar-
ing the same path with i in G is computed as a pre-processing
phase. It is based on the breadth-first search (BFS) method [19].
Moreover, to avoid increasing the number of binary variables,
variable xik is not used for any i belonging to Fk (i.e., any task
i that cannot be assigned to processing unit k) in all the con-
straints of this model.
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