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An Upscaled Model for Bio-Enhanced NAPL Dissolution
in Porous Media

T. Bahar! . F. Golfier! - C. Oltéan! - M. Benioug!

Abstract We develop a Darcy-scale model for multiphase transport in porous media col-
onized by biofilms. We start with the pore scale description of mass transfer within and
between the phases (water, biofilm, and NAPL phases) and biologically mediated reactions.
The macroscale mass balance equations under local mass equilibrium condition at the fluid—
biofilm interface are derived from the pore scale problem, obtained by the method of volume
averaging. The case of local mass equilibrium considered here finally provides one mass
balance equation for the fluid and biological phases coupled with the NAPL-phase equation.
We predict the effective dispersion tensor and the mass exchange coefficient that appear in
the upscaled equation by solving closure problems on representative unit cells. The results of
this model have been compared with pore scale simulations. Based on these comparisons, the
validity domain of this model has been identified in terms of hydrodynamic and biochemical
conditions of transport (i.e., Péclet and Damkohler numbers). This study should provide a
better insight on the impact of biofilm dynamics near NAPL sources through the upscaling
process.
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CAB Pore scale concentration of species A in the f-phase (kgm™>)

CAw Pore scale concentration of species A in the w-phase (kgm ™)
(cap) Averaged concentration of species A in the S-phase (kg m~3)
(CAw) Averaged concentration of species A in the w-phase (kgm™)
CBw Pore scale concentration of species B in the w-phase (kgm ™)
czqﬂ Concentration of species A in the B-phase in equilibrium with p,, (kg m3)
ciqw Concentration of species A in the w-phase in equilibrium with p,, (kg m~3)
Cap Spatial deviation of cap (kgm™)
CAw Spatial deviation of c4,, (kg m—?)
co Injected concentration in the complex 2D geometry (kg m~>)
{ca} Equilibrium weighted average concentration of species A (kgm™>)
Dag Diffusion coefficient of species A in the 8-phase (m?s~1h
Daw Effective diffusion tensor of species A in the w-phase, (m*s~!)
ngw Darcy-scale effective dispersion tensor for the species A (m?s~')
Dr Dimensionless effective diffusion tensor for the species A (-)
Day = %, Damkohler number associated with species A (-)
d/’gw A velocity-like effective transport coefficient (m s~!)
Unit tensor
Kaw Half-saturation constant for the species A in the w-phase (kg m~)
k Permeability (m?)
KBy Half-saturation constant for the species B in the w-phase (kg m~—>)
Ki; Equilibrium partitioning coefficient between the i-phase and j-phase for the
species A (-)
L Characteristic length associated with the averaging volume (m)
L. Characteristic length defining the macroscale (m)
l; Lattice vector for the ith direction (i = 1, 2, 3) (m)
lg Characteristic length associated with the S-phase (m)
n;; Normal vector pointing outward from the i-phase toward the j-phase
Pg Fluid pressure in the B-phase (Pa)
Pey = %, Péclet number associated with species A (-)
Raw Nonlinear Monod kinetic reaction term, (kg m3s7h
sg Closure variable that maps ciﬁg — (cAﬂ)ﬁ onto Cag
Se Closure variable that maps K ,;az (c:qﬁ —(c Aﬁ)ﬂ ) onto Cag
s;S Dimensionless form of the closure variable sg (-)
s, Dimensionless form of the closure variable s, (-)
t Time (s)
t/ Dimensionless time ()
Usw A velocity-like effective transport coefficient (m s7h
v Averaging volume (m?)
Vi Volume of the i-phase (m?)
Vi Velocity of the i-phase (ms™!)
\7 Spatial deviation of v; ms~1)

Wi Interface displacement velocity from the i-phase toward the j-phase (ms™')



Greek symbols

oy Mass transfer coefficient for the species A (ms™!)
B Fluid phase

4 NAPL phase

€ Volume fraction of the i-phase

g Fluid dynamic viscosity (Pa.s)

HAw Specific degradation rate for the species A in the w-phase (s~!)
Po Microbial density in the w-phase (kgm™>)

Py NAPL-phase density (kgm~3)

PB Water-phase density (kg m~3)

o Solid phase

w Biofilm phase

() Intrinsic average for the i-phase

( Superficial average

1 Introduction

Contamination of groundwater by chemical solvent and other industrial waste has become
matter of increasing public concern (Quintard and Whitaker 1994; Schubert et al. 2007).
In particular, contamination of aquifers by non-aqueous-phase liquids (NAPLs) represents a
serious issue for conventional cleanup methods and hence a real challenge for bioremediation
techniques. This contamination leads to the formation of NAPL blobs or ganglia trapped in
the soil which act as a long-term source of groundwater pollution (Quintard and Whitaker
1994). Transport modeling of non-aqueous-phase liquids (NAPLSs) in soils and aquifers has
received a lot of attention in the past. Most of the proposed models (Mayer and Miller 1993;
Hunt and Sitar 1988; Corapcioglu et al. 2009) consider a two- or three-phase system that
lead to explore the NAPL blobs dissolution and mobilization in porous media. The interest in
NAPL dissolution enhancement due to biological activity, however, is more recent. In Fig. 1,
we illustrate this situation, where g refers to the flowing water, NAPL blobs are denoted by
y, w is the biofilm phase, and o refers to the solid phase.

Modeling NAPL transport involving microbiological processes is complex because of
the biological, physical, and chemical processes involved at different scales. A literature
survey of the impact of biogeochemical processes on the fate of pollutant plume can be
found in Brun and Engesgaard (2002). Bacterial populations, mainly present at the surface
of the grains as biofilms (Orgogozo et al. 2013), are found to be the primary attenuation
mechanism for organic solute in groundwater. Biofilm has important applications in variety
of technologies including bioremediation (Semprini and McCarty 1991; Cirpka et al. 1999)
and more recently has been of interest in applications of microbial oil-enhanced recovery
where bacteria are utilized for oil mobilization in a reservoir (Sivasankar and Suresh 2014,
Soudmand-asli et al. 2007; Armstrong and Wildenschild 2012). In addition, the phenomenon
of bacterial chemotaxis increases significantly contaminant degradation in soils and aquifers
(Valdés-Parada et al. 2009).

The most of studies (Kindred and Celia 1989; Clement et al. 2004; Golfier et al. 2009;
Becker and Seagren 2009; Davit et al. 2010; Chambon et al. 2010; Orgogozo et al. 2013)
interested in solute transport in porous media colonized by biofilms are focused away from
the pollution source. These models, however, usually fail to predict the fate of pollutant



plume precisely since the biochemical interactions close to NAPL source are ignored and
most of the key parameters need to be fitted or determined a priori (Gaganis et al. 2002;
Chu et al. 2007). One method to address this latter issue is to keep an explicit coupling
between the microscale information and these macroscopic coefficients through an upscaling
process. In Golfier et al. (2009), for instance, a one-equation model has been derived to
describe the Darcy-scale transport of a solute undergoing biodegradation in porous media.
This model is obtained from the method of volume averaging under local mass equilibrium
assumption.

Significant research effort has been put into investigating the transport and biodegradation
of dissolved contaminants (Clement et al. 2004; Golfier et al. 2009; Becker and Seagren
2009; Davit et al. 2010; Brun and Hatfield 2011), but comparatively very few works (Christ
and Abriola 2006; Chen et al. 2013) are focused on the study of three-phase system (oil—
water-biofilm system). Nevertheless, these flow conditions play a key role in the overall
process of in situ biodegradation. In a three-phase system with a single component exchanging
through the phase interfaces, indeed, mass exchange between phases is classically described
by a partitioning coefficient or even a simple Dirichlet condition in a pure binary case.
For multispecies systems, the problem is more complex; under certain conditions, ideal
solubilization can be considered and mass transfer of dissolved compounds is thus assumed
to obey to equilibrium relationships such as Raoult’s law. Anyway, in both cases, significant
questions remain in the presence of bacterial activity. How does the biofilm affect interfacial
mass transfer processes and NAPL solubility? And, conversely, how does the toxicity of high
concentration of contaminants near NAPL sources impact the viability and the dynamics of
contaminant-degrading bacteria?

Several studies have shown an increase in NAPL dissolution in the presence of microor-
ganisms (Yang and McCarty 2000; Armstrong and Wildenschild 2012). Microorganisms
produce amphiphilic compounds, termed biosurfactant, which reduce interfacial tension
between immiscible phases (Armstrong and Wildenschild 2012). Paulsen et al. (1999) have
obtained images showing the impact of biosurfactants on the oil droplet, where the bacteria
were strongly adhered to the oil phase. These images highlight the existence of a local change
in interfacial tension that leads to the rupture of the oil surface (Paulsen et al. 1999). In the
presence of non-miscible contaminant, additional feedback mechanisms may also appear
with the impact of NAPL toxicity effect on biofilm growth (Ray and Peters 2008; Singh and
Olson 2009). Ray and Peters (2008) reported inhibition in both anabolism and catabolism
of Pseudomonas aeruginosa as a result of exposure to high concentrations of NAPL. Singh
and Olson (2009) evaluated the toxic effect of high concentrations of NAPL on bacteria
under prolonged exposure, and results from this work indicate that the bacterial cells near the
NAPL become non-viable in time, whereas cells accumulating farther away use chemotaxis
to migrate toward regions with optimal chemical concentrations in the form of concentrated
bacterial bands. This optimal concentration region corresponds to a balance between a min-
imum level of contaminant toxicity and the highest available nutrient concentration.

In the present paper, we extend the theoretical results obtained by Golfier et al. (2009),
Davit et al. (2010), and Orgogozo et al. (2013) to three-phase systems. The research effort
will be mainly focused on the impact of the additional phase (NAPL phase) on transport and
biodegradation processes rather than the biofilm growth dynamics itself (changes in biofilm
distribution in the porous medium for multiphase systems).

The goals of this work were (1) to develop a macroscopic model of multiphase transport
at the Darcy scale through volume averaging, based on the data available at pore scale; (2)
to calculate the effective properties and determine the effect of pore scale processes (biofilm
growth, NAPL blob distribution. . .) on these effective properties; and (3) to determine the
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Fig. 1 Sketch of an aquifer contamination by a trapped hydrocarbon phase

validity domain of this model in terms of hydrodynamic and transport conditions (i.e., Péclet
and Damkohler numbers).

2 Pore scale Problem

The pore scale problem under consideration corresponds to the mass balance of a component
A within a three-phase system, respectively, the fluid (8-phase), the biofilm (w-phase), and
the NAPL (y-phase) phases. Water flows through a biofilm-occupied porous medium (the
o-phase is the solid phase) where NAPL blobs are present. The biofilm is assimilated to
a locally homogeneous phase (e.g., Wood and Whitaker 1998). The y-phase is assumed
trapped residually into the porous matrix and it is immobile (e.g., Quintard and Whitaker
1999, 1994). In the w-phase, only diffusion and reaction phenomena take place, while in the
B-phase, solute transport is governed by advection and diffusion. We do not consider here
the effect of other physical parameters (temperature and pressure). We restrict our analysis to
the simplest possible process in which the y-phase consists of a single component (species
A) that is slightly soluble in the S-phase so that it can be considered as a tracer dissolved in
the aqueous phase (e.g., Quintard and Whitaker 1999). It is biodegradable but can be toxic
for bacteria at high concentrations. We consider an incompressible fluid flow governed by
Stokes equations, and the velocity field is assumed to be known.



The pore scale boundary value problem under consideration is described by the following
microscopic equations

Mass balance equations

d(cap) .
” + V.(vagcag) = 0 in the B-phase (1)
a
% + V.(VAwCaw) = Rae in the w-phase 2)
)
% —0 inthe y-phase 3)
Momentum equation
Vpg = MﬂV2vﬁ in the B-phase 4)
B.C.1 cap(vag — Wgs)ngs =0 at Ags 5)
B.C.2 caw(VAw — Wuo ) Nye =0 at A,y (6)
B.C3 cap = KpwCaw at Agy (@)
B.C4 CAﬂ(VA,g — W,g;w).nﬁw = Caw(VAw — Wﬁw).n/sw at Aﬁw (8)
B.C5 cap = Kpypy =iy atAg, ©)
B.C.6 caw = Kuyp, = atA,, (10)
B.C.7 cap(vag — Wgy).mg, = —p,Wg, Mg, atAg, (11)
B.C.8 cAw(Vaw — Woy)Nyy = —pyWey Ny,  at A,y (12)
B.CO9 vg=0 atAg, (13)
B.C.10 vg=0 atAg, (14)
B.C.11 vg=0 atAg, (15)

Here, cap and c4,, represent the mass concentration of component A (substrate) in the fluid
and biofilm phases, respectively; p, is the mass concentration of pure species A in the y-
phase; v4g represents the velocity of component A in the B-phase and vg the mass average

fluid velocity; c;qﬁ is the concentration of species A in the S-phase in equilibrium with y;

ciqw is the concentration of species A in the w-phase in equilibrium with y; wg,, represents

the velocity of the fluid—biofilm interface Agy, Wgy, Wgo» W, Wey , and W, are similarly
defined. R4, is a nonlinear Kinetic reaction term.

In the presence of NAPL phase, the growth of bacteria liberates biosurfactants and solu-
bilizing agents (Osswald et al. 1996) present only in the biofilm. This mechanism leads to a
change in stress tension and hence impact the phase velocities. In addition, the equilibrium
partitioning coefficient between the biofilm and NAPL phases (K, ) also depends on the
surfactant concentration (Garcia-Junco et al. 2003). Additional momentum equation for the
y -phase and mass balance equation for the surfactant concentration are theoretically required
for describing this complex process. As a first approximation, we assumed: (i) a negligible
impact on the NAPL mobility considered as immobile (e.g., Ahmadi et al. 2001; Quintard
and Whitaker 1999) and (ii) a constant concentration of biosurfactants in the biofilm phase.
Thus, K, is constant over the w—y interface. Note that the values of Kg, and K, may
be different to account for the presence of biosurfactants at the w—y interface, and we have
usually this relation

Kpy < Koy (16)
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Otherwise, to meet the thermodynamic equilibrium of the system (8, w, and y) at rest, the
equilibrium partitioning coefficient between the fluid and biofilm phases (K g,,) is fixed and
respects the relationship

Kpo = -2 (17)

In this paper, we use the Haldane model to characterize NAPL biodegradation. This model
takes into account for inhibitory effect of substrate concentration on bacterial growth, such
as described in the literature (Saravanan et al. 2008). Under these conditions, the reaction
term is defined as

CAw

Raw = MAwﬁwczw—cz (18)
Caw + Kao + 32
. CBw
with: ¢ = ——M— 19
Bo CcBw + Kpw (19)

A comparison of both kinetics for a given set of parameters is illustrated in Fig. 2. Contrary
to Monod kinetics, we observe that the reaction rate for Haldane kinetics decreases with
substrate concentration beyond a limit value +/K;. This value corresponds to the hydrocarbon
concentration from which bacterial growth is inhibited.

This model, Eq. (18), considers the system with a single substrate (carbon and energy
source) which has been denoted as species A, and a single electron acceptor (such as oxygen)
which has been denoted as species B. For the sake of simplicity, we suppose a large excess of
the species B (oxygen) (e.g., Golfier et al. 2009; Orgogozo et al. 2013). As a consequence, the
inhibitory effects are not involved in the consumption of the species B and cp,, is constant.
In these equations, w4, represents the specific degradation rate for the substrate, p,, is the
microbial concentration, K 4., and K p,, are the half-saturation constants for the substrate and
electron acceptor (species B), and K; is the inhibition constant. Note that c4,, and cp,, are



spatial average concentrations because the biofilm is itself a multiphase system consisting of
cells and extracellular material Wood and Whitaker (1998, 2000). In addition, we determine
the volumetric rate of dissolution of the NAPL phase. We use the two conditions given by
Egs. (11) and (12) and arrange the form of these equations as

1

Wgy gy = —;CAﬁ(VAﬂ - Wﬁy).nﬁy at A/gy (20)
Y
1

Wy Nyy = —p—cAw(vAw — Wyy) Ny, at Ay, 21
Y

3 Volume Averaging

Our analysis of the mass transport problem suggested in Fig. 1 is based on the development of
the macroscale equations for species A. We follow the developments presented in Quintard
and Whitaker (1999) and Golfier et al. (2009) who used the method of volume averaging
Whitaker (1999) to derive the macroscale equations.

Referring to the method of volume averaging, we define the superficial average concen-
tration of species A in the w-phase (biofilm) as

1
(chn) = = / capdV (22)
D (x,1)

1%
with V, describing the averaging volume shown in Fig. 1 (the averaging domain is a geometric
entity of macroscopic field Vi) and 9, (x, ¢) is the Euclidean space representing the w-phase
contained in the volume V. A similar relation holds for the average concentration of species
A in the B-phase,

1
(CAﬁ) = 7/ CAﬁdV (23)
V Jogxn)

The intrinsic average concentrations for the two phases (w and ) are given by

_ 1 )V = !
Vo, 1) Jo, 0 Ve(x, 1) Jogix.n

(caw)® cawdV  {cap capdV (24)
with Vg(x,t) and V,,(x, r) the Lebesgue measures of ?g(x,t) and ¥, (x, t) that are the
volumes of the respective phases. Superficial and intrinsic averages given by Egs. (22) and

(23) are related by

(cap) = €g(x, ){cap)? (caw) = €w(x, D){caw)® (25)

where €, (x, t) and €g(x, t) represent the volume fractions of the w- and B-phases, respec-
tively, defined as

Vﬂ(xyt) ew(x t): Vw(xat)

v %

In practice, the volume of biofilm v,, changes in time due to the bacteria growth. However,
we assumed in the present study that changes in the V,, and Vg volumes are uncoupled
from the transport problem due to the disparity of the characteristic timescales. Indeed,
the characteristic time for biomass growth (about 10*~10°s) is usually much larger than the
timescale for substrate transport by diffusion and convection (from 1073 to 10 s) Picioreanu,
van Loosdrecht et al. (2000). This assumption is commonly adopted for this kind of problem

(26)

eg(x, 1) =



(e.g., Golfier et al. 2009; Davit et al. 2010). As a consequence, bacterial growth will be
neglected hereafter.

In the developments that follow, the phase variables cag and c 4, can be expressed fol-
lowing Gray’s decomposition (Gray et al. 1993)

cap = (cap)’ +éap 27)
CAw = (Caw)” + Chw (28)
with ¢4g and ¢4, the spatial deviation concentrations in both phases.

We begin our analysis by applying the spatial and temporal averaging theorems that can
be expressed as Whitaker (1999)

1 1 1
(Veag) = Vicap) + —/ ng,cagdA + —/ ng,cagdA + 7/ ng,capgdA
\% \% Apy \% Apo

Apw
(29)
1
(V- vapean) = Volvapean) + 3 [ mpoGapeanda
Aﬁw
1 1
+— ng,.(vagcag)dA + 7/ ng,.(vagcag)dA 30)
ViJag, Vi Jag
dcap d{cap) 1 /
= - — . dA
1 1
7 ng,.cAgWgydA — v Ng,.CABWpsdA 31

Apy Apo

We consider that the solid phase (o -phase) is rigid; therefore, w;;.njs =0 = B, w, ).
Subsequently, we keep the mass flux at the f—o and w—o interfaces in equations to simplify
the representation of the interfacial flux.

We have used the terminology Ag to indicate all the surfaces in contact with the 8-phase
(i.e., Apw, Agy, and Ags). The term ng,, indicates the unit normal pointing outward from
the B-phase toward the w-phase; ng, and ng, are similarly defined.

First, we can use the volume-averaging theorems for obtaining the average transport
equation in each phase
B-phase

d(eplcap)?)
ot

Accumulation

1
+V.(VA/3CA/3)+*/ nﬁy.CAﬁ(VAﬁ —Wﬁy)dA
—_———— \% Apy

Advection

Interfacial flux

1 1
+ 7/‘ Ngy,.caAp(Vag — Wpw)dA + 7/ Ngs.cap(Vap — Weo)dA =0 (32)
V' Jag, V' Jag,

Interfacial flux Interfacial flux
w-phase
9(ew(Caw)®) 1
T + VA{VauCaw) + V nwy~CAw(VAw - wa)y)dA
N——— Awy

Advection

Accumulation Interfacial flux



1 1
+ */ nwﬂ~CAw(VAw - Wwﬂ)dA + */ Nyo -Caw(VAw — Woo )dA = €4, (Raw)®
Awﬁ 4 Awo —

\%
Reaction
Interfacial flux interfacial flux

(33)

y-phase
9(py) 1 1
+— | pymgywadA+ — | pyne, W dA =0 (34)
at 4 Apy 4 Awy

Accumulation i
cumulatio Interfacial flux

The macroscopic reaction term that appear in Eq. (33) can be expressed as (e.g., Wood and
Whitaker 1998, 2000)

(caw)®

. )2
(CAa))w + KAm + (<CA;I_> )

(RAw>w = —MAwaCT;w (35)

To obtain the last equation, Eq. (35), we have adopted the following assumptions (used only
to linearize the nonlinear reaction term)

Caw << (Caw)?”, &5, << ((can)®)*. (36)

The constraints associated with Eq. (36) have been previously developed in Wood and
Whitaker (2000). Note that, recently, Lugo-Mendez et al. (2015) have revisited the upscaling
process of nonlinear reactive mass transport.

Taking into account the relationships expressing the condition of a dilute solution of
species A [additional details are available in Quintard and Whitaker (1999)] and neglecting
the advection term in the w-phase (e.g., Golfier et al. 2009; Orgogozo et al. 2013), the
superficial average equations (Egs. (32), (33)) become

capVap = capVp — DagVeag 37
CAwVAw = CAwVw — DawVcaw (38)
B-phase
d(eglcap)?)
T + V.(VﬂCmg) = V.(DAﬁVCAﬁ>
—_—— —_—

. Advection Dispersion
Accumulation P

1
— V/ nﬁy.(CAﬁ(Vlg — ngy) — DAﬂVCAﬂ)dA
Apy

Interfacial flux

1
— 7/ ng,.(cAg (Vg — Wgw) — DagVeag)dA
V Jag,

Interfacial flux

1
— V/ Ng,.(cap(Vg — Wgs) — DagVeag)dA 39)
Ago

Interfacial flux



w-phase

0(ew{can)?)
A0l oV (Daw.Veaw)
ot —_— ————
R Dispersion
Accumulation

1
- V/ nw)/~(CAw(Vw - Ww)/) — Daw.-Vcaw)dA
Awy

Interfacial flux

1
-4 nwﬂ~(CAﬂ (Vo — Wwﬂ) —Daw.Vear)dA
v Aup
Interfacial flux
1
-4 Nyo . (CAw(Vo — Wao) — Daw.Veaw)dA + €, (Raw)” (40)
V Ja,. —_—

Reaction

Interfacial flux
where D 4p is the diffusion coefficient for the A component in the fluid and D 4., describing
the effective diffusion tensor of component A in the biofilm phase. Using Gray’s spatial
decomposition into the divergence term, we obtain

d(eglcap)P) ..
I 4 Veptvp) leap)) + V- (TpEag)
1
= V.(DagVcag) — V/ ng,.(cap(vg — Wgy,) — DagVcapg)dA
Apy
1 1
—— ng,.(cap(Vg — Wgw) — DapVeag)dA — — ngs.(cap(Vg — Wgo)
\% Aﬁw 14 Aﬁa
—DagVeap)dA (41

Now considering that the molecular diffusivity in the -phase is constant (e.g., Quintard
and Whitaker 1994, 1999; Wood and Whitaker 2000) and using the averaging theorem, the
diffusive term can be developed as

1
(DagVeag) = DAﬁ[€5V(CAﬁ)ﬁ + VGﬁ(CAﬁ)ﬂ + V/ nﬁw(cAﬁ)ﬂdA
Agw

1 1
+—/ nﬂy(cAﬂ)ﬁdA‘f‘*/ ngo (cap)’dA
V- Jag, V Jag

1 . 1 - 1 ~
_}_7/ IlﬁwCAﬂdA + 7/ nﬂycAﬂdA + 7/ nﬂUCA/gdA] 42)
Vs V Jag, V Jag
Applying the geometric lemma Quintard and Whitaker 1994,
1 1 1
Veg = —— ng,dA — — ng,dA — — ng,dA 43)
B V g, Bo V Jay, By V Sy Bo

The diffusive flux can be rewritten as

1 - 1 -
(DagVeap) = DAﬁ(EﬂV(CAﬁ>ﬂ + 7/ ng,capdA + */ ng,capdA
V Ja V Jag,

:19)

1 .
+ — / n’Bo'CAﬂdA) (44)
\%4 Apo



The previous result (Eq. (44)) is associated with the two following length-scale constraints
(Quintard and Whitaker 1994)

lﬂ <<, rg << LE (45)

where r, is the radius of the averaging volume, /g is the characteristic length associated
with the B-phase, and L. is the characteristic length defining the macroscale. At this point,
introducing Eq. (44) into Eq. (41) leads to

d(eplcap)?)
Jat

1
= V.[DA5(65V<CA}3)’S + 7/
VJa

+ V.(ep(vg)P(cap)P) + V.(Vgiap)

5 1 - 1 -
ng,capdA + — / ng,capdA + — / ng,CapgdA)]
po V Jag, V Jag

1 1
_7/ ng,.(cap(vg —Wgy) — DagVcag)dA — 7/ ng,.(cap(vgp
V Jag, V Jape
1
—Wge) — DagVeag)dA — V/ ng;.(cap(Vg — Wgs) — DagVeag)dA (46)
Ao
This result requires the use of the approximation (Carbonell and Whitaker 1983)

@Eap)f =0 Fpf =0 A7)

Finally, using again the Gray’s decomposition in the integral terms on the right-hand side
of Egs. (46), Eq. (46) can be expressed as
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To develop a simplified form of Eq. (48), we need to make use of the total continuity equation
(mass balance) in the B-phase. The total continuity equation, routinely used in the solution



of liquid-phase flow problems (e.g., Quintard and Whitaker 1999; Soulaine et al. 2011), is
expressed as

0pp

ar T V-(opvp) =0 (49)

Supposing that the variations in pg are negligible compared to vg, we apply the volume-
averaging theorems to the continuity equation, Eq. (49), which leads to

de 1 1
V. (ve) + 7/ ng,.(vg — wp,)dA + 7/ N, (Vg — Wpe)dA

at \% Apy \% Ao
1

+— ng,.(vg — Wgs)dA =0 (50)
V a,,

Substituting the average of total continuity equation, Eq. (50), into Eq. (48) gives the unclosed
form of the averaged equation in the S-phase
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A similar development gives the unclosed form of the averaged equation in the w-phase
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For a binary system and under the dilute solution approximation (Quintard and Whitaker
1999), the velocities of interfaces f—y and w—y (Egs. (20), (21)) can be expressed as

1

Wgy Mgy, = EnﬁV'DAﬁchﬁ at Ag, (53)
1

Wy Mgy = p—nw],.DAw.VcAw at A,y 54)
Y

These results assume that the temperature and pressure gradients are small enough so that
the following conditions are satisfied (Quintard and Whitaker 1999)

CAﬁ(V/g — w,g),).n,gy =0 (55)
CAw(Vo — wa)y)'na)y =0 (56)

Finally, substituting Egs. (53) and (54) into Eq. (34) yields

ey (o)) 1 1
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Accumulation Interfacial flux

In this paper, we suppose the NAPL density p, -constant within the averaging volume V
(py = (py)Y, but it does not imply that (p, ) is constant) so that the last equation can be
rewritten as

de 1 1 5
pyiy + 7/ nﬂy.DA/gV(CA/g)ﬁdA + */ nﬂy-DAﬁVCAﬁdA
8[ V Aﬁy V Aﬁy

1 1
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4 Local Mass Equilibrium
4.1 The Two-Equation Model

At this point, we get a set of three unclosed macroscopic equations. We can take advan-
tage of simplifying assumptions for reducing the number of balance equations governing the
solute transport at the macroscale. In particular, the local mass equilibrium assumption, refer-
ring to conditions close to thermodynamic equilibrium, yields to define a single weighted
average concentration for the phases at equilibrium. It must be emphasized that the local
mass equilibrium assumption does not imply a zero gradient everywhere, but assumes the
presence of sufficiently low-concentration gradients at the microscopic scale whatever the



phase considered. Assuming small concentration gradients at the fluid-NAPL (or biofilm—
NAPL) interface is probably too restrictive for many applications where non-equilibrium
conditions are classically encountered. On the contrary, considering the hypothesis of local
mass equilibrium at the fluid-biofilm interface could be more convenient since this assump-
tion has been already used with success for the dissolved hydrocarbon plume (Golfier et al.
2009). As a consequence, we will adopt this approach in the following, and we refer the
reader to Golfier et al. (2009) and Orgogozo et al. (2013) for additional details about this
assumption.
At the B—w interface, this hypothesis is expressed as

(cap)? = Kpwlcaw)” (59)

For analysis purposes, we define an equilibrium weighted average concentration (e.g.,
Golfier et al. 2009)

€ €w ©
fea) = (ijeﬁ) (cap)? + (ew +Eﬁ) Kpo(Can) (60)

that possesses the following property:

{ea) = (cap)? = Kpolcan)” (61)

The constraints associated with Eq. (61) have been previously developped in Wood et al.
(2011) and recalled by Golfier et al. (2009). Under this assumption, the concentrations pre-
dicted by Eqgs. (51) and (52) can be added to obtain a new equation describing solute transport
in the two phases (8- and w-phases). Summing up these equations eliminates the interfacial
flux terms defined on Ag,. This new equation, coupled with the mass balance equation for
the y-phase, (Eq. (58)), has the following form
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where
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These forms of the macroscopic equations (Egs. (62), (58)) are still unclosed because they
contain the quantities c4g and ¢ 4., as independent variables in the area integrals. An estimate
for the concentration deviations has to be found.

5 Closure

5.1 Deviations Problem

In this section, we develop the relationships between spatial deviations and average quantities
in order to close the macroscopic model.

We first recall our original differential equations defined in the 8- and w-phases at the
pore scale

0
(gﬁﬂ) + V.(vgeap) = V.(DagVeap) o
% +V.(VoCaw) = V.(D a0 Vean) 63)

By subtracting Eq. (51) from Egs. (64) and (52) from Eq. (65), and under conditions of
local mass equilibrium (Eq. (59)), we obtain the set of equations governing the concentration
deviations (additional details are shown in “Appendix 17)
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5.2 Closure Problems

Following the developments in the literature (e.g., Quintard and Whitaker 1999), we have
identified two non-homogeneous terms, V(cAlg)ﬁ and (ci% — (cAﬁ)ﬁ), that act as source

terms for the deviation fields. We use these terms to formulate the closure problem solution.
The mathematical structure of the coupled equations suggests, indeed, a solution of the form

Gap = bp.Vicap) + 55 (chﬁ - <cA,3>ﬂ) (78)
Eho = Do Ky Viean)? + 50K} (e = (eap)) (79)

where the closure variables bg, b, sg and s, satisfy the closure problems obtained by sub-
stituting Egs. (78) and (79) into the deviations problems.

The two closure problems are specified below in their dimensionless form, and the full
development of these problems is shown in “Appendix 2.”

Closure problems (dimensionless form) Problem I
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where the dimensionless variables and the parameters have been defined by
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6 Closed Form of the Macroscopic Equation

Now, injecting the closure solutions (Egs. (78), (79)) into the unclosed averaged equation,
the following closed form of the B-phase transport equation is obtained
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and one can use the representation for the spatial deviation concentrations given by Eqgs. (78)
and (79) to express the macroscopic form of the y-phase equation

dey 1 Kﬁi(;
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We arrange the diffusive term of this equation (Eq. (111)) by using the following relationship
(additional details are available in Quintard and Whitaker (1999))

1
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Thus, Eq. (111) becomes

de
PVZTty = (Ve +Dr.Ve,).DagVicap)? — o (Ci% a <CAB>5) e

A reasonable estimate of the gradient of the average concentration in the case of purely
convective transport is given by Quintard and Whitaker (1999)
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and Eq. (115) leads to
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Under this constraint (Eq. (116)), it is clear that the additional coupling term (Veg +
Dr.Vew).DA5V(cAﬂ)ﬂ can be neglected

(Vep +Dr.Ve,).DagVicap) << o (c;qﬂ — (cmﬁ) , (117)

and the classical form in the literature for the mass balance equation of the NAPL phase
(y-phase) is recovered

de€
Pyt = (ci% - <cAﬂ>ﬁ) (118)

where Dzw (Darcy-scale effective diffusion tensor for the species A), dg,, (a velocity-like
effective transport coefficient), o (mass transfer coefficient for the species A), Ug,, (a
velocity-like effective transport coefficient) are given by
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Note that the dimensionless form of the mass exchange coefficient and the dispersion tensor,
used hereafter, are defined by

/ 1 1
== ng, Vs,dA + Dr. —/
“a V/Aﬂy pr ¥ opCA T F(V A

D}, = (g1 + €,Dr) +mj + Dr.m), — Pes(V/gb)) (128)

n,, VsC’UdA) (127)

wy

where

1 1 1
m, = — n b’dA—i——/ n b’dA—}——/ ng,b,dA 129
B V/Aﬁy By Pp Vv Apo BB \% Apo BoDp ( )
1
/

1 1
m, = — n,, b, dA + — n,gb, dA + — nyeb) dA (130)
A A VJa
wy wp wo

7 Results and Discussion

The averaging procedure leads to the closed form of the macroscale equations given by Eqgs.
(110) and (111) and two closure problems. The closure problems need to be solved on a repre-
sentative unit cell of the pore scale geometry to deduce with accuracy the effective properties
of the porous medium. Ideally, the choice of unit cells should be based on the results of direct
experimental measurements conducted at both the microscale and macroscale. Theoretically,
it is possible to obtain a three-dimensional image of the four phases, biofilm—fluid-NAPL—-
solid, and this is an area of active research (Davit et al. 2010; Seymour et al. 2004). However,
the results from such multiscale experimental measurements are currently not available.
Obviously, the 2D unit cells, illustrated in Fig. 3, may not capture all the features of a real
system; however, they are sufficient to gain a significant insight about the physical mech-
anisms involved. Additionally, they could be used easily in conjunction with micromodel
studies (Bahar et al. 2015). In this section, we describe the calculation steps of two effec-
tive parameters that are the dispersion tensor, Eq. (119), and the mass exchange coefficient,
Eq. (121). Such calculations give us an overview of how the pore scale architecture (espe-
cially biofilm and NAPL distribution) impacts these macroscale coefficients and illustrates
the capability of the model. A large literature is available on these two parameters which
justifies our choice (Quintard and Whitaker 1994; Ahmadi et al. 2001; Golfier et al. 2009).
Therefore, different types of complex unit cells have been used, they are summarized in
Fig. 3. Most important features that characterize unit cells are gathered in Table 1.

7.1 Results for Complex Unit Cells

As specified above, the calculation of the dispersion tensor and the mass exchange coefficient
are based on the different two-dimensional unit cells represented in Fig. 3 and are denoted
from (a) to (e). Their main morphological features (e.g., circularity, interfacial area, Feret
diameter) and flow properties (permeability, wetting phase) are gathered in Table 1. These
unit cells were constructed from a tomographic image of sandstone for the solid phase. We
insist on the fact that these geometries do not pretend to give a fair picture of a real rock
sample. Their only purpose is to be complex enough to capture the main features (tortuosity
effect, different pore sizes, and different NAPL blobs or biofilm shapes) of a contaminated
soil. The volume fraction of the o-phase is kept constant in all configurations and fixed at
0.5. The pore throat characteristic length, /g, is estimated to be 0.3 mm so that the constraint



. Biofilm (w-phase)
. NAPL (y-phase)
. Fluid (B-phase)

D Solid (k-phase)

Fig. 3 Unit cells used for computations: non-wetting cases (unit cell a: without biofilm—unit cell b: after
bacteria colonization) and wetting cases (unit cell ¢: without biofilm—unit cells (d) and (e): after bacteria
colonization)

of separation of scales is verified. All the unit cells (as shown in Fig. 3) have the same size,
ie, L x L =12 x 12mm?. Biofilm phase in the unit cells (b), (d), and (e) was generated
arbitrarily during their construction, and the values concerning the volume fractions are
summarized in Table 1. The NAPL blob distribution in the different unit cells was also done
randomly by respecting the wettability of the NAPL phase. The resulting porous network of



Table 1 Physical parameters associated with the various unit cells

Parameter Unit cell
(a) (®) (© (@ (e)
Fluid volume fractioneg ~ 0.469 0.46 0.471 0.47 0.44
Biofilm volume fraction - 0.011 - 0.011 0.028
€w
NAPL volume fraction ¢, 0.032 0.032 0.030 0.030 0.030
Permeability k (m?) 247 x 1071 221 x 107 248 x 1071 236 x 10714 217 x 10714
B — vy Interfacial area A,  0.005 0.0038 0.0066 0.0059 0.0049
(mm~1)
Feret diameter Dy (w- 0.16 0.12 0.16 0.15 0.13
and y-phases) (mm)
Circularity C ¢ (w- and 0.86 0.86 0.85 0.87 0.85
y-phases)
Lacunarity 2 5 (w- and 0.47 0.50 0.37 0.43 0.50
y -phases)
Wetting phase Water Water NAPL NAPL NAPL

these complex unit cells contains ganglia of different sizes and forms similar to real-world
conditions (insular saturation for non-wetting NAPL; films or pendular rings when oil is
wetting). Note that the geometrical properties of NAPL blobs and biofilms clusters in the
different unit cells are globally similar in terms of circularity and characteristic length (Feret
diameter), but the heterogeneity of phase distribution (i.e., lacunarity) varies. Moreover, the
change in wettability obviously affects the interfacial area values which drive mass transfer
processes, as detailed in Table 1.

The first step in our approach consists in calculating the pore scale velocity field from a
given inlet velocity or pressure gradient. The velocity field is obtained by solving Stokes equa-
tions, with symmetry conditions on lateral boundaries, over the entire system. All numerical
calculations were performed using COMSOL Multiphysics Sofware® based on the finite
element formulation. We used quadratic Lagrange elements for the velocities and linear for
the pressure to obtain the numerical solution. The resulting linear system was solved with the
direct solver PARDISO (Schenk and Girtner 2004) based on the LU decomposition method.

In the second step, we solve the closure problems that are problems I and II for computing,
respectively, the effective dispersion tensor and the mass exchange coefficient. These effective
properties are estimated for different arbitrary values of the Péclet number varying between
1073 and 10°. For each computation, the solution convergence analysis was carried out.
This analysis confirmed the independence of the numerical results with respect to the grid
resolution.

7.2 Impact of the NAPL Wettability Configuration (a) and (c)

First, we examined the problem of dissolution of a NAPL phase without biofilm (abiotic
conditions) represented by the unit cells (a) and (c). Our objective was to test the impact of
the NAPL wettability on the dispersion coefficient (x x-component and yy-component of the
dispersion tensor) and the mass exchange coefficient. Several studies have shown the influence
of spatial variations in wettability on NAPL dissolution (Bradford et al. 2000; Seyedabbasi
et al. 2008). In particular, we compare these effective properties in the NAPL-wetting case
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Fig. 4 Dimensionless dispersion coefficient: variation versus Pe 4 in abiotic conditions
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Fig. 5 Dimensionless mass exchange coefficient: variation versus Pe 4 in abiotic conditions

(unit cell (c)—Fig. 3) and the non-wetting case (unit cell (a)—Fig. 3). The results for the
longitudinal and transverse dispersion coefficients are shown in Fig. 4 and those for the mass
exchange coefficient are represented in Fig. 5. Results for both cases illustrate the typical
behavior of these effective properties with respect to the Péclet number.



Velocity field of wetting case Velocity field of non-wetting case
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Fig. 6 Velocity field: Comparison of the unit cells without biofilm (unit cell (c) and (a))

In the diffusive regime, i.e., at low Péclet number, as the dispersion coefficient is essentially
determined by the volume fraction of each phase, we recover the same value of the effective
diffusion, whatever the case. On the contrary, the two geometries exhibit a different behavior
for the dimensionless mass exchange coefficient (Fig. 6). Mass transfer, indeed, is mainly
driven by the surface exchange area Ag, which vary significantly between the unit cells
(a) and (c) due to the presence of NAPL rings around the solid phase in the oil-wetting
case.

As soon as the advection term becomes predominant, the difference between the two
longitudinal dispersion curves increases (Fig. 4) leading, for a large Péclet (Pes = 10%),
to a longitudinal dispersion coefficient value for the unit cell (c) about two times larger
than that obtained for the unit cell (a). This discrepancy can be explained by the con-
figuration of the unit cell (a) marked by isolated NAPL blobs. These blobs increase the
mechanical effects of the dispersion which is not anymore necessarily oriented in the
flow direction. We note that our results are similar with those obtained by Quintard and
Whitaker (1994) for active dispersion in the presence of NAPL. Concerning the dimen-
sionless exchange coefficient, the trend observed at low Pey is inverted, and we observe
a coefficient value smaller in the wetting case (unit cell (c)) than for the non-wetting case
(unit cell (a)). To support these results, we have represented in Fig. 6 the spatial distribution
of the velocity fields obtained for both geometries. The analysis of this figure indicates that
the velocity magnitude in the vicinity of the fluid-NAPL interface is globally higher for the
non-wetting case (zones represented by yellow triangles in Fig. 6), and we note the pres-
ence of dead-flow zones close to the NAPL blobs for the unit cell (c) (zones represented by
red diamonds in Fig. 6). These higher local values of velocity mechanically contribute to
increase the mass transfer at the macroscale as has been shown by Miller and Poirier-Mcnell
(1990).

7.3 Impact of the Biofilm Development: Comparison of Wetting Cases (Before
and After Colonization by Biofilm)—Configurations (c), (d), and (e)

The results reported in Figs. 7 and 8 illustrate the impact of the biofilm growth on the
dispersion coefficient and mass transfer coefficient in the oil-wetting case (unit cell (c):
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without biofilm—unit cells (d) and (e): after bacteria colonization). The influence of the
solubilizing agents (i.e., the value of the partitioning coefficient K, at the NAPL-biofilm
interface) will be investigated through two values of the diffusion ratio Dy fixed at 2.5



(Kwy =5)and 5 (K., = 10). Indeed, increasing Dr means increasing K, , with all other
parameters constant.

As we can see in Fig. 7, the influence of the biofilm development on dispersion phenom-
enon becomes observable at high Péclet numbers. If we observe the transverse dispersions,
we note a low impact of the biofilm development contrary to the case of the longitudinal
component. The more biofilm volume fraction increases (unit cell (d)—e, = 0.011 and
unit cell (e)—e, = 0.028), the more longitudinal dispersion coefficient increases compared
to the case without biofilm (unit cell(c)—e, = 0). This biomass development leads to an
increase in lacunarity, as we can see in Table 1. For example, if lacunarity is increased of
25 %, the dispersion coefficient increases of 10 %. These results are related to the role of
the biofilm activity that increases the NAPL solubility and hence the concentration gradients
in the vicinity of NAPL blobs (Osswald et al. 1996). Note that the direct increase in K,
reflects the same result.

For the second parameter under consideration, i.e., the mass exchange coefficient, it is
clear that the presence of biofilm has a major impact especially at low Péclet numbers (Fig. 8).
Increasing the biofilm volume fraction (or the value of K, ) favors an increase in the mass
exchange coefficient. As mentioned above, the biofilm growth increases the concentration
gradients and consequently the outward interfacial fluxes from the NAPL phase. Yet, this
impact gets smaller with higher Péclet numbers. As the flow rate increases, external mass
transfer limitations in the fluid phase tend to disappear which reduces the benefit of the
highest solubility values in the biofilm phase where the mass transfer remains limited by
diffusion (no advection within the biofilm).

7.4 Impact of the Biofilm Development: Comparison of Non-wetting Cases
(Before and After Colonization by Biofilm)—Configurations (a) and (b)

Finally, the impact of bacterial growth on the effective properties of porous media is studied
for the NAPL-non-wetting phase. The diffusion ratio Dr is kept constant at 2.5. Simulation
results are reported in Figs. 9 and 10. As expected, we recover a behavior for both coeffi-
cients similar to the one observed for the NAPL-wetting case. Regarding the mass transfer
coefficient, Fig. 10, it should be noted that the interfacial flux is practically the same at high
Péclet numbers with or without bacterial activity. This result, already observed in the previous
section, is more striking here. These results are in agreement with the trend observed in Fig. 5
where the mass exchange coefficient value was smaller in the wetting case (unit cell(c)) than
for the non-wetting case (unit cell(a)). Advection prevails sooner for the non-wetting case
and smoothes totally the impact of the biofilm colonization.

7.5 Numerical Validation of the Macroscopic Model

In this section, we validate the upscaling theory derived in this paper by a comparison between
the macroscale model and direct numerical simulations (DNS) based on the pore scale model.
We adopt the same approach that has been used in Golfier et al. (2009), Soulaine et al. (2011),
Orgogozo et al. (2013). COMSOL Multiphysics Sofware® is used for all simulations.
The geometry considered here is shown in Fig. 11. The unit cell (d) of dimension L X
L = 12 x 12mm was used to construct this 2D geometry and was duplicated five times to
obtain the final domain. The phases (8, @, and y) were generated in the same manner as
the previous unit cells and volume fraction values are similar to the ones given in Table 1
for the unit cell (d). At the local scale, the physical problem will be two-dimensional and
transient, whereas at the macroscale we will have a transient and one-dimensional problem.
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Comparison will be focused on the steady-state spatial profiles of hydrocarbon concentration
in the whole computational domain. Dynamics of NAPL blobs dissolution with time will
not be simulated here. Since this dynamics is driven by the interfacial fluxes values, an
investigation of concentration profiles is sufficient for comparison purposes.

The species B is assumed to be in excess so that ¢, = 1. In the following, we will keep
the same reduced parameters as defined in Eq. 109. For the sake of simplicity, we will adopt
a change in variable accordingly with

c;\Kw = KpuCly, (131)

Thus, the dimensionless form of equations and associated boundary conditions under con-
sideration at the pore scale reduces to:

/
ac’y

aﬂﬂ + Peavp ey = V. (Velys) inthe f-phase (132)
B.C.I mpy.Vels =0 at Agy (133)
B.C2 nuo.Dr.Veyg =0 at Ays (134)
B.C3 ¢y =chg, alAgo (135)
B.C4 n,gw.chﬁ = nlgw.Dr.VC/AKw at A/gw (136)
BCS cys=1 atAg, (137)
BC6 g, =1 atAyy (138)
ac’ c
_19€k, AK, .
o =V (Dr.Vcyg, ) — Daa - —5— inthe o-phase
K _"_ AKgy + Bw“AKy
bo T Kh T KL
(139)
where
K
o, = o, g = cap, gr Ko, (140)
0 Co Co
tD L? K;
' A8, pg, = Baelel”. K=~ (141)



The additional boundary conditions are as follows:

— Attheinlet: cpg =0,
— Atthe outlet: ny.(DagVecap + vgcap) =0,
— Initial conditions: ¢/, 5= cy x, =0

In this analysis, we proceed by the following steps:

1. First, we solve the entire 2D microscopic problem on a total length of 5 x L. The
velocity field is obtained by directly solving the Stokes equations (Eqgs. 4, 13—15). We
have specified a condition of pressure and concentration at the inlet. At the outlet, we
applied a pressure condition and a convective flux (or Robin)-type boundary condition.
Periodic conditions were applied for concentration and pressure on the other faces. The
mesh refinement has been used to perform the mesh independence study. The final mesh
is composed of 353,413 elements connecting 188,555 nodal points.

2. The second step consists in solving the closure problems on the unit cell (d) used to
generate the domain for different Péclet numbers and calculate the effective properties.
Then, once all the effective properties are known, we solve the 1D upscaled model,
Eq. 110, on a total length of 5 x L. The number of mesh nodes in the upscaled model is
of 30721.

3. Finally, the fields obtained from the pore scale simulations are averaged over cross sec-
tions to provide the 1D evolution of macroscale mass fractions (¢ Aﬁ)/ﬂ and compared to
Darcy-scale simulations.

In the following, we present the typical results for three numerical conditions, respectively,
Pey = 0.01 and Day = 0.01, Peg = 0.5 and Day = 0.5, and Pey = 10 and Day = 5.
Dr has been arbitrarily fixed at 0.8, K A » at 0.5 and Kl.’ at 0.9. The mass fraction value
(c A,3>/ﬁ along the x-axis, which is used as comparison criterion for the simulations, is plotted
in Fig. 12. For local equilibrium conditions (Pe4 = 0.01 and Day = 0.01, Pey = 0.5 and
Day = 0.5), we note a very good agreement (less than 3% of relative error) between the
direct numerical simulation and the macroscale model. For such conditions, concentration
gradients are sufficiently small at the fluid-biofilm interface so that the local mass equilibrium
assumption can be ensured. On the contrary, when the Péclet or Damkoéhler number is too high,
concentration gradients appear generated by advection or kinetics. Thus, non-equilibrium
conditions prevail and our upscaled local equilibrium model is expected to fail. This is the

case for Peq4 = 10 and Day = 5 where the relative error increased up to 10%. These
observations are consistent with those obtained by Golfier et al. (2009) for a fluid—biofilm
system.

A last point deserves to be investigated. In real-world applications, the correct knowledge
of the aquifer features at the pore scale is usually missing. This is particularly true for non-
solid phases (biofilm or NAPL) where volume fractions (or saturations) are sometimes the
only information available. In order to investigate the impact of the pore scale structure on
the upscaled solution, we assumed that the distribution of the biofilm and NAPL phases is
unknown. Consequently, we compared the same pore scale simulations with the Darcy-scale
simulations performed for two different unit cells (unit cell (b) and (d)). The unit cell (d) keeps
the correct volume fractions of each phase, but their distributions vary. For the two numerical
conditions shown in Fig. 13 (Pesq = 0.01 and Day = 0.01, Pes = 10 and Day = 5),
we observe a small impact of the unit cell geometry on the result, especially at low Péclet
and Damkohler numbers since diffusive transfer is essentially driven by the volume fractions
of each phase. When Pey and Day increase, dependency of the upscaled solution to the
pore scale features grows but remains relatively low. However, this small impact cannot be
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generalized to any geometry since there is essentially no a priori method to determine how
much geometric structure is sufficient to adequately represent the transport processes within

a unit cell.



8 Conclusion

In this work, we developed an upscaled model of bio-enhanced NAPL dissolution in porous
media using the volume-averaging method. We derived a set of two macroscale equations
based on the local mass equilibrium assumption at the fluid-biofilm interface and the con-
straints associated with the hypothesis were previously defined.

The main assumptions on which this model is based are summarized below:

— We consider a saturated porous medium colonized by biofilm in the presence of a trapped
hydrocarbon phase. Biodegradation reaction is described by Haldane kinetics (a large
excess of electron acceptor is assumed).

— The hydrocarbon phase (y-phase) is assumed trapped residually into the porous matrix,
and it is immobile.

— Biofilm growth and solute transport phenomena are uncoupled due to the separation of
timescales for both processes.

— The macroscale mass balance equation is derived under local mass equilibrium condition
at the fluid-biofilm interface.

Different types of 2D complex unit cells have been used to compute the mass exchange
coefficient and the dispersion tensor components. The dissolution enhancement effect on the
NAPL phase due to bacterial activity has been investigated. The results presented in this
paper confirm the impact of microbial processes on the mass exchange coefficient and the
dispersion tensor compared to the abiotic conditions. It has been shown that the pore scale
architecture, function of the rock wettability, may significantly affect the biodisponibility of
the NAPL phase and consequently its biodegradation (through the mass transfer coefficient
value).

The representativity of the macroscale model was assessed by comparison with direct
numerical simulation over a realistic 2D pore geometry. For low values of Pe4 and Dagy
numbers, i.e., for local equilibrium conditions, very good agreement between these solutions
was obtained. For high values of Pe4 and Das numbers, however, concentration gradients
develop at the w—y interface and the relative error goes up to 10 %. This result suggests that
the model is applicable with sufficient accuracy only for Pes < 1 and Das < 1. Extension
of this model to situations of non-equilibrium would require the development of a set of three
coupled averaged equations, with one equation per phase.

In the present paper, we considered that the pore scale geometry was given a priori and
closure problems and averaged equations were uncoupled due to a quasi-steady-state approx-
imation. However, this pore scale geometry is a result of the dissolution process driven by
the macroscale equations and changes with time due to biofilm growth and NAPL blobs
dissolution. Integrating this coupling into an upscaling theory remains a challenging issue.
A classical approach used in geochemistry to handle this complexity consists in assuming a
direct relationship between the effective coefficients and porosity. However, pore scale sur-
face patterns may evolve differently as a function of hydrodynamics. Pore scale simulations
coupling flow and solute transport in evolving geometries (Benioug et al. 2015), biofilm
growth model and NAPL dissolution are currently in progress and should provide interesting
findings on this question.

To conclude, we would like to discuss about the coupling of our transport model to the
microbial dynamics. This point has not been considered in this study; however, a number of
approaches can be identified. Globally, two scenarios can be distinguished:

— Biofilm supported by aquifer grains is not thick enough to disturb groundwater flow,
and hence, the biomass volume fraction does not vary across time. This is typical of



usual subsurface conditions. Coupling with bacterial population dynamics (e.g., Monod
equation) can be easily performed through a sequential procedure, and an example of
this form of coupling with an upscaled transport equation can be found in Orgogozo
et al. (2013). Application to the present bio-enhanced NAPL dissolution model is here
straightforward.

— Biofilm growth cannot be neglected (e.g., bioplugging in the vicinity of the injection
well during remediation strategy). This issue is by far more complex since an additional
upscaled equation is required for predicting the changes in the volume fractions of each
phase with time. Moreover, as mentioned above, changes in pore scale geometry would
be lost through this approach, and the unit cell required for the calculation of the effective
properties could not be updated in a direct way. This difficulty is well known for systems
with process-dependent, evolving geometries, and further research is required on this
point.
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Appendix 1: Derivation of the Concentration Deviations

In this appendix, we determine the conservation equations for the deviation quantity by
subtracting Eq. (51) from Eq. (64) and Eq. (52) from Eq. (65). From this, we derive the
deviation problems by considering Gray’s decomposition (Egs. (27), (28)).
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The spatial deviation concentration is evaluated at points other than the centroid of the
averaging volume, adopting the classical following assumptions

D
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Ap
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€5'V.(Vglap) << Vp.Vicap)” (145)

Note that the reaction deviation term is generally negligible relative to the diffusive term
(e.g., Golfier et al. 2009), i.e.,

(Raw — (Raw)®) << V.(DapViap) (146)
Under these assumptions, the equations for the 8- and w-phase become
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The boundary conditions given by Egs. (5)—(10) are necessary to complete our statement
of the deviation problem. We can use the spatial decomposition given by Eqgs. (27) and (28)
for developing the boundary conditions associated with this deviation problem
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At this point, an initial condition should be theoretically required to get a complete problem.
Anyway, this is not a concern since we are only interested in the quasi-steady-state solution
of the deviation problem. We apply the following assumptions

CAw
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<< V.(DAﬂVEAﬂ) << V.(DA(D.V&A(D) (159)
The timescale constraint for the quasi-steady assumption is discussed in more detail in Quin-
tard and Whitaker (1993).

Using a quasi-steady-state approximation and under conditions of local mass equilibrium
(Eq. (59)), we finally obtain the set of equations governing the concentration deviations
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Appendix 2: Development of the Closure Problems

The concentration deviations described by Eqgs. (160) and (171) lead to the development
of the closure problems. The simplified form of these equations (dimensionless form) is
presented in Sect. 5.1.

The closure problem for the vector closure variable is given by

Problem I

B-phase : v.Vbg + Vg = V.(DagVhp) + ¢, ' Up (172)
B.C. —ng,.Vbs =ng, atAg, (173)
B.C2 —Nu.Vby =Ny at Ays (174)
B.C3 bg=h, atAg, (175)

B.C4 mp,.(bs(vg — Wpo) — DapVhp) = ng,.(Dagl — K5 Day)
+ 1. (K g, Doy (Vo — Wop) — DawK 5, Vby) at Ag, (176)
B.C.5 bg=0 atAg, (177)
B.C6 b, =0 atA,, (178)
B.C.7(Periodicity) bg(r+1) =bg(r),i =1,2,3 i=1,2,3 (179)
B.C.8(Periodicity) b, (r +1;) =by(r),i =1,2,3 i=1,2,3 (180)
B.CY (bs)? =0 atAg, (181)

B.C.10 (b,)” =0 at Ay, (182)



w-phase : V.(Da,.Vb,) =€, 'U,

1
Ug = —
’ V Jag, Apw

1 1
+*/ l‘l,go.bﬁ(Vﬁ — Wﬂa)dA — 7/ nﬁy.DAﬁVb,gdA
V Jag, Vg

1 1
—_ nﬁw.DAﬂVbﬁdA - — nﬁa.DAﬁvbﬂdA
V Jag, V Jag,

1 1
U, =— N,y .by, (Ve — Wey )dA + v n,s.by, (Ve — Wep)dA

V Awy Awﬂ

1 1
+— Nyo by, (Ve — Weo )JdA — —/ N,y .Daw.Vb,dA
% vV /4

Awo wy

1 1
—— n,5.Daw.Vb,dA — — Nyo.Daw.Vb,dA
V Awﬂ Awo

The closure problem for the scalar closure variable is given by
Problem II

B-phase : vg.Vsg = V.(DagVsg) + el;IS,g
B.C.1 —mng,.Vsg=0 at Ag,
B.C2 —nyu.Vs, =0 at A,
B.C3 sg =35, atAg,

B.C4 ng,. ((v,g — Wge) — K,;,j (Ve — Wwﬂ)) (CAﬁ)’S-i-

ngg,. (Sﬂ (C;?S — (CAﬂ>ﬂ) (Vg — Wgw) — DAﬁVSﬁ) =

Mo (50K 5 (€5 = (€49)") (Vo = Wap) = DauK 7 Vso)  at Ago

B.C5 sg=1 atAg,
B.C6 s, =1 atA,,
B.C.7(Periodicity) sg(r+1;) =sg(r),i =1,2,3 i=1,2,3
B.C.8(Periodicity) s,(r+1;) =s,(r),i =1,2,3 i=1,2,3
B.CO (sp)f =
B.C.10 (s,)“ =0
w-phase : V.(Day.Vsy,) = ea_)]Sw

| 1
Spg = —/ ng,.s(Vg — Wpy)dA + f/ Ngo.56(Vp — Wpe)dA
14 Apy v Apo

V Jap, Apy

1 1
_V/ ng,Dap.VsgdA — V/ ng; Dag.VsgdA
Aﬁw Aﬁa

Vv

1 1
So = */ Nyy So (Vo — Wey)dA + */ Nyp.50 (Vo — Wep)dA
Aa)y 14 Awﬂ

1
ng,.bg(vg — wg,)dA + V/ ng,.bg(vg — wge,)dA

1 1
+— ng,.5g(Vg — Wgs)dA — v ng, Dag.VsgdA

(183)

(184)

(185)

(186)
(187)
(188)
(189)

(190)
(191)
(192)
(193)
(194)
(195)
(196)
(197)

(198)



1 1
+— Nyo S (Vey — Weo )JdA — —/ N,y .Day.Vs,dA
V') Ao V') Auy

1 1
——/ n,s.Day.Vs,dA — — Nyo-Daw.Vs,dA (199)
V A(uﬁ V Ao

To simplify the closure problems, the flux terms involving (vg — Wg,,) are neglected in front
of the diffusive fluxes. As an example, B.C.4 (Eq. (176)) in Problem I becomes:

00 Das Vb = g (Dagl = K3\ Daw) = MpoDaw- K\ Vb (200)

Under the previous assumption, the closure problems can be rewritten as:
Problem I

B-phase : V5. Vby + Vg = V.(DagVbp) + ;' Up (201)
B.C.I —ng,.Vbg =ng, atAg, (202)
B.C2 —1us.Vb, =Ny at Ayy (203)
B.C3 bg=b, atAg, (204)
B.C4 —npy.DagVhy = ng,. (DAﬂI - Kﬁ_al)DAw) — 050 DawK5 Vb, at Ag,

(205)
B.C.5 bg =0 atAg, (206)
B.C.6 b, =0 atA,, (207)
B.C.7(Periodicity) bg(r+1) =bg(r),i =1,2,3 i=1,2,3 (208)
B.C.8(Periodicity) bg,(r 4 1) =b,(r),i =1,2,3 i=1,2,3 (209)
B.C9 (bg)? =0 at Ag, (210)
B.C.10 (b,)” =0 at Ay, (211)
w-phase : V.(Ds,Vb,) =¢,'U, (212)
Up = l/ ng,.DagVbhsdA + l/ ng,.DagVhgdA

V Jag, V Jag,

41 ngo.DapVhgdA (213)
V g,
U, =~ n,,.Da,.Vb,dA + L n,5.Da,.Vb,dA

V Ay, V' JAus

41 / n,,.Da,.Vb,dA (214)
V Ja,,
Problem II

B-phase : v4.Vsg = V.(DagVsp) +€5'Sp (215)
B.C. —ng,.Vsg =0 atAg, (216)
B.C2 —1ys.Vs, =0 at A,y (217)
B.C3 sp=1s, atAg, (218)
B.C4 —mp,.DagVsp = —py. K5 Day.Vs, at Ag, (219)

B.CS5 sg=1 atAp, (220)



B.C6 s, =1 atA,, 221)

B.C.7(Periodicity) sg(r+41;) = sg(r),i =1,2,3 i=1,2,3 (222)
B.C.8(Periodicity) so(r +1;) = so(r),i =1,2,3 i=1,2,3 (223)
B.CY (s5) =0 (224)
B.C.10 (s,)” =0 (225)
w-phase : V.(Da,.Vs,) =€,'S, (226)

1 1
Spg = 7/ ng,.DgVsgdA + */ ng,.DspVsgdA
V Jag, VA

1

+7/ ngs.DagVsgdA (227)
V' J g,

1 1

S, = — Ny DAaw-VsydA + — n,5.Daw.Vs,dA

V' JAuy VS A
1

+— Ny -Daw-Vs,dA (228)
V'S A
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