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Abstract: X-ray diffraction experiments contain much more information than the information 

usually exploited for structure determination. In quantum crystallography, quantum mechanical 

wavefunctions are used to extract that information about bonding and properties from the 

measured X-ray structure factors. Here we show how quantum mechanically derived structure 

factors and atomic form factors are constructed to allow the improved description of the 

diffraction experiment. Subsequently, we discuss the basics and the applications of the advanced 

structure refinement method Hirshfeld Atom Refinement and of the X-ray constrained 

wavefunction fitting technique.  
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Abbreviations 

ADPs Anisotropic displacement parameters 

AIXRD   Ab initio X-ray diffraction 

AVID Aarhus vacuum imaging-plate diffractometer 

BCA biscarbonyl[14]annulene 

CC-CD charge-concentrated-to-charge-depleted 

CCSD Coupled Cluster with single and double excitations 

CE CrystalExplorer 

CIF Crystallographic information file 

CSD Cambridge structural database 

csu’s Combined standard uncertainties 

DED {4-bis(diethylamino)-methyliumphenyl}dicyanomethanide 

DFT  Density functional theory 

DKH2 Second-order Douglas-Kroll-Hess 

ED  Electron density 

ELF Electron localization function 

ELI Electron localizability indicator 

ELMOs Extremely localized molecular orbitals 

ELWFs  Extremely localized Wannier functions 

GUI Graphical user interface 

HAR Hirshfeld atom refinement 

HARt Hirshfeld atom refinement terminal 

HCT hydrochlorothiazide 
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HF Hartree-Fock 

HRR Horizontal recurrence relation 

IAM  Independent atom model 

IOTC Infinite-order two-component 

LOL Localized orbital locator 

MBADNP 3,5-dinitro-2-[1-phenyl-ethyl]-aminopyridine 

MK  Michael & Koritsanszky 

MLWFs Maximally localized Wannier functions 

MM Multipole model 

MOON Molecular orbital occupation number 

MP2   Second-order Møller-Plesset 

NBOs Natural bond orbitals 

NRT Natural resonance theory 

PDF Probability distribution function 

QCT Quantum chemical topology 

QTAIM Quantum theory of atoms in molecules 

RGBIs Roby-Gould bond indices 

RHF Restricted Hartree-Fock 

RI   Resolution of identity 

SDs Standard deviations 

SHADE Simple hydrogen anisotropic displacement estimator 

SPAnH 9-diphenylthiophosphoranylanthracene 

SPAnPS 9,10-bis-diphenyl-thiophosphoranylanthracene·toluene 

TAAM Transferable aspherical atomic model 
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VRR   Vertical recurrence relation 

XAO X-ray atomic orbital 

XC-ELMOs X-ray constrained extremely localized molecular orbitals 

XC-ELMO-VB X-ray constrained extremely localized molecular orbital valence bond 

XCSC X-ray constrained spin-coupled 

XCW   X-ray constrained wavefunction 

XMO X-ray molecular orbital 

XWR X-ray wavefunction refinement 

ZTS zinc [tris]thiourea sulphate 

 

1 Introduction 

Quantum crystallography is a field of crystallographic research that intimately combines theory 

with experiments (diffraction, spectroscopy, microscopy and others). It relates to phenomena in 

crystals that can only be explained or derived with the laws of quantum mechanics. This chapter 

deals primarily with the combination of diffraction data and quantum chemical calculations of 

various flavors. It shows, on the one hand, how quantum mechanical calculations can help in 

improving models of crystal structures from diffraction data, and, on the other hand, how 

experimental results can compensate for computational shortcomings (Fig. 1). Related 

techniques of multipole modeling for experimental electron-density analysis are discussed in a 

separate chapter of this book (Overgaard, details to be filled in by the editors). 

The term quantum crystallography introduced in 1995 [1] and the methods related to it have seen 

a revival and reinvention in the last few years [2-7]. This development has led to the renaming of 

the International Union of Crystallography’s “Commission of Charge, Spin and Momentum 

Densities” to “Commission of Quantum Crystallography” in 2017. A commonly accepted, strict 

definition of this field has not been given yet [3], but such a definition is probably neither 

necessary nor helpful for the development of the field. 
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Fig. 1. Quantum crystallography as a bridge between experiment and theory to obtain reliable 

chemical properties. 

 

Following the Introduction (Section 1), the chapter is divided into four sections, which can be 

read independently of each other.  

Section 2 is a thorough review of the theoretical foundations for calculating atomic form factors 

and structure factors from quantum mechanical wavefunctions. The emphasis is on the 

background behind the methods currently developed in our research groups, namely Hirshfeld 

atom refinement (HAR) and X-ray constrained wavefunction (XCW) fitting. Since atomic form 

factors are always calculated theoretically in crystallography, even for the traditional 

Independent Atom Model, this is also an introduction to the theory that underlies any routine 

structure determination or multipole modeling of the electron density.  

Sections 3 and 4 deal with the conceptual bases, some details, the different implementations and 

the different flavors of HAR and XCW. Section 3 is dedicated to Hirshfeld Atom Refinement, 

while section 4 focuses on X-ray constrained wavefunction fitting. In both sections, the 

amalgamation of HAR and XCW fitting into the X-ray wavefunction refinement (XWR) 

approach is also briefly addressed. 

Section 5 illustrates the usefulness of HAR, XCW fitting and XWR for answering chemical 

questions. It summarizes results (some of them published, some of them not) obtained by us and 

others. 
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2. Calculation of form factors and structure factors from wavefunctions 

2.1 Electron densities and structure factors in traditional crystallography 

It is known that in the kinematic scattering theory, which is based on the first Born 

approximation, the intensity of diffracted X-ray beams depends on the square of the magnitude 

of the structure factor |𝐹𝒉|", where the structure factor is the Fourier transform of the time and 

space averaged electron density in the unit cell (�̅�#$%%), namely: 

𝐹𝒉 = 𝐹[�̅�#$%%] = (𝑑𝒓	�̅�#$%%(𝒓)	𝑒&"'(𝑩𝒉)⋅𝒓 = (𝑑𝒓	�̅�#$%%(𝒓)	𝑒&𝒌∙𝒓 = 𝐹𝒌				(1) 

Here	𝐹[… ] represents a Fourier transform, 𝒌 = 𝒌/ − 𝒌& is the X-ray scattering wavevector (i.e., 

the difference between the outgoing and incoming X-ray wavevectors), which is related to the 

triad of the Miller indices 𝒉 through the following relation: 

𝒌 = 2𝜋𝑩𝒉									(2), 

where 𝑩 is the reciprocal lattice matrix, namely the matrix whose columns are the reciprocal 

lattice vectors. Due to this relationship between vectors 𝒉 and	𝒌, the structure factor 𝐹𝒉 may be 

labeled also as 𝐹𝒌. For the sake of completeness and clarity, it is also worth pointing out that 

throughout the whole chapter, all the vectors in the direct space refer to an orthogonal Cartesian 

reference frame.  

It is because of the relationship expressed by Eq. 1 that one often says loosely that the X-ray 

experiment determines the electron density in the crystal. Now, in crystal structure 

determination, it is common to write the static (i.e., unaveraged) unit-cell electron density 𝜌#$%% 

as a sum of the different atomic contributions in the unit-cell: 

𝜌#$%%(𝒓) = 8 𝜌0(𝒓)									(3)
1!"#$%

023

, 

where 𝑁45/67 is the number of atoms in the unit-cell and 𝜌0(𝒓) is the electron density of the 

generic atom 𝐴 centered at position 𝑨 = =𝐴8 , 𝐴9 , 𝐴9> in the unit-cell. This atomic expansion is 

convenient because the averaged electron density in the unit-cell may be easily calculated as a 

sum of averaged atomic electron densities �̅�0: 
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�̅�#$%%(𝒓) = 8 �̅�0(𝒓)									(4)
1!"#$%

023

 

where �̅�0 is a convolution of the static atomic electron density 𝜌0 with the probability 

distribution function 𝑃0 for that atom, namely 

�̅�0(𝒓) = 𝜌0(𝒓) ⋆ 𝑃0(𝒖) = (𝑑𝒖	 𝜌0(𝒓 − 𝒖)	𝑃0(𝒖)											(5) 

with 𝒖 as the displacement vector of atom 𝐴 with respect to its equilibrium position 𝑨.  

The probability distribution function 𝑃0 is normally taken to be a three-dimensional Gaussian 

function, which is expressed in terms of a symmetric 3 × 3 anisotropic displacement parameter 

(ADP) tensor 𝑼0 as  

𝑃0(𝒖) = (2𝜋):; "⁄ 	=det(𝑼0)>
:3 "⁄ 𝑒:	

𝒖&𝑼'
()𝒖
" 												(6) 

All of this is essentially the Einstein model for independent atomic motion in a crystal [8], with 

the probability distribution function 𝑃0 that averages the static atomic electron density. 

It is now straightforward to obtain the structure factor. It is simply given by the Fourier 

transform of Eq. 5, which, by exploiting the Fourier convolution theorem, is given by: 

𝑓0̅(𝒌) = 𝐹[�̅�0(𝒓)] = 𝐹[𝜌0(𝒓) ⋆ 𝑃0(𝒖)] = 𝑇0(𝒌)	𝑓0(𝒌)					(7), 

where 𝑇0(𝒌) is the temperature factor, namely the Fourier transform of the probability 

distribution function 

𝑇0(𝒌) = (𝑑𝒖	𝑃0(𝒖)	𝑒&𝒌⋅𝒖 = 𝑒:	
𝒌&𝑼'𝒌

" 						(8), 

and 𝑓0(𝒌) is the Fourier transform of the static electron density: 

𝑓0(𝒌) = (𝑑𝒓	𝜌0(𝒓)	𝑒&𝒌⋅𝒓						(9) 

In most applications, the static atomic electron density 𝜌0(𝒓) is obtained from rather 

sophisticated quantum mechanical calculations, and then spherically averaged. The Fourier 

transforms of these spherical 𝜌0’s are called “atomic form factors” and they only depend on the 

magnitude 𝑘 of the scattering wavevector, not on its direction in k-space. Hence, tabulations are 
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easily constructed, and these are available in the International Tables of Crystallography; these 

quantum mechanically obtained atomic form factors are an essential ingredient in performing a 

standard X-ray structure refinement, where the atomic parameters (i.e., atomic positions 𝑨 and 

atomic displacement parameters 𝑼0) are obtained by a least-squares fit against the 

experimentally measured |𝐹𝒉|". This refinement procedure is called the independent atom model 

(IAM) and it is fundamental to X-ray structure refinement. 

Given that X-ray structure refinement depends so critically on theoretical atomic wavefunctions, 

it is hard to really call the method purely “experimental” in nature. In any case, this refinement 

procedure works well, except for hydrogen atoms, whose X-ray refined positions are invariably 

found to be a little closer to the atoms they are bonded to than it might be expected when 

compared to definitive neutron diffraction or other measurements. This is because the electron 

density tends to be displaced somewhat toward the atom to which it is bonded.  

If the X-ray data are very accurate, more advanced models are used, e.g. the multipole models, 

where the atomic density 𝜌0(𝒓) is assumed to be aspherical and parameters describing this 

asphericity are also refined to the X-ray data in addition to the positional and ADP parameters 

[9-13]. 

 

2.2 Electron densities and structure factors in quantum mechanics 

In contrast to the atom-centered view of crystallography, the electron density in quantum 

mechanics derives from the square of a global wavefunction Ψ:  

𝜌(𝒓) = 𝑁 8 (𝑑𝒙"…𝑑𝒙1|Ψ(𝒓, 𝜉, 𝒙", … , 𝒙1)|"
@2A,C

				(10) 

Here, the squared modulus of Ψ is integrated over all the space-and-spin electron coordinates 𝒙&, 

except for the first one, and summed over the spin coordinate of the first electron. The result 

𝜌(𝒓) is the electron density of any one given electron, but because all electrons are identical, the 

total electron density is just  times the electron density of the first, where 𝑁 is the number of 

electrons described by the wavefunction Ψ.  

Ψ  itself is usually represented as a series expansion of atom-centered basis functions. Since the 

square of the wavefunction appears in Eq.10, it follows that the electron density is usually 
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expressed in terms of one- and two-center products of basis functions, as it will be shown in 

more details below.  

In the simplest case of a wavefunction Ψ corresponding to a restricted Hartree-Fock (HF) 

wavefunction for a closed-shell system, the electron density can be written as 

𝜌(𝒓) = 8 2		|𝜙&(𝒓)|"						(11)
1#**

&23

 

where 𝑁/## is the number of occupied Hartree-Fock molecular orbitals. For restricted open-shell 

wavefunctions with unpaired electrons, some of the occupation numbers in the equation above 

are equal to one (for each of the singly occupied molecular orbitals). Likewise, in the 

unrestricted approximation where the shapes of the spatial parts of the alpha and beta molecular 

orbitals are different, the occupation numbers are all equal to one. In the most general case, 

which also applies to post-Hartree-Fock correlated wavefunctions, the electron density can be 

expressed in terms of natural orbitals, which are the eigenvectors of the one-electron density 

matrix for the system under exam [14], namely 𝜌(𝒓) is given by: 

𝜌(𝒓) =8𝑛& 	|𝜙&(𝒓)|"			(12)

1+,

&23

 

with 𝜙& as a generic spatial natural orbital depending on the type of wavefunction Ψ describing 

the system, 𝑛& as its occupation number (always respecting the condition 0 ≤ 𝑛& ≤ 2), and 𝑁DE 

as the total number of spatial basis functions used in the calculation, namely the number of 

spatial basis functions used to approximate the natural orbitals and the wavefunction [14].  

It should also be noted that the number of electrons in a real crystal is very large, and, while the 

number of electrons in the unit-cell of an infinite periodic crystal is finite, the wavefunction Ψ 

used to model the electron density in the unit-cell may not correspond to the unit-cell, or even to 

the symmetry-unique part of the unit-cell (i.e., the so-called asymmetric unit). Instead the chosen 

wavefunction 𝛹 usually describes a fragment of the crystal that best models the asymmetric unit. 

This implies that the wavefunction used should incorporate some of the effects of the 

environment on the asymmetric unit. In contrast, wavefunctions that are fully periodic do 
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incorporate all non-crystal-surface environmental effects, perhaps at the expense of limiting the 

accuracy at which electron correlation effects can be modeled. 

In this chapter, we particularly focus on those modern methods of quantum crystallography that 

we are developing in our own research groups [Hirshfeld Atom Refinement [15-20] (HAR; see 

section 3) and X-ray constrained wavefunction fitting [21-27] (XCW; see section 4)]. In these 

methods, we generally consider the crystal as a collection of molecular units. For this reason, by 

exploiting the set X𝑸F , 𝒒F[F23
1$  of 𝑁6 unit-cell symmetry operations, the unit-cell electron density 

can be expressed only in terms of the averaged electron density �̅�G of a reference molecular 

fragment in the unit-cell, namely 

�̅�#$%%(𝒓) =8�̅�F(𝒓) =8�̅�G \𝑸F:3=𝒓 − 𝒒F>]
1$

F23

1$

F23

					(13), 

The reference fragment is generally chosen as a contiguous asymmetric unit of the unit-cell. 

However, as we will see below, it can also be chosen corresponding to a larger subunit, for 

example when it is necessary to represent the crystal as a repetition of fragments consisting of a 

cluster of molecules because the intermolecular interactions in the cluster might cause significant 

changes in the asymmetric unit electron density. The treatment of symmetry for fragments of a 

crystal larger than the asymmetric unit is considered in more detail in section 2.4. 

If we substitute Eq. 13 into Eq. 1 and if we exploit the fact that, for rotation matrices, their 

inverse corresponds to their transpose, we obtain: 

𝐹𝒉#4%# =8(𝑑𝒓	�̅�G \𝑸FH=𝒓 − 𝒒F>] 	𝑒&"'(𝑩𝒉)⋅𝒓
1$

F23

						(14) 

Introducing the change of coordinates 

𝒓I = 𝑸FH=𝒓 − 𝒒F>				(15), 

implying also that  

𝒓 = 	𝑸F 	𝒓I + 𝒒F 					(16), 

Eq. 14 simply becomes 
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𝐹𝒉#4%# =8	𝑒&"'𝒒-∙(𝑩𝒉)
1$

F23

(𝑑𝒓I �̅�G(𝒓I)	𝑒
&"'K𝑸-

&𝑩𝒉M⋅𝒓. 							(17), 

where we have also exploited the following relation: 

(𝑩𝒉) ⋅ =𝑸F 	𝒓I> = 	=𝑸FH𝑩𝒉> ⋅ 𝒓I					(18). 

For the sake of simplicity, in the remaining part of the text we will neglect the prime symbol for 

the position vector (namely, we will always consider 	𝒓I ≡ 𝒓), but it will be necessary to bear in 

mind that the new position vector 𝒓 is actually connected to the old one (namely, the one 

appearing in Eq. 14) through the change of coordinates described by Eqs. 15 and 16. 

In Eq. 17, the electron density �̅�G(𝒓) is the averaged electron density of the chosen reference 

molecular fragment in the unit-cell. In other words, it is the convolution of the static electron 

density 𝜌G(𝒓) of the reference molecular fragment with a probability distribution function that 

takes into account the probabilities with which the different nuclei of the reference fragment 

move around their equilibrium positions. The static electron density is obtained by partial 

integration of the squared modulus of wavefunction ΨG chosen to describe the reference 

fragment in the unit-cell, as done in Eq. 10. 

For practical quantum chemical calculations of (static) electron densities, the natural or 

molecular orbitals are usually represented as linear combinations of basis functions	{𝜒A(𝒓)}A23
1+,  

centered on atomic nuclei, namely 

𝜙&(𝒓) = 8𝐶A& 	𝜒A(𝒓)						(19)

1+,

A23

 

where the coefficients {𝐶A&} are the natural or molecular orbital expansion coefficients. 

Therefore, inserting Eq. 19 into Eq. 12, the static electron density of the reference fragment can 

be written like this: 

𝜌G(𝒓) = 8 	𝜒A(𝒓)	𝐷ACG 	𝜒C(𝒓)				(20)

1+,

A,C23
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where 𝐷ACG , which is the element (𝛼,𝛽) of the one-particle density matrix 𝑫G of the reference 

molecular fragment, has the following expression: 

𝐷ACG =8𝑛&

1+,

&23

𝐶A& 	𝐶C& 				(21) 

The basis functions 𝜒A and 𝜒C in Eq. 20 may be centered on the same or on different nuclear 

positions. Therefore, it follows that (static) electron densities obtained from quantum mechanical 

calculations on polyatomic systems generally contain two-center terms, as stated in the outset of 

this subsection. 

Due to the two-center form of the static electron density, the averaged electron density for the 

reference fragment can be written as the convolution of the static electron density 𝜌G given by 

Eq. 20 with a two-center probability distribution function 𝑃0N(𝒖0, 𝒖N) for the nuclei 𝐴 and 𝐵 on 

which basis functions 𝜒A and 𝜒C		are centered (with 𝒖0 and 𝒖N as displacement vectors for 

nuclei	𝐴 and 𝐵, respectively): 

�̅�G(𝒓) = (𝑑𝒖0	𝑑𝒖N k 8 𝜒A(𝒓 − 𝒖0)	𝐷ACG 	𝜒A(𝒓 − 𝒖N)

1+,

A,C23

l	𝑃0N(𝒖0, 𝒖N)						(22) 

By analogy to 𝑃0(𝒖) (see Eq. 6), 𝑃0N(𝒖0, 𝒖N) can be taken as a six-dimensional Gaussian 

function, expressed in terms of a symmetric 6 × 6 two-center ADP tensor U.  

𝑼(𝐴, 𝐵) = m 𝑼0 𝑼0N
𝑼N0 𝑼N

n = m
𝑼0 𝑼0N
𝑼0NH 𝑼N

n					(23) 

This tensor would contain 21 independent parameters for each pair of atoms, 9 more than usual. 

Moreover, we would need to ensure that the diagonal, three dimensional one-atom marginals 

𝑃0(𝒖0) (and consequently 𝑼0) for all the six dimensional 𝑃0N(𝒖0, 𝒖N) referring to the same atom 

A are the same (the marginal of a probability distribution function (PDF) is the probability 

distribution function obtained by integrating over some or all the variables in the original PDF).  

Nevertheless, the off-diagonal terms 𝑼0N in the two-center probability distribution functions 

𝑃0N(𝒖0, 𝒖N) are unfortunately not available. To overcome this drawback, two different 

approaches are usually adopted. They will be outlined in the next two subsections. 
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2.3 Atomic electron densities in quantum mechanics 

The first strategy to overcome the non-availability of the non-diagonal terms 𝑼0N in Eq. 23 (see 

the end of the previous subsection) is to split the total two-center expansion of the electron 

density for the chosen reference fragment into atomic densities 𝜌0(𝒓). Within this first strategy 

there are also several possibilities. In our work we have used the Hirshfeld atomic partitioning 

scheme [28, 29] to obtain static atomic electron densities (see Hirshfeld Atom Refinement 

discussed in section 3). Hirshfeld defined an atomic weight function 𝑤0 to “mask out” an atomic 

density from a given arbitrary electron density as follows: 

𝑤0(𝒓) =
𝜌0/(𝒓)

∑ 𝜌N/(𝒓)145/67
N23

						(24)	 

Hirshfeld’s weight function is a ratio of the spherical atomic density for the atom under 

consideration (𝜌0/) divided by the “promolecule” or “procrystal” density [30], which is the sum 

of the spherical atomic densities in the molecule or crystal. Hirshfeld’s static atomic electron 

density is then given by 

𝜌0(𝒓) = 𝑤0(𝒓)	𝜌G(𝒓)				(25) 

where 𝜌G(𝒓) is again the electron density of the reference molecular unit (see Eq. 20). 

Hirshfeld’s formula works from the idea that each atom “owns” a part of the total electron 

density 𝜌G(𝒓) according to how much that atom’s spherical electron density 𝜌0/(𝒓) contributes to 

the promolecule density, a kind of “stockholder” partitioning. The spherical atomic densities 

𝜌0/(𝒓) may be obtained from tabulations of the radial atomic densities or calculated from 

tabulations of the Clementi-Roetti [31] or Koga et al. [32] atomic wavefunctions. However, we 

generally use spherically averaged atomic electron densities resulting from atomic calculations 

performed at the same level of theory used to obtain the system wavefunction and its density 

𝜌G(𝒓). These atomic wavefunctions are normally calculated and stored once, at the start of any 

X-ray structure refinement. These spherically averaged atomic electron densities are afterwards 

used to obtain the aspherical Hirshfeld atomic densities 𝜌0(𝒓) (see Eq. 25), which are finally 

exploited to compute structure factors (see Eq. 9) by numerical integration using standard Becke 

grid techniques widely used in quantum chemistry [33]. 
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An alternative used to obtain atomic electron densities from quantum mechanical wavefunctions 

is simply to fit the molecular or crystal density to an atom-centered expansion. In quantum 

chemistry this is a standard technique, which goes by the name of “resolution of identity” (RI) 

method [34]. Special RI “atomic fitting” basis sets are even available and optimized to work with 

“normal” basis sets [34, 35]. This technique has not been used yet in quantum crystallography, 

but it may be much quicker to use such an approach, since it does not involve the numerical 

integrations required when using the Hirshfeld atomic densities described above. Yet another 

method that has become quite popular is to represent aspherical atomic densities with a multipole 

expansion. For example, in the transferable aspherical atomic model (TAAM), aspherical atomic 

form factors are obtained by fitting to theoretical static structure factors generated from the 

electron density of the unit-cell resulting from the wavefunction of the whole system [36, 37]. 

In the framework of the strategy discussed in this section, it is important to bear in mind that 

distribution of atoms in a crystal also possesses space-group symmetry that needs to be taken 

into account. For this purpose, we assume that a particular atom 𝐴 of the asymmetric unit is 

obtained 𝑁6 times under the application of the 𝑁6 symmetry operations X𝑸F , 𝒒F[F23
1$  of the unit-

cell, as atoms 𝐴3, 𝐴", … , 𝐴1$. Since the static electron density of each atom 𝐴O is 𝜌0/(𝒓 − 𝑨𝒌) 

and it is located at position 𝑨𝒌, the static electron density in the unit-cell is: 

𝜌#$%%(𝒓) = 8𝑠0:3 r8𝜌0/(𝒓 − 𝑨𝒌)
1$

O23

s
1!

023

		(26) 

where it is important to note that 𝑁4 is the number of atoms for the chosen asymmetric unit and, 

consequently, unlike Eq. 3, here the sum runs only over the atoms of the asymmetric unit.   

The aspherical atomic densities 𝜌0/ are assumed to be centered at the origin. The factor 𝑠0 is the 

site symmetry factor, i.e. the number of times an atom 𝐴 is mapped into itself by the crystal 

symmetry operations, and, therefore, the factor 𝑠0:3 avoids double counting of electron density 

contributions. Now, let us suppose that the crystal symmetry operation is represented by a 

rotation matrix 𝑸O and a translation or “centering” vector 𝒒O. Then, by symmetry, the electron 

density of atom 𝐴 at a generic point 𝒓 in the direct space will be equal to the electron density of 

atom 𝐴P at a symmetry-rotated and translated point 𝑸O𝒓 + 𝒒O, i.e. 
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𝜌0(𝒓 − 𝑨) = 𝜌0/(𝑸O𝒓 + 𝒒O − 𝑨𝒌)					(27) 

where, always applying the rotation matrix 𝑸O and the translation vector 𝒒O, we have 

𝑨O = 𝑸O𝑨 + 𝒒O 				(28), 

which is the position of atom 𝐴O, namely the symmetry-rotated and translated position of atom 

𝐴. 

Now we introduce the following change of coordinates: 

𝒕 = 𝑸O𝒓 + 𝒒O 					(29) 

𝒓 = 𝑸OH(𝒕 − 𝒒O)			(30), 

where in the last equation we have exploited again the fact that, for rotation matrices, their 

inverse corresponds to their transpose.  

Introducing Eqs. 29 and 30 into Eq. 27, we obtain: 

𝜌0(𝑸OH(𝒕 − 𝒒O) − 𝑨) = 𝜌0/(𝒕 − 𝑨O)						(31) 

If in Eq. 26 we rename variable 𝒓 as 𝒕 and we exploit Eq. 31, we have: 

𝜌#$%%(𝒕) = 8𝑠0:3 r8𝜌0/(𝒕 − 𝑨O)
1$

O23

s
1!

023

= 8𝑠0:3 r8𝜌0(𝑸OH(𝒕 − 𝒒O) − 𝑨)
1$

O23

s
1!

023

	(32), 

with, again, 𝑁4 as the number of atoms for the chosen asymmetric unit and 𝑁6 as the number of 

unit-cell symmetry operations. In other words, in this way we were able to express the unit-cell 

electron density only in terms of the atomic electron densities associated with the symmetry-

unique atoms in the asymmetric unit.  

Now we can calculate the structure factors for the static unit-cell electron density from this 

expression and, after some simple algebra, the result is 

𝐹𝒌7545&# = 8𝑠0:3
1!

023

8𝑒&Q𝑸/
&𝒌R⋅𝑨

1$

O23

	𝑒&𝒌⋅𝒒/ 	( 𝑑𝒗	𝜌0(𝒗)	𝑒&Q𝑸/
&𝒌R⋅𝒗						(33) 
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The last integral is the static structure factor evaluated at a symmetry-rotated scattering vector. If 

one wants the dynamic structure factor, the Einstein convolution trick allows us to immediately 

write: 

𝐹𝒌 =8𝑠0:3
1!

023

8𝑒&Q𝑸/
&𝒌R⋅𝑨

1$

O23

	𝑒&𝒌⋅𝒒/ 	𝑓0̅(𝑸OH𝒌)						(34) 

where the aspherical static atomic structure factor has been replaced by the corresponding 

dynamic atomic structure factor. It is worth noting the similarity of this result with Eq. 17, which 

is defined with respect to a unique molecular unit rather than a set of unique atoms in the 

asymmetric unit. In both cases one requires the Fourier transforms at a set of symmetry-

transformed scattering vectors to be evaluated. The reason for this can be traced to the fact that 

such transformations are required to generate the electron density in the unit-cell. 

 

2.4 Dealing directly with the two-center quantum mechanical electron densities 

The second strategy to overcome the problem associated with the presence of the two-center 

probability distribution function in Eq. 22 consists in approximating 𝑃0N(𝒖0, 𝒖N) by using the 

parameters which describe the one-atom probability distribution functions, namely, the usual 

Anisotropic Displacement Parameters (ADPs). 

In fact, introducing Eq. 22 into Eq. 17 and exploiting again the Fourier convolution theorem, it is 

possible to see that the expression for the structure factor becomes: 

𝐹𝒉 = 8 𝐷ACG 	𝐼CA𝒉 = 𝑇𝑟x𝑫𝟎	𝑰𝒉	z				(35)

1+,

A,C23

 

with 𝑰𝒉 as the matrix of the thermally averaged Fourier-transform integrals of the basis function 

products, namely the matrix having elements 

𝐼AC𝒉 =8	𝑒&"'𝒒-∙(𝑩𝒉)	
1$

F23

𝑇00N1=𝑸F
H𝑩𝒉	>(𝑑𝒓	𝜒A(𝒓)		𝜒C(𝒓)		𝑒

&"'K𝑸-
&𝑩𝒉M⋅𝒓		(36) 

where 𝑇00N1=𝑸F
H𝑩𝒉	> is formally the Fourier transform of the two-center probability distribution 

function for the nuclei 𝐴 and 𝐵 on which basis functions 𝜒A and 𝜒C are centered. For the 



 18 

moment, for this factor, we keep indicated the dependence on the indices 𝛼 and 𝛽 characterizing 

the basis functions involved in the Fourier integral of Eq. 36. Just below, we will see that, for 

some methods approximating the factor 𝑇, this dependence can be neglected. 

The thermal factor 𝑇00N1=𝑸F
H𝑩𝒉	> can be approximated using four different approaches of 

increasing sophistication, namely those proposed by Coppens [38], Stewart [39], Tanaka [40] 

and Michael & Koritsanszky [41]. Following Coppens, the two-index thermal factor is simply 

the average of the thermal factors for the nuclei 𝐴 and 𝐵 on which basis functions 𝜒A and 𝜒C are 

centered. In this case 𝑇00N1does not depend on the particular types of basis functions centered on 

the two nuclei and, for this reason, 𝑇00N1 can be simply expressed as 𝑇0N and, in particular, it 

assumes this form: 

𝑇0N(𝒉I) =
exp[−2𝜋"	𝒉I ⋅ 𝑼0	𝒉I] + exp[−2𝜋"	𝒉I ⋅ 𝑼N 	𝒉I]

2 				(37) 

where 𝒉I corresponds to 𝑸FH𝑩𝒉	 in Eq. 36 and 𝑼0 and 𝑼N are the matrices of the ADPs for nuclei 

𝐴 and 𝐵, respectively. According to the Stewart model, the thermal factor has this form: 

𝑇0N(𝒉I) = exp[−2𝜋"	𝜏0N 	𝒉I ⋅ 	 (𝑼0 + 𝑼N)	𝒉I]					(38) 

with 𝜏0N equal to 0.5 if the motion of the nuclei A and B is correlated (distance between the 

nuclei lower than 2.5 bohr) or equal to 0.25 if the motion of the two nuclei is uncorrelated 

(distance between the nuclei greater than or equal to 2.5 bohr). 𝑼0 and 𝑼N have the same 

meaning seen for Eq. 37. Also, in this case, 𝑇0N does not depend on the types of basis functions 

on nuclei 𝐴 and 𝐵.  

Unlike the previous two strategies, in the remaining two approaches, the thermal factor also 

depends on the basis functions involved in the Fourier transform integral of Eq. 36 and, for this 

reason, 𝑇00N1 cannot be simplified. In particular for the Tanaka approach, we have: 

𝑇00N1(𝒉
I) = expx−2𝜋"	𝜏AC 	𝒉I ⋅ 	 =𝜏A𝑼0 + 𝜏C𝑼N>𝒉Iz				(39) 

where 𝜏A and 𝜏C are the exponents of the (primitive) Gaussian basis functions 𝜒A and 𝜒C 

centered on nuclei 𝐴 and 𝐵, respectively, and 𝜏AC = 1 (𝜏A + 𝜏A)⁄ , while 𝑼0 and 𝑼N are again 

the ADPs for 𝐴 and 𝐵. 
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Finally, in the more recent Michael & Koritsanszky (MK) strategy, the thermal factor is given by 

the following expression: 

𝑇00N1(𝒉
I) = expx−2𝜋"	𝜏AC 	𝒉I ⋅ 	 =𝜏A" 	𝑼00 + 𝜏A𝜏C(𝑼0N + 𝑼N0) + 𝜏C"	𝑼NN>	𝒉Iz			(40) 

where 𝜏A and 𝜏C are always the exponents of the (primitive) Gaussian basis functions 𝜒A and 𝜒C 

centered on nuclei 𝐴 and 𝐵, 𝜏AC = 1 (𝜏A + 𝜏A)"⁄ . Furthermore, in this case,	𝑼00 and 	𝑼NN are 

the diagonal blocks (associated with nuclei 𝐴 and 𝐵, respectively) of the 6 × 6	two-center 

displacement parameter tensor 𝑼(𝐴, 𝐵) (see Eq. 23), while 𝑼0N and 𝑼N0 are the non-diagonal 

blocks of 𝑼(𝐴, 𝐵). Because of the lack of the quantities 𝑼0N and 𝑼N0, the MK formula has never 

been tested in quantum crystallography refinements, but, from the theoretical point of view, it 

seems to be the best justified since, at least in principle, it also takes into account the correlation 

between the vibrations of nuclei 𝐴 and 𝐵 through the off-diagonal blocks of tensor 𝑼(𝐴, 𝐵). 

When these blocks are unknown (as occurs in most of the situations), they are simply set to zero. 

Note that the Tanaka and MK methods work only with primitive Gaussian basis functions of 

quantum chemistry, and not with contracted ones (see subsection 2.5 for more details on the 

distinction between primitive and contracted Gaussian basis functions). 

Now, as indicated above, we also consider how symmetry may be treated in Eqs. 22 and 35 when 

a two-center expansion of the electron density (see Eq. 20) is explicitly used and when the 

(chosen) reference molecular fragment does not correspond to the asymmetric unit of the unit-

cell. As already explained, this is usually done when intermolecular interactions (e.g., hydrogen 

bonds) are not negligible and perturb the molecular electron density of the asymmetric unit. In 

this case the reference fragment chosen to model the electron density in the crystal is called 

oversampled repeating unit. Its electron density can be expressed like this  

𝜌�G(𝒓) =8
𝜌0(𝒓)
𝑛00

									(41) 

where, in this case, the densities 𝜌0(𝒓) are the atomic densities constituting the oversampled 

unit. It is this electron density that gives the structure factors when it is Fourier transformed. As 

we will explain below, in this case, 𝜌0(𝒓) is not the Hirshfeld atomic density for atom 𝐴. 𝑛0 is a 

factor that avoids the “double counting” of atoms in the unit-cell and it is defined as the number 

of times atom 𝐴 is mapped into itself (or to a symmetry equivalent atom) by applying the unit-
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cell symmetry operations. Note that 𝑛0 is not equal to the site symmetry factor 𝑠0 and that 

∑ 3
V'
= 𝑁40 , with 𝑁4 as the number of atoms in the asymmetric unit (as seen in Eqs. 26, 32, 33 

and 34). For example, if the oversampled unit was twice the asymmetric unit and there were no 

atoms on special positions, then 𝑛0 would be equal to two; anyway, in general, this factor 

depends on exactly which atoms are chosen for the oversampled fragment. 

In order to obtain an atomic density 𝜌0(𝒓) from the two-center expansion of the electron density 

of the reference fragment, it is possible to use a basis function-based partitioning scheme, similar 

to the Tanaka or MK procedures used for the temperature factor. Thus, we have: 

𝜌0(𝒓) = 8 𝜒W(𝒓)	𝐷WXG 	𝜒Y(𝒓)

1+,

W,X23

	𝑓WX0 						(42) 

where 𝐷WXG  is the density matrix coming from the wavefunction ΨG for the chosen oversampled 

fragment (see Eq. 20).  

Comparing Eq. 42 to Eq. 20, it is easy to see that the factors 𝑓WX0  partitions the density into atomic 

pieces. In other words, 𝑓WX0  is the proportion of the true density 𝜒W(𝒓)	𝐷WXG 	𝜒Y(𝒓)	assigned to atom 

𝐴. Therefore, substituting Eq. 42 into Eq. 41, we obtain the density matrix associated with the 

electron density 𝜌�G(𝒓) of the oversampled repeating unit, namely: 

𝐷�WXG =8𝑛0:3
0

𝐷WXG 	𝑓WX0 						(43) 

The factor 𝑓WX0  can be defined in different ways, but since it is always 

𝜌G(𝒓) =8𝜌0(𝒓)
0

					(44), 

where the sum is over all the atoms in the oversampled fragment, we must have: 

8𝑓WX0
0

= 1			(45). 

To satisfy the above equation, we might choose: 
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𝑓WX0 =

⎩
⎨

⎧ 1
1 2⁄
0

									if	=𝜒W ∈ 	𝐴>	and	(𝜒Y ∈ 	𝐴)

													if	 \=𝜒W ∈ 	𝐴>	and	(𝜒Y ∉ 	𝐴)]

									if	=𝜒W ∉ 	𝐴>	and	(𝜒Y ∉ 	𝐴)

	or \=𝜒W ∉ 	𝐴>	and	(𝜒Y ∈ 	𝐴)]		(46) 

This is the Mulliken partitioning scheme, which is equivalent to partitioning the electron density 

associated with two basis functions on different centers equally between the pair of atoms 

concerned. More sophisticated partitioning schemes have also been proposed, as for example a 

Tanaka-like scheme based on the exponents of the primitive Gaussian basis functions [22].  

Therefore, when we have an oversampled repeating unit, the structure factors can be expressed 

like this: 

𝐹𝒉 = 𝑇𝑟x𝑫�𝟎	𝑰𝒉	z = 𝑇𝑟x𝑫𝟎	𝑰�𝒉	z				(47), 

where in the second equality we have transferred the oversampling and partition factors into the 

Fourier transform integrals, namely: 

𝐼�WX𝒉 =8𝑛0:3
0

	𝐼WX𝒉 		𝑓WX0 			(48) 

From Eqs. 43 and 48 it is clear that, to operatively exploit these equations, it is simply necessary: 

i) to determine the atom to which each basis function belongs; ii) to evaluate the oversampling 

factor 𝑛0 for each atom, which is obtained by establishing how many times the atom is mapped 

into itself under the unit-cell symmetry operations. If these factors are known, the modified 

density matrix 𝑫�𝟎 or the matrix of the modified Fourier transform integrals 𝑰�𝒉 used in Eq. 47 can 

be easily obtained from the unmodified matrices 𝑫𝟎 and 𝑰𝒉. Compared to the Hirshfeld atom 

space-based partitioning, the essential difference in this method is that a basis function 

partitioning is used instead.  

 

2.5 Fourier transforms of basis functions products 

Now, let us reconsider Eq. 36 and, in particular let us focus on the Fourier transform integral of 

the product between basis functions 𝜒A and 𝜒C: 

𝐼 = (𝑑𝒓	𝜒A(𝒓; 𝑨, 𝐿A 	)		𝜒C=𝒓; 𝑩, 𝐿C>		𝑒&𝑲⋅𝒓			(49) 
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where, for the sake of simplicity, we have set 

𝑲 = 2𝜋	𝑸FH𝑩𝒉    (50) 

and where, for the involved basis functions, we have also explicitly indicated the nuclear 

positions on which they are centered (𝑨 = =𝐴𝒙, 𝐴𝒚, 𝐴𝒛> and 𝑩 = =𝐵𝒙, 𝐵𝒚, 𝐵𝒛>) and their total 

angular momentum (𝐿A and 𝐿C). Note that vector 𝑲 defined in Eq. 50 is slightly different from 

vector 𝒌 in Eq. 1. They are identical only when matrix 𝑸F is the identity matrix. 

As is well known, basis functions used in quantum chemistry are generally contracted Cartesian 

Gaussian basis functions, namely, they are linear combinations of the so-called Cartesian 

Gaussian primitive functions centered on the same nuclei and having the same angular 

momentum. Therefore, basis functions 𝜒A and 𝜒C in Eq. 49 can be expanded like this: 

𝜒A(𝒓; 	𝑨, 𝐿A) =8𝑁&A 	𝑐&A		𝑔&A(𝒓; 	𝑨, 𝐿A)
^0

&23

							(51) 

and 

𝜒C=𝒓; 	𝑩, 𝐿C> =8𝑁FC 	𝑐FC		𝑔FC=𝒓; 	𝑩, 𝐿C>

^1

F23

							(52) 

with 𝑀𝜶 and 𝑀𝜷 as the degrees of contraction, 𝑁&A and 𝑁FC as the normalization constants for the 

primitive functions, 𝑐&A	and 	𝑐FC	as the contraction coefficients, and 𝑔&A(𝒓; 	𝑨, 𝐿A) and 

𝑔FC=𝒓; 	𝑩, 𝐿C> as un-normalized Cartesian Gaussian primitive functions. Moreover, in Eqs. 51 

and 52, both for the contracted basis functions 𝜒A and 𝜒C and for the primitive functions 𝑔&A and 

𝑔FC, we have explicitly shown the nuclear positions 𝑨 and 𝑩 on which they are centered and 

their total angular momenta 𝐿A and 𝐿C. Therefore, exploiting Eqs. 51 and 52, the integral given 

by Eq. 49 becomes: 

𝐼 = 88𝑁&A

^1

F23

𝑁FC 	𝑐&A 	𝑐FC	

^0

&23

(𝑑𝒓		𝑔&A(𝒓; 	𝑨, 𝐿A)	𝑔FC=𝒓; 	𝑩, 𝐿C>	𝑒&𝑲⋅𝒓 =

=88𝑁&A

^1

F23

𝑁FC 	𝑐&A		𝑐FC	

^0

&23

𝐼&A
FC 																																												(53) 
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The generic un-normalized Cartesian Gaussian primitive functions can be actually written as: 

𝑔&A(𝒓; 	𝑨, 𝐿A) = (𝑥 − 𝐴8)42 	=𝑦 − 𝐴9>
43(𝑧 − 𝐴a)44 	𝑒

:A5b(8:02)6c	Q9:03R
6c(a:04)6d					(54) 

and 

𝑔FC=𝒓; 	𝑩, 𝐿C> = (𝑥 − 𝐵8)D2 		=𝑦 − 𝐵9>
D3 	(𝑧 − 𝐵a)D4 		𝑒

:C-b(8:N2)6c	Q9:N3R
6c(a:N4)6d					(55) 

The former is an un-normalized Cartesian Gaussian function with exponent 𝛼&, centered on 

nucleus 𝑨 = =𝐴8,	𝐴9 , 𝐴a>, with angular momentum indices 𝒂 = =𝑎8 , 𝑎9 , 𝑎a> and total angular 

momentum 𝐿A = 𝑎8 + 𝑎9 + 𝑎a. The latter is an un-normalized Cartesian Gaussian function, 

with exponent 𝛽F, centered on nucleus 𝑩 = =𝐵8,	𝐵9 , 𝐵a>, with angular momentum indices 𝒃 =

=𝑏8 , 𝑏9 , 𝑏a> and total angular momentum 𝐿C = 𝑏8 + 𝑏9 + 𝑏a. Note that exponents 𝛼& and 𝛽F are 

analogous to exponents 𝜏A and 𝜏C seen in Eqs. 39 and 40 for the expressions of the thermal 

factors proposed by Tanaka and Michael & Koritsanszky. 

In the remaining part of this section, our focus will be on the computation of the integral 𝐼&A
FC 

appearing in Eq. 53: 

𝐼&A
FC = (𝑑𝒓		𝑔&A(𝒓; 	𝑨, 𝐿A)	𝑔FC=𝒓; 	𝑩, 𝐿C>	𝑒&𝑲⋅𝒓					(56) 

Over the years, several techniques have been introduced to accomplish this task, from the 

pioneering works by McWeeny [42], Chandler and Spackman [43], and Barua and Weyrich [44], 

to the more recent efforts by Kirrander and coworkers, who took into account these kinds of 

integrals in their ab initio X-ray diffraction (AIXRD) method [45-47]. In the next two 

subsections, we will describe two efficient strategies of computing the integrals represented by 

Eq. 56. They are the approaches currently implemented for the methods of quantum 

crystallography: the first one (subsection 2.5.1) is the extension [48] of the McMurchie-Davidson 

method [49] and it is the technique currently implemented in the quantum crystallographic 

software Tonto [50] for performing Hirshfeld Atom Refinements and X-ray constrained 

wavefunction fittings. The second one (subsection 2.5.2) is the extension [51] of the Obara & 

Saika [52-54] and Head-Gordon & Pople [55] recurrence relations and it is the approach 

implemented and used for the computation of structure factors in the X-ray constrained ELMO 
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(XC-ELMO) [56-59], X-ray constrained ELMO-Valence-Bond (XC-ELMO-VB) [60, 61] and X-

ray constrained Spin-Coupled (XCSC) [62, 63] techniques.  

 

2.5.1 The McMurchie-Davidson approach 

One way to evaluate these 𝐼&A
FC integrals is to use a modification [48] of the McMurchie-Davidson 

procedure. The reason why this method is useful in this context is that the primitive Gaussian 

basis function product may be decomposed into a sum of Hermite functions and the Fourier 

transform of a Hermite function is very easy to calculate. 

Exploiting Eqs. 54 and 55, the integral 𝐼&A
FC can be rewritten as the product of three individual 

one-dimensional Fourier transforms: 

𝐼&A
FC = (𝑑𝑥		𝑒&P2(𝑥 − 𝐴8)42 	𝑒:A5(8:02)

6(𝑥 − 𝐵8)D2 	𝑒:C-(8:N2)
6

									( 𝑑𝑦		𝑒&P39=𝑦 − 𝐴9>
9	𝑒:A5Q9:03R

6
=𝑦 − 𝐵9>

D3 	𝑒:C-Q9:N3R
6

																			( 𝑑𝑥		𝑒&P4a(𝑧 − 𝐴a)44 	𝑒:A5(a:04)
6(𝑧 − 𝐵a)D4 		𝑒:C-(a:N4)

6 			(57),

 

which, in short notation, becomes: 

𝐼&A
FC = \𝐼&A

FC]
8
	\𝐼&A

FC]
9
	\𝐼&A

FC]
a
					(58) 

The McMurchie-Davidson idea is to write the integrand of each factor in terms of Hermite 

Gaussian functions Λ5. For example, considering the variable 𝑥, we have: 

(𝑥 − 𝐴8)42 	𝑒:A5(8:02)
6(𝑥 − 𝐵8)D2 	𝑒:C-(8:N2)

6 = 8 𝐸52
(42,D2)Λ52(𝑥, 𝛾, 𝑃8)

42cD2

522G

					(59), 

where 

Λ52(𝑥, 𝛾, 𝑃8) = �
𝜕
𝜕𝑥 

52
𝑒:e(8:f2)6 							(60) 

with 

𝑃8 =
𝛼& 	𝐴8 + 𝛽F 	𝐵8

𝛾 							(61) 
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and 

𝛾 = 𝛼& + 𝛽F 					(62) 

The reason why this expansion works is that the product of the two Gaussian functions includes 

polynomials of degree 𝑎8 + 𝑏8, and the Hermite Gaussian functions form a basis for these 

polynomials. The problem is to evaluate the expansion coefficients 𝐸52
(42,D2). A recurrence 

relation for these coefficients can be worked out from the recurrence relation obeyed by the 

Hermite polynomials: 

Λ52c3 = −2	x𝛾Λ52:3 + (𝑥 − 𝑃8)Λ52z					(63) 

or 

−(𝑥 − 	𝐴8)Λ52 = 𝑡8	Λ523 +
𝛽
𝛾
(	𝐴8 − 	𝐵8)Λ52 +

1
2𝛾 Λ52:3					(64) 

From this it is possible to deduce the required recurrence relation, which is 

−𝐸52
(42c3,D2) = (𝑡 + 1)	𝐸52c3

(42,D2) +
𝛽
𝛾
(	𝐴8 − 	𝐵8)	𝐸52

(42,D2) +
1
2𝛾	𝐸52:3

(42,D2)				(65) 

with  

𝐸G
(G,G) = 𝑒

A5C-
e 	(	02:	N2)6 					(66) 

The recurrence relation for the incremented 𝑏8 index can be obtained through a similar 

procedure, but a simpler procedure is to use a “transfer relation” whereby the polynomial part of 

one Gaussian in transformed to the polynomial part of the other, namely: 

𝐸52
(42,D2c3) = 𝐸52

(42c3,D2) + (	𝐴8 − 	𝐵8)	𝐸52
(42,D2)						(67) 

Recurrence relations like this are discussed and used extensively in the following subsection. All 

that remains is to evaluate the Fourier transform of the Hermite Gaussian functions. Using 

standard results from Fourier analysis we have 

𝐹 ¢�
𝜕
𝜕𝑥 

52
𝑒:e(8:f2)6£ = (−𝑖𝐾8)52 	�

𝜋
𝛾 

3
"
	𝑒&P2f2 	𝑒:

P26
e 						(68) 

Therefore, for the one-dimensional Fourier integral, we have: 
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\𝐼&A
FC]

8
= �

𝜋
𝛾 

3
"
𝑒&P2f2 	𝑒:

P26
e 		 8 (−𝑖𝐾8)52

42cD2

522G

	𝐸52
(42,D2)					(69) 

The final result is a product of three terms like this: 

𝐼&A
FC = �

𝜋
𝛾 

;
"
	𝑒&𝑲⋅(&𝑷:𝑲 he⁄ ) 	 ¦ 8 (−𝑖𝐾V)57

47cD7

572G

	𝐸57
(47,D7)

V28,9,a

						(70) 

where,  

𝑷 = =𝑃8 , 	𝑃9 , 𝑃a> =
𝛼& 	𝑨 + 𝛽F 	𝑩

𝛾 				(71) 

 

2.5.2 The Obara-Saika approach 

In this subsection, we will show recurrence relations for the efficient computations of the 

integrals defined by Eq. 56. These recurrence relations have been obtained by extending the 

Obara-Saika [52-54] and Head-Gordon-Pople [55] recurrence relations, which were originally 

introduced in quantum chemistry for the evaluation of one- and two-electron integrals when 

Cartesian Gaussians are used as basis functions. 

Defining 

𝐸&A
FC = 𝑒

:	
A5	C-
A5cC-

	(𝑨:𝑩)6
				(72) 

and bearing in mind the definition of 𝑷 given by Eq. 71, if we substitute Eqs. 54 and 55 into Eq. 

56, the integral 𝐼&A
FC can be also rewritten like this: 

𝐼&A
FC = 𝐸&A

FC(𝑑𝑥		𝑒&P28(𝑥 − 𝐴8)42(𝑥 − 𝐵8)D2 	𝑒:QA5cC-R(8:f2)
6

																				( 𝑑𝑦		𝑒&P39=𝑦 − 𝐴9>
43=𝑦 − 𝐵9>

D3 	𝑒:QA5cC-RQ9:f3R
6

																										(𝑑𝑧		𝑒&P4a(𝑧 − 𝐴a)44(𝑧 − 𝐵a)D4 	𝑒:QA5cC-R(a:f4)
6 			(73),

																						 

which can be expressed in short notation as: 

𝐼&A
FC(𝒂|𝒃) = 𝐼&A

FC=𝑎8 , 𝑎9 , 𝑎a|𝑏8 , 𝑏9 , 𝑏a> = 𝐸&A
FC 	𝐼8(𝑎8|𝑏8)	𝐼9=𝑎9|𝑏9>	𝐼a(𝑎a|𝑏a)						(74)	 
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Let us consider the factor	𝐼8(𝑎8|𝑏8): 

𝐼8(𝑎8|𝑏8) = (𝑑𝑥		𝑒&P28(𝑥 − 𝐴8)42(𝑥 − 𝐵8)D2 	𝑒:QA5cC-R(8:f2)
6 			(75). 

Through a simple algebraic derivation [51], it is possible to show that: 

𝐼8(𝑎8 + 1|𝑏8) = ¨𝑃8 − 𝐴8 +
𝑖𝐾8

2=𝛼& + 𝛽F>
©	𝐼8(𝑎8|𝑏8) +

𝑎8
2=𝛼& + 𝛽F>

	𝐼8(𝑎8 − 1|𝑏8)

																												+
𝑏8

2=𝛼& + 𝛽F>
	𝐼8(𝑎8|𝑏8 − 1)																																																															(76),

 

which is the vertical recurrence relation (VRR) for the “bra part” of the Fourier transform 

integral. 

In analogous way, it is also possible to show that: 

𝐼8(𝑎8|𝑏8 + 1) = ¨𝑃8 − 𝐵8 +
𝑖𝐾8

2=𝛼& + 𝛽F>
©	𝐼8(𝑎8|𝑏8) +

𝑎8
2=𝛼& + 𝛽F>

	𝐼8(𝑎8 − 1|𝑏8)

																												+
𝑏8

2=𝛼& + 𝛽F>
	𝐼8(𝑎8|𝑏8 − 1)																																																															(77),

 

which is the vertical recurrence relation (VRR) for the “ket part” of the Fourier transform 

integral. 

Finally, comparing Eqs. 76 to 77, one can also obtain: 

𝐼8(𝑎8|𝑏8 + 1) = 𝐼8(𝑎8 + 1|𝑏8) + (𝐴8 − 𝐵8)	𝐼8(𝑎8|𝑏8)				(78), 

which is the horizontal recurrence relation (HRR). Note that this is essentially the same relation 

as expressed in Eq. 67. 

It is worth noting that the starting point of these recurrence relations is the following integral 

involving only s-type Cartesian Gaussian functions (namely, Cartesian Gaussian functions with 

total angular momentum equal to zero), which is easy to compute: 

𝐼8(0|0) = (𝑑𝑥		𝑒&P28	𝑒:QA5cC-R(8:f2)6 = ª
𝜋

𝛼& + 𝛽F
	𝑒
:	 P26

hQA5cC-R	𝑒&P2f2 						(79) 

The recurrence relations obtained above for the 𝐼8(𝑎8|𝑏8) integral, can be also obtained for the 

integrals 𝐼9=𝑎9|𝑏9> and 𝐼a(𝑎a|𝑏a). Therefore, Eqs. 76-78 can be generalized like this: 
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𝐼&4
FD(𝒂 + 𝟏i|𝒃) = ¨𝑃i − 𝐴i +

𝑖𝐾i
2=𝛼& + 𝛽F>

© 		𝐼&4
FD(𝒂|𝒃) +

𝑎i
2=𝛼& + 𝛽F>

		𝐼&4
FD(𝒂 − 𝟏i|𝒃)

																															+
𝑏i

2=𝛼& + 𝛽F>
		𝐼&4

FD(𝒂|𝒃 − 𝟏i)																																																													(80)
 

𝐼&4
FD(𝒂|𝒃 + 𝟏i) = ¨𝑃i − 𝐵i +

𝑖𝐾i
2=𝛼& + 𝛽F>

©	𝐼&4
FD(𝒂|𝒃) +

𝑎i
2=𝛼& + 𝛽F>

		𝐼&4
FD(𝒂 − 𝟏i|𝒃)

																															+
𝑏i

2=𝛼& + 𝛽F>
		𝐼&4

FD(𝒂|𝒃 − 𝟏i)																																																													(81)
 

𝐼&4
FD(𝒂|𝒃 + 𝟏i) = 𝐼&4

FD(𝒂 + 𝟏i|𝒃) + (𝐴i − 𝐵i)			𝐼&4
FD(𝒂|𝒃)								(82) 

where 𝑤 = 𝑥, 𝑦	or	𝑧  and  𝟏i = =𝛿i8 , 𝛿i9 , 𝛿ia> with 𝛿 as the usual Kronecker’s delta,  and 

where the starting point for all the recurrence relations is the integral 

𝐼&4
FD(𝟎|𝟎) = 𝐸&4

FD	𝐼8(0|0)	𝐼9(0|0)	𝐼a(0|0) = 	𝐸&4
FD 	¨

𝜋
𝛼& + 𝛽F

©

;
"
		𝑒

:	 P6
hQA5cC-R		𝑒&𝑲∙𝑷		(83) 

Finally, it is worth noting that, since Eq. 82 depends only on the nuclear centers of the 

primitives, it can be also directly exploited to evaluate integrals between contracted basis 

functions (see Eq. 53): 

𝐼x𝒂|𝒃 + 𝟏Fz = 𝐼x𝒂 + 𝟏F|𝒃z + =𝐴F − 𝐵F>		𝐼[𝒂|𝒃]				(84) 

where the square brackets indicate that the integrals involve contracted Cartesian Gaussian basis 

functions. The use of this equation over contracted functions is the key to reduce the 

computational cost for highly contracted basis functions. 

 

3. Introduction to Hirshfeld Atom Refinement 

3.1 Ideas behind the technique of Hirshfeld Atom Refinement 

Atoms in molecules are not spherical but are deformed to a smaller or larger extent due to their 

interactions with neighboring atoms. Standard X-ray structure determination does not account for 

this effect as it uses the spherical form factors of the Independent Atom Model (IAM). Several 

ways to deal with this problem have been presented in Section 2. Among them, Hirshfeld Atom 

Refinement (HAR) is a simple and reliable method to account for the fact that X-rays and 
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electrons are not scattered from spherical atomic electron densities in molecules (subsection 2.3) 

[15, 16]. The method is based on the Hirshfeld “stockholder” partitioning technique [28, 29] 

which has been described in subsection 2.3 and which provides aspherical atomic electron 

densities 𝜌0(𝒓) given by Eq. 25.  

The Fourier transform fA of 𝜌𝐴 is the non-spherical Hirshfeld atom form factor. It replaces the 

usual spherical atomic form factor in the least-squares refinement of the atomic coordinates and 

displacement parameters. Hence, Hirshfeld Atom Refinement is defined as the quantum-

crystallographic structure refinement technique where the non-spherical atomic form factors are 

calculated as Fourier transforms of Hirshfeld atoms according to Hirshfeld’s stockholder 

partitioning.  

Fig. 2(a) shows the shape of the boron Hirshfeld atom in the B2H6 molecule in an isosurface 

representation of electron density. Its non-spherical nature is obvious, especially when compared 

to the spherical isosurface with the same electron-density value. The difference between 

promolecule and non-spherical atom density is called deformation Hirshfeld density, and it is the 

signature of deformation by chemical bonding. The blue isosurfaces in Figs 2(a) and 2(c) show 

the build-up of electron density due to the deformation into covalent bonding regions. 

The deformation of electron density into the bonding region is especially consequential for 

hydrogen atoms, which unlike all other atoms in the periodic table have no spherical, highly 

contracted core electrons that scatter to high diffraction angles. Hydrogen atoms have only a 

single valence electron that is deformed into the direction of the covalently bonded interaction 

partner. Any improved description of hydrogen atom parameters therefore depends on reliable 

descriptions of the non-spherical electron densities and the corresponding atomic form factors in 

their respective chemical environments. Once this information is included, hydrogen atom 

positions and displacement parameters can be refined from the X-ray data accurately and 

precisely in HAR, see Figs 2(b) and 2(d) (see also subsection 5.1.1) [19].  
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     (a)                                                                      (b) 

 

 

             (c)                                                                 (d) 

 

Fig. 2. Visualization of Hirshfeld atoms and deformation Hirshfeld densities. 

(a) Diborane B2H6 [64], isosurfaces of the boron electron densities used to calculate the atomic form 

factors in the IAM (left, grey, ρ=0.08 e/Å3) and in HAR (right, grey, ρ=0.08 e/Å3). The difference 

between the Hirshfeld density and the spherical atom density (deformation Hirshfeld density) is depicted 

for one of the bridging H-atoms (ρ=0.006 e/Å3). Blue = positive deformation Hirshfeld density 
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(aspherical atom density > spherical atom density), red = negative deformation Hirshfeld density 

(aspherical atom density < spherical atom density).  

(b) HAR-based molecular structure of diborane with anisotropic displacement parameters (ADPs) for all 

atoms at a 50% probability level. 

(c) Deformation Hirshfeld densities for copper and boron atoms in 

(tetrahydroborato)bis(triphenylphosphine)copper(I) (ρ=0.006 e/Å3) [65]. Color code: see (a).  

(d) HAR-based molecular structure of the compound in (c) with ADPs for all atoms at a 50% probability 

level. 

Reprinted under the CC BY-NC license from reference [19].  

 

HAR was introduced by Jayatilaka and Dittrich in 2008 [15]. In the original version, a rigid-

atom approximation was used, which means that the Hirshfeld atoms were determined once and 

then held fixed during the structural least-squares refinement. This is basically the equivalent of 

a normal structure refinement, with the only difference that the list of generalized spherical 

atomic form factors as deposited in the International Tables of Crystallography is replaced with a 

list of tailor-made non-spherical form factors for the atoms constituting the specific molecule 

under consideration. In the original version, this new list is never stored, but always recalculated 

on the fly. Already within the rigid-atom approximation, Jayatilaka and Dittrich showed that it is 

possible to obtain hydrogen-atom positions that are in agreement with positions from neutron 

diffraction for urea and benzene [15].  

In a subsequent, iterative and automated version of HAR, the rigid-atom approximation was 

dropped and replaced by a two-step procedure [16]. The first step is called electron-density step 

(ED step) because here the ED is calculated quantum mechanically and subdivided into 

Hirshfeld atoms, which are afterwards Fourier transformed to obtain non-spherical atomic form 

factors. The second step is called structural refinement step and consists of several regular least-

squares refinement cycles. The sequence of an ED step and a structural refinement step 

constitutes a HAR iteration. HAR iterations are repeated until convergence is reached, i.e. until 

parameter shifts divided by their standard uncertainties are less than 0.01 [16]. In this 

implementation of HAR, the ED step may be based on the HF or DFT methods with BLYP and 

B3LYP [66] functionals. A wide variety of all-electron basis sets is available, and new basis sets 
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can be adopted and added easily. The software inside which HAR was developed is Tonto 

(https://github.com/dylan-jayatilaka/tonto) [50]. The native version of Tonto controlled by an 

input file is still the most used program for performing HARs. 

 

3.2 The crystal asymmetric unit and its environment 

In the simplest implementation of HAR, Tonto calculates the quantum mechanical electron 

density of an isolated molecule or reference cluster. However, for strong intermolecular 

interactions such as hydrogen bonds, the crystal field must be accounted for. For this purpose, an 

implicit simulation of the environment by using point charges that perturb the molecular 

wavefunction is normally carried out. Within the ED step, atomic charges and point dipole 

moments are calculated from the Hirshfeld atoms and placed at symmetry-generated positions 

around the central molecular or reference unit. Molecules with at least one atom within a certain 

radius from any atom in the reference unit are included. Normally a radius of 8 Å is chosen (Fig. 

3 (a)), but the radius is adjustable. A new ED is calculated in the presence of the simulated 

crystal field, new Hirshfeld atoms and Hirshfeld charges and moments are generated, and this 

procedure is iterated until convergence in the atomic charges, dipole moments and in the 

molecular energy have been reached. However, for species that are not unambiguously molecular 

or where the crystallographic symmetry prevents completion of neutral spherical clusters, the 

option to build an environment with complete molecules can be overwritten and refinements 

allowed to proceed with a simulated environment that might be charged overall.  

 



 33 

 

   (a)      (b) 

Fig. 3. a) Cluster of point charges and point dipoles (light blue) within a radius of 8Å around a central 

ammonia molecule (dark blue). The wavefunction for the central ammonia molecule perturbed by the 

environment is used for the Hirshfeld atom partitioning. b) Explicit cluster of molecules. The 

wavefunction is calculated for the entire cluster, but the Hirshfeld atom partitioning is only performed for 

the symmetry-independent atoms of the central molecule A [25]. Only a third of the ammonia molecule is 

symmetry-independent, so only one nitrogen and one hydrogen atom form factor is calculated, and only 

the parameters of these two atoms in the asymmetric unit are refined. 

 

Alternatively, a molecular cluster can be defined, and the wavefunction calculated for the entire 

cluster (Fig. 3(b)). This introduces the effects of intermolecular interactions explicitly into the 

electron-density distribution of the central molecule. Hirshfeld atoms and corresponding atomic 

form factors for use in the refinements are calculated only for the symmetry-independent atoms 

in the central molecule or reference unit (see caption of Fig. 3, where the example of crystalline 

ammonia is discussed). For systems containing strong hydrogen bonds with covalent 

contributions, it is mandatory to use such an explicit cluster, if accurate parameters for the 

affected hydrogen atoms are to be determined [20]. For salts and covalent network compounds, 

the choice of explicit clusters becomes even more essential and critical, since space-group 

symmetry may not allow to build a cluster that maintains the symmetry of the reference unit and 
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is electrically neutral, or may require covalent bonds to be broken. In addition, the software 

Tonto does not impose symmetry restrictions on the Hirshfeld densities of atoms in special 

positions but deletes linear dependencies; higher-symmetry space groups are thus especially 

problematic in the original HAR approach. For such systems, calculations with periodic 

boundary conditions can be a solution. Subsection 3.4 describes recent developments addressing 

this problem. 

 

3.3 A minimal HAR and HARt 

To facilitate interfacing HAR to other refinement software such as Olex2 [67] and to improve 

user-friendliness, the HAR routines were extracted from the software Tonto, so that they compile 

into a HAR standalone program called HARt (HAR terminal). HARt is available from 

https://github.com/dylan-jayatilaka/tonto or as a refinement tool in Olex2 [20]. On a Linux or 

Windows console or on a terminal, HARt requires a crystallographic information file (CIF) as 

input and reflection data either embedded in the CIF or as a separate file: hart [options] <name-

of.cif>. The output after the refinement consists of a modified CIF. 

If no further options are specified, a minimal HAR will be performed: minimal default settings 

are loaded in order to ensure a meaningful, yet quick refinement. The minimal settings imply a 

restricted Hartree-Fock calculation with the def2-SVP basis set without simulation of the 

environment. Beyond a minimal HAR, a full set of options is available from hart –help. They 

include the choice of the quantum-chemical method (HF or BLYP) and basis set (STO-3G – only 

for testing; def2-SVP and cc-pVDZ – adequate; def2-TZVP and cc-pVTZ – excellent; def2-

TZVPP and cc-pVQZ – benchmark), the cluster radius for the implicit simulation of the crystal 

environment, the treatment of the hydrogen-atom displacement parameters, and details about 

anomalous dispersion correction as well as extinction. Note that calculation of structure factors 

requires all-electron basis sets which include core electrons. Thus, for heavier elements, the 

quantum mechanical calculations can become time-consuming and unstable. Hence, ab initio 

wavefunctions are not always robust, and relativistic effects cannot be treated in HARt (see 

subsection 3.5 for relativistic HARs). For these reasons, refinement of molecules containing 

transition metals and of molecules with elements heavier than Kr is disallowed (see subsection 

3.8 for alternative options). 
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In HARt, the wavefunction will be calculated for the block of atomic coordinates specified in the 

CIF. For a molecular compound with Z’=1 (one formula unit in the asymmetric unit), this 

convention works well. However, whenever Z’<1 or whenever an explicit cluster of molecules is 

needed in the case of strong intermolecular interactions, network compounds or salts, the block 

of atomic coordinates and their symmetry-related ADPs must be expanded manually (see the 

ammonia example in Figure 3 (b)). This can be achieved more easily through the Olex2 interface 

to HARt [20]. In Olex2, the cluster of molecules can be constructed on the screen and then 

handed over to HARt internally. The same options and default settings as for the terminal use of 

HARt are available as drop-down menus in the Tools section of Olex2. Several jobs can be run at 

the same time, Olex2 remains functional in the meantime and can even be closed without 

terminating the HARt job. 

 

3.4 Periodic HAR 

A periodic HAR is the best way to deal with network compounds and salts. It minimizes the 

introduction of artefacts into the atomic form factors resulting from the termination implied in an 

explicit, finite cluster of molecules. Periodic adaptations of HAR are computationally intensive, 

though, and are thus the opposite of a minimal HAR – that is supposed to give a quick, but 

meaningful approximation of the electron density in a molecular crystal. Here, a periodic 

wavefunction is calculated and then transformed to make Hirshfeld’s stockholder partitioning 

possible. The program Crystal [68] constructs periodic wavefunctions built from atomic basis 

functions but attempts to extract Hirshfeld atoms from them are largely untested and 

unpublished. 

A wavefunction for only the symmetry-unique part of an infinite system is best obtained with a 

localized approach. Stoll and coworkers have developed such methods. The localized Wannier 

orbitals are obtained either by imposing an orthogonality constraint between the local and 

infinite system [69] or by optimizing the Wannier orbitals with the extremely localized 

molecular orbital (ELMO) method [70]. We call the latter “extremely localized Wannier 

functions” (ELWFs) to distinguish them from the related class of “maximally localized Wannier 

functions” (MLWFs) [71]. However, the ELWF method is unpublished and has not been 

implemented in software yet. 
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A periodic procedure resembling HAR, but without refinement of coordinates and ADPs, has 

been tested and published by Wall [18]. It is implemented in the software Lunus [72] through an 

interface to VASP [73]. A plane-wave periodic-boundary wavefunction was computed for the 

molecule urea, the total electron density derived from it, Hirshfeld’s stockholder partitioning 

applied and the Hirshfeld atoms convoluted with ADPs. In this way, X-ray structure factors were 

calculated. The resulting electron-density model was compared with electron densities obtained 

using other techniques such as multipole modeling. Wall concluded [18] that “2Fo - Fc maps and 

static charge densities that are distinct from the multipole model, but that nevertheless agree 

comparably with the experimental data” can be obtained by HAR and that HAR “can yield 

accurate charge densities that are consistent simultaneously with theory and experiment.” 

 

3.5 Relativistic HAR 

The refinement of structural models using HAR for compounds containing heavy elements may 

be error-prone or unstable, as mentioned in subsection 3.3. All-electron basis sets and relativistic 

methods must be combined, which increases the computational effort dramatically. Nevertheless, 

the Douglas-Kroll-Hess (DKH2) and infinite-order two-component (IOTC) methods of treating 

relativistic effects, which include scalar, spin-orbit and picture-change error, were implemented 

into Tonto by Bučinský [74]. The influence of the relativistic extensions on the structure factors 

was investigated and discussed [75, 76], as is also mentioned in subsection 4.3. Relativistic 

HARs at IOTC and BLYP-IOTC levels were reported for the molecules HgPh2 and BiPh3 [75, 

76].  

Here, in Fig. 4, we show first results of a B3LYP-IOTC HAR of the molecule (Ph3P)2Hg(NO3)2, 

as described in the supporting information of the recent paper about the HAR-ELMO method 

[77], which will also be discussed below (see subsection 3.6). The refinement was carried out 

using Tonto. The regular HAR at HF non-relativistic level accounts completely for all bonding 

electron-density features not modeled in IAM (compare Fig. 4(a) with 4(b)). Two symmetry-

independent regions of satellite or ghost peaks remain (the molecule lies on a mirror plane). In 

addition, unmodelled core features for both the P and Hg atoms remain. The positive residual 

electron density at the Hg core was lowered at its maximum only marginally from 2.1 for the 

IAM to 1.7 e Å-3 for the non-relativistic HF model, i.e. only ca. 0.4 e Å-3 are due to the effect of 
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the asphericity of the atomic core electron-density distribution. Introducing the high-level 

B3LYP-IOTC relativistic treatment (including not only scalar, but also spin-orbit effects) 

reduces the maximum residual electron density at the Hg core by another 0.6 e Å-3 (Fig. 4(c)). 

However, all other residual features remain essentially the same, and the absolute value at the Hg 

atom is still above 1.0 e Å-3. This prevents any meaningful interpretation of the core electron-

density distribution. Moreover, the overall time of the refinement increases from 11 hours (HAR) 

to 8 days and 19 hours (relativistic HAR) on a single CPU of a desktop computer. This example 

indicates that an accurate crystallographic treatment of the electron density near heavy elements 

is presently beyond reach. It probably requires a major community effort in the future, including 

revisiting data reduction strategies such as Bragg peak integration and absorption correction. 

 

  

(a) IAM, -0.843/+2.072 eÅ-3 

 

 (b) HAR, HF/DZP, -0.675/+1.672 eÅ-3 (c) HAR at B3LYP-IOTC/DZP, -0.805/+1.149 eÅ-3  
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Fig. 4. Molecular structures and residual electron density maps of (Ph3P)2Hg(NO3)2 after refinement with 

(a) the independent atom model (IAM), (b) regular HAR, and (c) relativistic HAR. The minimum and 

maximum residual electron density peaks are also given. These are located at the Hg atom. Isovalue = ± 

0.2 e Å-3, green=positive, red=negative. ADPs at 50% probability level.  

 

3.6 HAR-ELMO 

It has been shown that the atomic positions and displacement parameters determined with HAR 

for elements of period 2 and for hydrogen atoms are as accurate and precise as those from 

neutron diffraction (see subsection 5.1) [19]. The method should therefore be applicable to 

biological macromolecules as well. However, the problem with applying HAR to biological 

macromolecules is their size and the concomitant need of computer time. In 2016, Wall 

concluded that [18]  “increasing the speed of calculations would enable the wider adaptation of 

HAR by adapting existing small-molecule crystallographic workflows […] for obtaining high-

resolution charge density models of […] macromolecular crystals.”  

We have developed a method called HAR-ELMO that alleviates this problem [77]. The acronym 

ELMO stands for extremely localized molecular orbitals [70], a method that allowed a database 

of molecular orbitals strictly localized on atoms, bonds or functional groups to be constructed 

[78]. The database software ELMOdb can construct full wavefunctions of macromolecules 

within seconds using the deposited ELMOs, which are then used in the ED step in HAR within 

the software Tonto. The software lamaGOET (see subsection 3.7) acts as the interface. This 

procedure exploits the fact that ELMOs have been shown to be as transferable as multipole 

populations to construct electron-density maps and to calculate non-spherical atomic form 

factors for interpreting the measured structure factors [79].  
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Fig. 5. (a) Refined protein structure of crambin at d=0.54 Å, not showing the disordered regions. (b) 

Deformation density maps of crambin in a peptide region (C=O in Leu25) and a disulfide bond (between 

Cys4 and Cys32). Contour interval: 0.05 eÅ-3, blue=positive, red=negative, green=zero. For (a) and (b), 

non-H ADPs at 50% probability. For (a), all H atoms are drawn with fixed spheres of 0.3 Å radius. For 

(b) isotropic H-atom displacement parameters are also drawn at 50% probability. Reprinted with 

permission from reference [77]. Copyright (2019) American Chemical Society. 

 

Fig. 5 (a) shows the HAR-ELMO-refined structure of the protein crambin using some 

constraints, but no restraints. Fig. 5 (b) shows deformation electron-density features in regions of 

a peptide and a disulfide bond, exemplifying that bonding and lone-pair electron-density 

distributions are captured accurately for crambin. R-values obtained with HAR-ELMO are 

virtually identical with those obtained by regular HAR, as shown, e.g., for a fibril-forming 

segment of the human prion protein [77]. Note that the time of the refinement was reduced from 

1 day and 7 hours (HAR) to 23 minutes (HAR-ELMO) on a single desktop-computer CPU. 

Normal HARs of proteins are prohibitive: for crambin, even the HAR-ELMO refinement took 

about 10 days. But this investment in time and computer resources for macromolecular 
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biochemistry will be worthwhile because the information value of HAR-ELMO structures and 

wavefunctions allows insights not available otherwise. For example, protonation states will be 

accessible because of the reliable localization of hydrogen atoms [77], oxidation states in 

metalloproteins will be deducible because of the quantum chemical wavefunction on which the 

HAR-ELMO method is based (compare reference [80]), and intermolecular interaction energies 

can be calculated [77]. 

 

 

Fig. 6. Deformation density maps for L-Ala in the plane of the carboxylic group for HAR-ELMO and 

HAR refinements at 23 K. The difference between the HAR-ELMO and HAR deformation density maps 

is also shown. Contour levels: from 0.05 to 1.00 e Å-3 with a step of 0.05 e Å-3. Blue (positive) and red 

(negative). 

The performance of HAR and HAR-ELMO are gauged here by comparing respective 

deformation density maps of L-Ala (Fig. 6) based on data measured at 23K [81]. Visually, the 

deformation electron density distributions resulting from HAR and HAR-ELMO refinements 

look identical, but the HAR-ELMO minus HAR map (Fig. 6) reveals systematic differences in 

the oxygen lone pairs and the C-C bonds. It will be investigated in upcoming studies to what 

extent this effect of the localization scheme will influence derived properties.  

 

3.7 The lamaGOET interface for quantum crystallography 

There have been attempts in the past to use a graphical user interface (GUI) to facilitate 

preparing input files for Tonto, e.g. in an earlier version of Olex2 or in WinGX [82]. However, 
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the flexibility of Tonto for HAR, but also for X-ray constrained wavefunction fitting (see Section 

4), has never been fully exploited or made easily accessible. Therefore, the software lamaGOET 

was developed as a general interface for quantum crystallography (Fig. 7) [83]. It not only 

automatically deals with Tonto input files and monitors Tonto processes, but it also allows 

calculating wavefunctions with Gaussian and Orca or constructing them from the ELMO 

database (see subsection 3.6), and then handing them to Tonto. This idea was later also exploited 

in the NoSpherA2 modification of the Olex2 software (see subsection 3.8).  

 

Fig. 7. The lamaGOET GUI combines input preparation for and control of HAR, HAR-ELMO and X-ray 

constrained wavefunction fitting in Tonto with different software packages such as Gaussian, Orca and 

ELMOdb. There are many more options than shown in the example above. (lamaGOET was designed and 

written by L. A. Malaspina in the Grabowsky group, University of Bremen.)  

 

The interfacing of different programs such as Tonto, Gaussian, Orca and ELMOdb calls for 

special features of lamaGOET that exceed the capabilities of Tonto. A much wider variety of 

quantum-chemical methods and basis sets are available for HAR, basically all methods and basis 

sets available in Gaussian and Orca. Empirical dispersion energy corrections (Grimme’s GD3BJ 
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[84]) or relativistic extensions (e.g. DKH2 or IOTC) may be added to the quantum-chemical 

method, e.g. any DFT variety. Self-consistent Hirshfeld atomic point charges and point dipoles 

as calculated with Tonto (see subsection 3.2) can be extracted and used for wavefunction 

calculations in Gaussian or Tonto. Advanced settings for HAR include hydrogen-atom treatment, 

normalization of bond lengths, convergence criteria etc. lamaGOET reads ELMOdb output and 

uses it as input for HAR-ELMO treatments in Tonto; it also allows loading of tailor-made 

ELMOs for special residues or functional groups or ELMO wavefunctions for entire molecules. 

lamaGOET controls the level of theory and degree of perturbation (λ-step, for details see section 

4) used in X-ray constrained wavefunction fitting. It ensures that an XCW fitting following a 

regular HAR is performed at the same level of theory. We call this combination of HAR and 

XCW fitting X-ray wavefunction refinement (XWR; see also discussion in subsection 4.1) [85, 

86]. The wavefunction resulting from XCW fitting may now be used for Hirshfeld atom 

partitioning and subsequent structure refinement again. If the procedure of XCW fitting and 

HAR is iterated, we call it total XWR. It leads to both improved geometries and ADPs as well as 

to a wavefunction consistent with the experimental data. The method is unpublished, but a first 

result for the molecule urea is shown in Fig. 8. Total XWR is one of the most advanced options 

in lamaGOET, not yet available in the current distribution.  

 

Fig. 8. Improvement of the fit measured in terms of χ2 between total XWR and original XWR for urea. For 

an explanation of XCW fitting, χ2 and λ, see section 4. The inset shows the difference electron density 
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between both XWR variants, i.e. original minus total XWR; isovalue = 0.034 e Å-3, blue = positive, red= 

negative. Unpublished results produced by R. Pal in the Grabowsky group of the University of Bremen. 

 

3.8 NoSpherA2 in Olex2 

In the original implementation of HAR within Tonto or HARt atomic form factors are not stored 

but recalculated on the fly after each refinement cycle to account for geometry changes. This 

makes it impossible to interface HAR with any other software optimized for crystallographic 

structure refinement, such as, e.g., the software olex2.refine. Recently, olex2.refine has been 

extended to use tabulated atomic form factors of any kind in regular structural least-squares [87], 

which allows to interface it with external quantum mechanical packages without the need of 

changing the code. The file format is called “tsc”, and requires for all symmetry-independent 

structure factors a list of the Miller indices and the respective form factors of the 𝑁4 atoms in the 

asymmetric unit: {ℎ	𝑘	𝑙		𝑓&(ℎ	𝑘	𝑙)}&23
1! . This input format is sufficiently general to allow storage 

of every flavor of atomic form factors, non-spherical externally calculated ones, e.g. Hirshfeld 

atomic form factors, as well as conventional spherical ones. With the tsc input, the full 

functionality (restraints, constraints, etc.) of the refinement engine olex2.refine is available to 

HAR. 

 

    (a)       (b) 
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Fig. 9. The NoSpherA2 GUI in Olex2 (designed and programmed by F. Kleemiss with the help of H. 

Puschmann, O. Dolomanov and M. Bodensteiner in a collaboration of OlexSys, Durham, and the 

Grabowsky group, University of Bern). 

(a) Deformation density map of L-alanine after HAR in NoSpherA2, isovalue ±0.15 e Å-3, green=positive, 

red=negative. ADPs at 50% probability. 

(b) Refinement options for NoSpherA2 in its current version. 

 

The graphical-user interface for the non-spherical refinements based on the tsc format is called 

NoSpherA2 and presented in Fig. 9. At present, only Hirshfeld atom form factors are 

implemented as calculated with the program Tonto, based on wavefunctions obtained through 

Gaussian09, Orca or Tonto. A rigid-atom approximation as discussed in subsection 3.1 is used 

for HAR in the current version of NoSpherA2. The ED and refinement steps can be iterated 

manually (by ticking the “Update Table” box, Fig. 9(b)) until the desired convergence has been 

reached. A fully automated iterative version of HAR will be implemented soon. Figure 9(a) 

shows deformation density of a manually iterated HAR based on a tsc file calculated with Tonto, 

for the molecule L-alanine (23 K measurement by Destro et al. [81]). Bonds and lone pairs are 

clearly visible, representing the non-spherical chemical information included in the model that is 

used for the structural least-squares refinement. Anisotropic displacement parameters of 

hydrogen atoms and bond distances involving hydrogen atoms are accurately determined.  

 

3.9 Multi-determinant HAR 

Despite the concept of HAR having been described in 2008, it has so far only been exploited in 

combination with the Hartree-Fock (HF) or density functional theory (DFT) methods 

(particularly, BLYP and B3LYP functionals), but never in combination with explicitly correlated 

post-Hartree-Fock techniques of quantum chemistry. As is well known, the latter approaches rely 

on a more sophisticated wavefunction ansatz consisting in the expansion of the wavefunction in 

terms of many Slater determinants. For this reason, at least in principle, the post-HF strategies 

provide better electron densities that could be potentially exploited in Hirshfeld atom refinements 

to obtain better structural parameters.  
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Some of us have started to explore the coupling of HAR with the MP2 (second-order Møller-

Plesset) and CCSD (Coupled Cluster with single and double excitations) methods [88]. We have 

investigated whether results obtained with MP2 and CCSD are significantly different (and better) 

compared to those resulting from HARs carried out at the HF, BLYP and B3LYP levels. We 

used the amino acid L-alanine, for which we considered i) the X-ray diffraction data collected by 

Destro et al. [81] at 23 K to a resolution of 1.08 Å:3 and ii) reference neutron diffraction 

measurements collected at 23 K to a resolution of 1.00 Å:3 [77]. We used the basis-sets def2-

SVP, def2-TZVP and def2-TZVPP in combination with the five quantum mechanical methods 

mentioned above to also study the effects of basis-sets in structural refinements involving 

correlated methods. Comparisons show (Figure 10) that the use of post-Hartree-Fock strategies 

within HAR does not lead to atomic positions and ADPs significantly different from those 

resulting from standard Hartree-Fock or DFT-based HARs. In relation to experimental standard 

uncertainties, the differences in structural parameters between the different types of refinements 

are insignificant, at least for L-alanine. It seems that for organic molecules nothing can be gained 

from going beyond the basic HAR protocol described in subsection 3.3. A proper choice of the 

basis set is more important than the choice of the quantum chemical technique. 
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Fig. 10. Averaged C-H and N-H bond lengths in L-alanine as obtained from IAM, neutron and Hirshfeld 

atom refinements. As indicted in the text, the HARs were performed at different levels of theory (Hartree-

Fock, BLYP, B3LYP, MP2 and CCSD) in combination with three different basis-sets (def2-SVP, def2-

TZVP and def2-TZVPP) 

 

3.10 HAR and powder diffraction 

For many materials, structure elucidation by powder X-ray diffraction is the only viable option 

because it proves difficult to grow large crystals of many materials of technical interest. 

However, ab initio structure determination and three-dimensional structure refinement from 

powder data are often a challenge [89]: 
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i) Much of the information on the three-dimensional location of each reciprocal lattice point is 

lost upon projection onto a single dimension. As a consequence, indexing and geometric 

reconstruction of the reciprocal lattice is difficult.  

ii) Overlap of diffraction lines aggravates the determination of integrated intensities. Rietveld 

structure refinement [90], although a powerful method that deals with the overlap problem, 

suffers from the shortcoming that intensity attribution depends to some extent on the model of 

the crystal structure.  

Problem i) can be alleviated by improving the quality of the powder data, i.e. to gather 

information to as high scattering angles as possible to optimize angular resolution and to reduce 

background. The Aarhus Vacuum Imaging-Plate Diffractometer (AVID) [91] combined with 

synchrotron radiation delivers powder data of exceptional quality and to ultra-high resolution. 

Using powder data collected with this technique, highly accurate experimental electron density 

information for silicon and diamond were obtained including description of core deformation 

[92, 93]. More recently, a multipole model of the electron-density distribution of a small 

molecule, urea, could be refined from powder diffraction data [94]. 

Improvements for problem ii) can be expected from working with a better model of the crystal 

structure such as the use of HAR with its non-spherical atomic form factors. Once accurate 

structure factors for any stage of the structural model are obtained with HAR, an improved 

separation of lines during Rietveld refinement should be possible without adding extra 

parameters into the procedure. This method is currently being developed. Fig. 11 shows the 

results of the first successful HAR of the urea molecule based on AVID powder data. Note that 

here the intensities have still been extracted using a crystal structure model based on the routine 

spherical form factors used in IAM, and then HAR was performed once using these intensities. 

In this preliminary attempt, hydrogen atom ADPs and N-H bond distances could be freely 

refined and converged without problems, but they are not as accurate as for HAR single-crystal 

studies yet (compared to N-H = 1.022(3) and 1.018(3) Å from neutron diffraction at 12K [95]). 

We expect further improvements once the iterative technique is implemented. 

 



 48 

 

Fig. 11: Hirshfeld atom refined structure of urea based on powder diffraction data with refined bond 

distances in Å and anisotropic displacement parameters at the 50% probability level (half of the molecule 

is symmetry-independent); courtesy of B. Svane and B. B. Iversen, Aarhus University.  

 

 

4. Introduction to X-ray constrained wavefunction fitting 

In quantum mechanics, wavefunction and density matrix are fundamental entities that 

intrinsically contain all the information about a system. For this reason, the determination of 

wavefunctions and density matrices from experimental data (and especially from 

crystallographic measurements) has always been a tantalizing perspective. 

The pioneering studies in this field date back to the 1960s when Clinton, Massa and collaborators 

proposed strategies to extract N-representable one-electron density matrices from X-ray 

diffraction data [96-100]. These studies were the starting points for the development of other 

techniques to obtain “experimental” wavefunctions and density matrices, such as Tanaka’s X-ray 

Atomic Orbital [40] (XAO) and X-ray Molecular Orbital [101] (XMO) strategies, the Molecular 

Orbital Occupation Number [102, 103] (MOON) method and all the approaches aiming at 

reconstructing the diagonal and the off-diagonal parts of the one-electron density matrices by 



 49 

simultaneously exploiting X-ray diffraction data, magnetic structure factors and inelastic 

Compton scattering measurements [104-107]. 

All the methods mentioned in the previous paragraph simply fit wavefunctions or one-particle 

density matrices to crystallographic data corresponding to an experimental electron density. 

However, the Gilbert corollary [108] to Coleman’s theorem [109] implies that in principle there 

is an infinite number of density matrices (and consequently wavefunctions) that are compatible 

with a given electron distribution. Therefore, the simple fitting of density matrices to electron 

density-related data does not guarantee to obtain the real “experimental” wavefunction or density 

matrix for the system under consideration, even when rigorous N-representability constraints are 

introduced in the computational procedure. 

A way to overcome this drawback was offered by Henderson and Zimmermann [110]. According 

to them, among all the wavefunctions that reproduce a given electron density, we should select 

the one that minimizes the energy of the system. This idea is at the basis of the X-ray constrained 

wavefunction (XCW) fitting approach proposed by Jayatilaka in 1998 [21]. Nowadays, XCW 

can be considered as the most popular strategy to obtain wavefunctions/density matrices from 

experimental X-ray diffraction measurements. The method was originally developed in the 

framework of the Restricted Hartree-Fock (RHF) formalism [21-27]. Over the years, it has been 

gradually extended to other traditional strategies of quantum chemistry, ranging from Density 

Functional Theory [27] to the multi-determinant spin-coupled approach [62, 63]. 

A description of the XCW fitting method is the main topic of this section. After reviewing the 

basic assumptions of the technique (subsection 4.1), we will present the different forms with 

which the Jayatilaka strategy has been proposed (subsection 4.2) and implemented (subsection 

4.3). We will then briefly describe the studies aimed at testing the capabilities of the X-ray 

constrained wavefunction technique in extracting correlation, polarization and relativistic effects 

from the electron density (subsection 4.4). Finally, we will discuss open problems and future 

perspectives of the approach (subsection 4.5). 

 

4.1 Basic assumptions of the XCW fitting technique 

Applications of the XCW method normally pertain to molecular crystals and consider them as 

collections of non-interacting molecular units described by wavefunctions that are formally 
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identical. With this hypothesis and the additional assumption that all the molecular units also 

correspond to symmetry-unique portions of the crystal unit-cell, the electron density of the unit-

cell can be expressed as a sum of molecular electron distributions 𝜌F(𝒓) related to the reference 

density �̅�G(𝒓) through the application of the unit-cell symmetry operations (see Eq. 13 in 

subsection 2.2). 

This unit cell density is exact only if �̅�G(𝒓) does not result from a computation on the isolated 

reference crystal-unit. In the XCW fitting techniques, this is fulfilled by searching the 

wavefunction ΨG and the associated electron density �̅�G(𝒓) that not only minimize the energy of 

the reference crystal-unit, but that also reproduce experimental structure factor amplitudes within 

the limit of their experimental uncertainties. This condition implies that the effects of the 

surrounding crystal field are taken into account in an effective way, even if the X-ray constrained 

wavefunction computations are isolated-molecule calculations. 

The XCW techniques determine the wavefunction ΨG of the reference crystal-unit that minimizes 

this functional: 

𝐽[ΨG] =
²ΨG³ℋµG³ΨG¶
⟨ΨG|ΨG⟩

+ 𝜆	(𝜒"[ΨG] − Δ)															(85), 

the first term represents the energy of the system (with ℋµG as the Hamiltonian operator for the 

reference unit); the second term accounts for the experimental constraints imposed by the 

experimental X-ray diffraction data; 𝜆 is an external multiplier that is adjusted during the 

calculations and determines the strength of the experimental constraints; Δ is the desired 

agreement between theoretical and observed structure factor amplitudes (usually set equal to 1), 

which is given by 𝜒": 

𝜒" =
1

𝑁k − 𝑁l
	8

=𝜂³𝐹𝒉#4%#³ − ³𝐹𝒉
$8l³>"

𝜎𝒉"𝒉

							(86) 

𝑁k is the number of experimental data, 𝑁l is the number of adjustable parameters, 𝒉 is the triad 

of Miller indices for the reflection under exam, 𝜎𝒉 is the experimental uncertainty corresponding 

to the experimental structure factor amplitude ³𝐹𝒉
$8l³ and 𝜂 is an overall scale-factor, which 

multiplies each computed structure factor amplitude	³𝐹𝒉#4%#³ and is obtained by minimizing 𝜒". 
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In all types of XCW computations, the calculated structure factors	𝐹𝒉#4%# appearing in the 

expression of the statistical agreement 𝜒" are obtained by applying Eqs. 35 and 36. In particular, 

since the analytical form of the time and space averaged electron densities associated with X-ray 

constrained wavefunctions is the one given by Eq. 22 (i.e. characterized by two-center products 

of basis functions), the treatment of thermal smearing requires one of the approximations 

introduced in subsections 2.3 and 2.4 to deal with the lack of thermal factors describing 

interatomic correlations. For every thermal motion approximation, the thermal factors depend 

parametrically on the symmetric matrices of the ADPs associated with the different atoms. 

Therefore, just like the nuclear positions, the ADPs are input parameters that are never optimized 

during the X-ray constrained wavefunction fitting calculations. 

In this regard, it is worth mentioning a useful relationship between the XCW method and the 

Hirshfeld Atom Refinement (see also subsection 3.7). In a recent study, the XCW and HAR 

techniques were successfully combined to the so-called X-ray wavefunction refinement (XWR) 

method [85, 86]. In XWR, HAR represents the first step and deals with the refinement of atomic 

positions and thermal parameters (i.e., ADPs). These atomic parameters are kept fixed during the 

subsequent XWC fitting computation. The latter optimizes only the parameters associated with 

the electronic structure, i.e. the coefficients of the molecular orbitals, to obtain optimal 

agreement with the measured structure factors. 

Validation tests have been performed on a set of high-resolution X-ray diffraction datasets for 

four amino acids and six tri-peptides. They have shown that the new XWR method is able to 

provide refined structures and electron densities that are in better agreement with the measured 

diffraction patterns than those from the multipole model refinements, and also agree with 

benchmarking periodic DFT calculations. Compared to multipole model refinements, the new 

strategy led to significant improvements in the description of the electron density distributions in 

the regions around polar bonds and hydrogen atoms [86].  

As already mentioned in subsection 3.7, this coupling of HAR and XCW fitting is iterated in the 

so-called total XWR strategy. In preliminary investigations total XWR has led both to better 

structural parameters and to a better fit to the experimental X-ray structure factor magnitudes. 
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4.2 Different “flavors” of XCW fitting strategies 

As indicated in the previous subsection, the XCW fitting technique currently exists in different 

forms that depend on the choice of the functional form (i.e., the ansatz) for the wavefunction ΨG 

associated with the reference crystal-unit. In this subsection, we will review different “flavors” 

of the XCW approach currently available. For each of them, we will describe the corresponding 

wavefunction ansatz and point out, when possible, the advantages and the disadvantages of that 

choice. 

As mentioned above, the original XCW method [21] was developed within the Restricted 

Hartree-Fock (RHF) technique based on the following wavefunction ansatz: 

ΨG =
1

½(2𝑁)!
		𝐴¿ À¦𝜑& 	𝜑Â&

1

&23

		Ã				(87	), 

where 𝐴¿ is the usual antisymmetrizer, 𝜑& is a spin orbital with spatial part 𝜑& and spin part 𝛼 and 

𝜑Â& a spin orbital with spatial part 𝜑& 	 and spin part 𝛽. Starting from Eq. 87, it is possible to show 

that the minimization of the functional given by Eq. 85 is equivalent to the resolution of the 

Hartree-Fock-Jayatilaka equations: 

𝐹Ä$8l	𝜑& = 𝜖& 	𝜑& 				(88	). 

𝐹Ä$8lis a modified Fock operator that can be expressed like this: 

𝐹Ä$8l =	𝐹Ä + 𝜆8𝐾𝒉
𝒉

	ReX𝐹𝒉#4%#[	𝐼¿𝒉,m + 𝜆8𝐾𝒉
𝒉

	ImX𝐹𝒉#4%#[	𝐼¿𝒉,n 								(89) 

where 𝐹Ä is the usual Fock operator of quantum chemistry, 𝐼¿𝒉,m and 𝐼¿𝒉,n  are the real and imaginary 

parts, respectively, of the structure factor operator 𝐼¿𝒉, which is defined as follows 

𝐼¿𝒉 =8𝑒&"'Q𝑸-𝒓c𝒒𝒋R⋅(𝑩𝒉) =
1$

F23

𝐼¿𝒉,m + 𝑖	𝐼¿𝒉,n 					(90). 

𝐾𝒉 is a multiplicative factor: 

𝐾𝒉 =
2	𝜂

𝑁k − 𝑁l
		
𝜂³𝐹𝒉#4%#³ − ³𝐹𝒉

$8l³
𝜎𝒉"	³𝐹𝒉#4%#³

							(91). 
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For the sake of completeness, and in analogy with section 2 of this chapter, 𝑩 still represents the 

reciprocal lattice matrix, while X𝑸F , 𝒒F[F23
1$  is the set of the 𝑁6 symmetry operations of the unit-

cell. 

The XC-RHF approach has been straightforwardly extended to the unrestricted case [111], to the 

formalism of density functional theory [27] (BLYP and B3LYP functionals) and to relativistic 

methods (particularly, the second-order Douglas-Kroll-Hess [111] and the Infinite-Order Two-

Component [75] approaches). The Hartree-Fock, DFT and relativistic versions of the X-ray 

constrained wavefunction approach are currently implemented in the software Tonto [50] and 

are, at the moment, undoubtedly the most widely used types of XCW calculations in quantum 

crystallography. “Experimental” XC-HF and XC-DFT wavefunctions/electron densities have 

been analyzed to obtain useful (and traditional) chemical information with Quantum Chemical 

Topology (QCT) strategies  (such as, the traditional Quantum Theory of Atoms in Molecules 

[112] (QTAIM), the Electron Localization Function [113] (ELF), the Electron Localizability 

Indicator [114, 115] (ELI) and the Localized Orbital Locator [116] (LOL)), the Natural Bond 

Orbitals [117] (NBO) method and the Natural Resonance Theory [118] (NRT) [66, 85, 119-122].  

As a first example, Fig. 12a shows a plot of the ELF associated with the X-ray constrained RHF 

wavefunction (Dunning DZP basis-set) of the alloxan molecule as obtained by Jayatilaka and 

Grimwood [119]. Fig. 12b, shows the differences between the ELF corresponding to the 

“experimental” wavefunction and the ELF resulting from the “gas-phase” Hartree-Fock 

calculation. It indicates the capability of the X-ray constrained wavefunction technique in taking 

into account the perturbations introduced by the crystal environment on the isolated molecules 

(see subsection 4.4 for more details).  
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Fig. 12. a) Plot of the ELF for the X-ray constrained Hartree-Fock wavefunction of alloxan (contours at 

0.1 increments); b) plot of the difference between the ELF for the X-ray constrained Hartree-Fock 

wavefunction and the isolated-molecule Hartree-Fock wavefunction of alloxan (contours at 0.02 

increments). Reproduced with permission of the International Union of Crystallography from reference 

[119]. 

 

Fig. 13 displays the ELI-D [115] localization domain representations for a series of epoxide 

compounds obtained by Grabowsky and coworkers through XC-RHF/cc-pVDZ computations. 

These plots provide insight into the electronic structure of the epoxide rings [120]. In agreement 

with the Förster-Coulson-Moffit model, the ELI-D plots show externally bent bonds and, 

furthermore, they allowed a clear rationalization of substituent and crystal effects on the series of 

acceptor-substituted epoxide derivatives. 
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Fig. 13. Experimental ELI-D localization domain representations for the series of epoxide compounds 

studied by Grabowsky and collaborators [120], with valence basins for H atoms in transparent mode. 

Color code makes domains belonging to different basins distinguishable from each other; MolIso [123] 

graphics. Reproduced from reference [120] with permission of John Wiley & Sons, Inc.  

In order to directly extract X-ray constrained wavefunctions close to the traditional chemical 

perception without the a posteriori application of chemical bonding analyses, several XCW 

fitting strategies based on the concept of Extremely Localized Molecular Orbitals (ELMOs) [70, 

124-129] have also been proposed. The first one was the X-ray constrained ELMO (XC-ELMO) 

technique [56-59], which requires the preliminary definition of a localization scheme that 

subdivides the system under examination into subunits (i.e., atoms, bonds and functional groups) 

that may overlap. The fragmentation automatically defines the ELMOs for each subunit as linear 

combinations of only those atomic basis functions centered on the atoms that belong to the 

fragments. In other words, for the 𝛾-th ELMO of the i-th fragment, we can write: 

𝜑&e(𝑟) = 8𝐶&W,&e	𝜒&W(𝑟)				(92)
^5

W23

 

with 𝑀& as the total number of basis functions in the local basis-set 𝛽& = X𝜒&W(𝒓)[W23
^5  of the 

subunit. Consequently, the ansatz for the wavefunction of the reference crystal-unit becomes: 

ΨG =
1

½(2𝑁)! 𝑑𝑒𝑡[𝐒]
		𝐴¿ k¦¦𝜑&e	𝜑Â&e

V5

e23

E

&23

		l							(93) 
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where 𝑑𝑒𝑡[𝐒] is the determinant of the overlap-matrix of the occupied ELMOs (which accounts 

for the intrinsic non-orthogonality of ELMOs associated with different fragments), 𝑓 is the total 

number of fragments, 𝑛& is the number of occupied ELMOs for the i-th subunit. 

Using the wavefunction ansatz given by Eq. 93, the minimization of the Jayatilaka functional 

(see Eq. 85) reduces to solving self-consistently the following modified Hartree-Fock equations 

for each fragment: 

𝐹Ä&,$8l	𝜑&e = 𝜖&e	𝜑&e							(94)				 

where the modified “experimental” Fock operator for the i-th subunit is: 

𝐹Ä&,$8l = =1 − 𝜌Ê 	+ 𝜌Ê&
o>	𝐹Ä(1 − 𝜌Ê 	+ 𝜌Ê&) + 	𝜆8𝐾𝒉

𝒉

	ReX𝐹𝒉#4%#[	=1 − 𝜌Ê 	+ 𝜌Ê&
o>	𝐼¿𝒉,m(1 − 𝜌Ê 	+ 𝜌Ê&) 	

+ 		𝜆8𝐾𝒉
𝒉

	ImX𝐹𝒉#4%#[	=1 − 𝜌Ê 	+ 𝜌Ê&
o>	𝐼¿𝒉,n(1 − 𝜌Ê 	+ 𝜌Ê&)										(95), 

with 𝜌Ê as the global density operator (which depends on all the occupied ELMOs of the system), 

𝜌Ê& as the density operator for fragment i (which depends only on the occupied ELMOs of the 

subunit), 𝜌Ê&
o as the adjoint of  𝜌Ê&, and 𝐾𝒉 as a multiplicative factor already defined by Eq. 91. 

The XC-ELMO method allows the extraction of X-ray constrained molecular orbitals strictly 

localized on small molecular units and, consequently, close to the traditional chemical 

perception, which generally considers molecules as built from atoms, bonds or molecular 

fragments such as functional groups. In addition, the X-ray constrained wavefunction fitting 

approaches capture correlation and crystal field effects on the electron density (see subsection 

4.4). Thus the XC-ELMO strategy might be used in the future also to extended the recently 

constructed ELMO libraries [78, 79, 130] by including extremely localized molecular orbitals 

that intrinsically take the crystal environment into account.  

The more recent X-ray constrained ELMO Valence Bond (XC-ELMO-VB) technique is an 

alternative strategy [60, 61]. It was introduced to determine the weights of resonance structures 

in molecular systems from X-ray diffraction. In this case, the ansatz for the wavefunction of the 

reference crystal unit is 

ΨG =8𝐶&
&

	Ψ	pq^r,& 										(96) 
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where the functions XΨ	pq^r,& 	[ are ELMO wavefunctions resulting from preceding 

unconstrained ELMO calculations based on localization schemes corresponding to the different 

resonance structures.  

While the pre-computed ELMO wavefunctions appearing in Eq. 96 are kept frozen, the 

coefficients {𝐶& 	}	are obtained through minimization of the following functional: 

𝐽[𝑪] = 	𝐸[𝑪] + 𝜆	(𝜒"[𝑪] − Δ)					(97) 

where 𝐸 is the energy associated with the XC-ELMO-VB wavefunction and 𝑪 indicates the 

functional dependence of 𝐽, 𝐸 and 𝜒" on the coefficient {𝐶& 	}. Note that the coefficients {𝐶& 	} are 

not the weights of the resonance structures since the Slater determinants XΨ	pq^r,& 	[ are non-

orthogonal. The weights are obtained by determining the Chirgwin-Coulson coefficients [131], 

which, in this case, are defined as: 

𝐾& = |𝐶&|" +8𝐶& 	𝐶F 	𝑆&F
Fs&

				(98) 

where 	𝑆&F is the overlap integral between Ψ	pq^r,& and Ψ	pq^r,F. The XC-ELMO-VB method is 

already sufficiently well developed for practical applications and can be considered as the first 

example of a multi-determinant XCW approach. 

After some preliminary test calculations [60], the XC-ELMO-VB strategy has been fruitfully 

exploited to interpret the results of a recent X-ray charge density study on the syn-1,6:8-13-

biscarbonyl[14]annulene (BCA) molecule [132]. At ambient pressure, resonance structures A 

and B of BCA (see Fig. 14) have been found to be almost equivalent (i.e., they have almost the 

same Chirgwin-Coulson coefficients), at high pressures resonance structure A becomes clearly 

predominant [61]. This represents a confirmation of the partial suppression of aromaticity (see 

also subsection 5.3). 
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Fig. 14. Resonance structures A and B of BCA. Hydrogen atoms are omitted for the sake of clarity. 

It is worth bearing in mind that the XC-ELMO-VB technique relies on a wavefunction ansatz 

consisting of a linear combination of pre-determined Slater determinants that remain unchanged 

during the computations. To overcome this limitation, the new X-ray constrained spin-coupled 

(XCSC) approach has been introduced [62, 63]. As the name suggests, this strategy is an 

extension of the X-ray constrained wavefunction fitting technique making use of the spin-

coupled method [133, 134]. The latter is a Valence Bond approach that i) provides more insights 

into the spatial arrangements of the electron clouds around atoms from the spin-coupled orbitals; 

and ii) allows to determine the relative importance of resonance structures from the weights 

obtained for all the possible spin-coupling modes.   

In the XCSC case, the ansatz for the wavefunction ΨG associated with the reference crystal unit 

has the analytical form of a spin-coupled wavefunction for a system of N electrons in the spin-

state (𝑆,𝑀): 

ΨG = 𝒩8𝑐t,O 	𝜓t,^;O1 =

E9
:;

O23

= 𝒩8𝑐t,O

E9
:;

O23

	𝐴	µ 	x𝜙3# 	𝜙Â3# …𝜙F# 	𝜙ÂF# …𝜙1)
# 	𝜙Â1)

# 		𝜑3	𝜑"…		𝜑1;Θt,^;O
1; z		(99) 

where 𝒩 is the overall normalization constant for the wavefunction, S and M are the quantum 

numbers associated with the spin operators 𝑆¿" and 𝑆¿a, respectively, 	𝐴	µ  is the usual 

antisymmetrizer and	X𝑐t,O[ the spin-coupling coefficients of the 		𝑓t
1; 	linearly independent spin-

coupled structures X𝜓t,^;O1 [ corresponding to the linearly independent spin-eigenfunctions 

XΘt,^;O
1; [. As in any unconstrained spin-coupled method, the orbitals appearing in Eq. 99 can be 
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subdivided into two groups: i) the frozen, doubly occupied “core orbitals” {𝜙&#}&23
1) , which can be 

obtained through preliminary unconstrained Hartree-Fock or X-ray constrained Hartree-Fock 

calculations and which describe the subset of 2𝑁3 core (or inactive) electrons; ii) the “spin-

coupled orbitals” {𝜑&}&23
1; , which describe the 𝑁Y valence (or active) electrons and which are the 

only ones to be optimized, thereby limiting the computational cost of the XCSC method. 

Given the analytical form of the new wavefunction ansatz (see Eq. 99), the new XCSC method 

essentially consists in determining the sets of spin-coupled orbitals {𝜑&}&23
1;  and spin-coupling 

coefficients X𝑐t,O[ that minimize the Jayatilaka functional shown in Eq. 85. In this case, again, 

the spin coupling coefficients X𝑐t,O[ do not directly provide the weights of the spin-coupled 

structures X𝜓t,^;O1 [ due to the non-orthogonality of the latter. To obtain the weights, it is 

necessary to resort to the Chirgwin-Coulson coefficients, which, in this situation, can be 

expressed as 

𝑤t,O = ³𝑐t,O³
" +8𝑐t,O 	𝑐t,F 	𝑆OF

FsO

				(100), 

where 	𝑆OF is the overlap integral between spin-coupled structures 𝜓t,^;O1  and 𝜓t,^;F1 . 

The X-ray constrained spin-coupled technique was applied to X-ray diffraction data of benzene 

and the results compared to gas-phase results [62]. The differences in the spin-coupled orbitals 

(see Fig. 15), the resonance structure weights (see Table 1) and the electron density distributions 

were found to be non-negligible [62]. Once again, this revealed the potential of the XCSC 

strategy for capturing crystal field effects on the electronic structure of molecules. Further 

investigations have also shown that the use of XC-RHF molecular orbitals to describe the 

“inactive” electrons leads to better descriptions of the electronic structure and, consequently, of 

the electron density [63]. This is definitely the procedure to follow in any XCSC calculations 

and, for this reason, the new X-ray constrained spin-coupled technique can be undoubtedly 

defined as the first X-ray constrained post-Hartree-Fock method. 
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Fig. 15. First row: three-dimensional plots of the unconstrained spin-coupled orbitals of benzene (0.06 

e/bohr3 isovalues). Second row: two-dimensional plots of the differences between the square moduli of 

the X-ray constrained (𝜆 = 0.20) and unconstrained Spin-Coupled orbitals. Third row: two-dimensional 

plots of the differences between the square moduli of the X-ray constrained (𝜆 = 0.40) and unconstrained 

Spin-Coupled orbitals. Fourth row: spin-coupled resonance structures of benzene (A-B: Kekulé resonance 

structures; C-E: Dewar resonance structures). For each two-dimensional plot, the contours are drawn at 

±1 ∙ 10!" e/bohr3 and at ±2, 4, 8 ∙ 10# e/bohr3 (with 𝑛 as an integer ranging from -3 to 0) in a plane 

parallel to and 0.5 Å above the one defined by the carbon atom on which the orbital is mainly localized 

and the two carbon atoms bonded to it. Red and blue contours indicate positive and negative values, 

respectively. Reproduced from Figs 1 and 3 of reference [62] with permission of John Wiley & Sons, Inc. 
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Table 1. Chirgwin-Coulson weights (in %) of the benzene spin-coupled resonance structures, as obtained 

from unconstrained (𝜆 = 0.0)	and X-ray constrained Spin-Coupled calculations (A and B: Kekulé 

resonance structures; C, D, and E: Dewar resonance structures; see fourth row of Fig. 15). Reprinted from 

reference [62] with permission of John Wiley & Sons, Inc. 

 

Resonance Structure 

Chirgwin-Coulson weights 

𝜆 = 0.0 𝜆 = 0.20 𝜆 = 0.40 

A 40.45 39.13 38.22 

B 40.45 39.17 38.26 

C 6.34 5.90 5.63 

D 6.23 6.79 6.76 

E 6.53 9.01 11.12 

 

4.3 Current implementations of the different XCW approaches 

The most popular software to perform X-ray constrained wavefunction fitting analysis is 

certainly the program Tonto [50], already introduced in subsection 3.1. In fact, this program was 

initially conceived for the implementation of the X-ray constrained wavefunction strategy and 

only later it was extended to perform Hirshfeld Atom Refinements. Nowadays, Tonto can be 

considered as a complete object-oriented system for computational chemistry and quantum 

crystallography. Apart from other functionalities, it performs X-ray constrained wavefunction 

fitting at the Hartree-Fock (restricted and unrestricted) and DFT (BLYP functional) levels of 

theory with a large variety of traditional basis sets of quantum chemistry. The relativistic 

extensions of the XCW technique at Hartree-Fock and DFT levels (second-order Douglas-Kroll-

Hess and Infinite-Order Two-Component approaches) are also implemented in Tonto. As already 

discussed in subsection 3.7, the Tonto software has recently been interfaced with the graphical 

user interface lamaGOET [83] that allows preparing stdin input files for XCW computations. 
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The other types of X-ray constrained wavefunction fitting techniques discussed in the previous 

subsection (i.e., XC-ELMO, XC-ELMO-VB and XCSC methods) are not implemented in Tonto, 

but in separate stand-alone programs that were originally developed to perform the analogous 

unconstrained quantum chemistry calculations. The XC-ELMO method has been implemented 

by modifying a development version of the GAMESS-UK quantum chemistry package [135], in 

which Fornili and coworkers [124] originally introduced the Extremely Localized Molecular 

Orbital (ELMO) approach [70]. The XC-ELMO strategy has been introduced in GAMESS-UK 

by programming both the self-consistent resolution of Eq. 94 and a quasi-Newton procedure that 

enables to determine the coefficients of the ELMOs that directly minimize the functional given 

by Eq. 85. The input files for the XC-ELMO calculations are completely analogous to the ones 

for ELMO computations, with the only exception that some extra crystallographic information 

must be provided (unit-cell dimensions, symmetry operations, anisotropic displacement 

parameters and, obviously, the X-ray structure factors amplitudes to be used as external 

constraints).  

The more recent X-ray constrained spin-coupled technique has also been implemented by 

modifying an existing spin-coupled program [136]. A Newton-Raphson procedure based on the 

so-called “quadratic hill climbing” algorithm [137] simultaneously determines the spin-coupled 

orbitals {𝜑&}&23
1;  and the spin-coupling coefficients X𝑐t,O[ (see Eq. 99) that minimize the usual 

Jayatilaka functional (see again Eq. 85). Also, in this case, the input files for the XCSC 

calculations are practically identical to those for the unconstrained spin-coupled computations, 

except for the necessary crystallographic information. 

 

4.4 Meaning of the differences between fitted and non-fitted wavefunctions 

Although the X-ray constrained wavefunction fitting calculations are formally single-molecule 

computations, the external X-ray diffraction constraints reveal effects that cannot be seen in 

corresponding gas-phase calculations. In other words, the XCW computations capture 

correlation, polarization and relativistic effects. Several studies that have proven this will be 

briefly reviewed. 

First of all, also prompted by a preliminary study conducted by Jayatilaka et al. [138], Genoni 

and coworkers carried out X-ray constrained Hartree-Fock calculations by exploiting structure 
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factors resulting from highly-correlated (e.g., Coupled Cluster) quantum chemistry computations 

for a series of molecules in gas-phase (nitrogen molecule, cyanide anion, water, urea, benzene, 

glycine) to understand if the XCW fitting method really enables to capture correlation effects on 

the electron density [139]. The obtained XCW electron densities were compared to an 

uncorrelated (i.e., Hartree-Fock) and to the initial correlated  (i.e., Coupled Cluster) electron 

distributions. It was observed that correlation effects are increasingly captured if: i) the external 

multiplier 𝜆 becomes quite large (i.e., larger than the values that it assumes in usual XCW 

calculations with experimental data as constraints); ii) the high-angle reflections, which contain 

less information on the electron correlation (see Fig. 16), are not considered. In fact, since the 

high-angle reflections are much more numerous than the low-angle ones, the former dominate in 

the Jayatilaka functional (Eq. 85) and reduce the influence of the low-angle data, namely of those 

data with the largest CCSD-HF differences (see again Fig. 16). In other words, by including the 

high-angle structure factors, the XCW fitting calculation would be biased towards the 

unconstrained Hartree-Fock wavefunction [139].  

 

Fig. 16. Absolute differences between the gas-phase CCSD and the gas-phase RHF structure 

factor amplitudes of the nitrogen molecule (basis-set 6-311++G(2d,2p)) as a function of the 

resolution sinθ/λ. 

The capability of the Jayatilaka method to capture correlation and polarization effects due to the 

crystal environment was also demonstrated in a more recent study [140]. The density difference 

plots in Fig. 17 illustrate the effects of both electron correlation (a) and polarization (b) for the 

molecule urea. Correlation and polarization effects were extracted by XCW fitting on theoretical 

structure factors obtained through Coupled Cluster calculations at CCSD level and by means of 
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periodic boundary computations, respectively. The difference between the non-fitted isolated HF 

wavefunction and the one fitted against CCSD or periodic-boundary structure factors represents 

the pure correlation or polarization effect. The shapes of the effects are different in Figs 17 (a) 

and (b), but the effect is clearly present in the core as well as in the valence regions of the atoms. 

0.27 electrons are redistributed due to electron correlation, of which 94.3% can be recovered by 

XCW fitting. 0.25 electrons are redistributed due to polarization, of which 94.0% can be 

recovered. This implies that electron correlation and polarization can be fitted nearly completely 

if a high enough λ value is chosen. However, for both effects, the results are strongly resolution 

dependent as explained above (Figure 16) for the effect of electron correlation. 

The problem of relativistic effects is non-negligible for compounds containing heavy elements. 

Bučinský et al. [75] performed a detailed study on biphenyl mercury (HgPh2) and tri-phenyl 

bismuth (BiPh3). They found that a non-relativistic XC-Hartree-Fock method captures both 

relativistic and correlation effects to some extent. Relativistic effects in the outer core and the 

valence shell around the heavy element are at least as important as correlation effects. This was 

corroborated by a detailed comparison of theoretical structure factors of the model compound 

Hg(CN)2 calculated at different levels of theory [76].  

 

                              (a)                                                                   (b) 

Fig. 17. Difference electron densities of urea at the HF/pob-TZVP level of theory at 0.7 Å–1 

resolution: (a) XCW densities at λHF = 3.2 (max. value) and λHF = 0.0 fitted against structure 

factors calculated with the CCSD method (signifying electron correlation); (b) the XCW 
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densities at λHF = 1.6 (max. value) and λHF = 0.0 fitted against structure factors from a periodic-

boundary calculation at the same level of theory (signifying polarization/crystal effects). 

Isosurface values: +0.005/+0.0025 a.u. (blue) and –0.005/–0.0025 a.u. (red). 

 

4.5 Open problems and future perspectives 

It may seem that the X-ray constrained wavefunction strategy is a mature technique, routinely 

used in modern quantum crystallography studies. However, there are still open problems and 

thus room for improvements. 

The most important criticism of the Jayatilaka approach concerns the extent to which the 

experimental measurements affect the refined wavefunctions and electron densities or, on the 

contrary, the extent to which the underlying quantum chemistry Hamiltonian influences the final 

results. Although it is difficult to provide a conclusive answer to this question, the work to date 

shows that X-ray constrained wavefunction techniques capture perturbations of the wavefunction 

by the crystal environment and by other effects not included in the electronic Hamiltonian of the 

quantum mechanical theory used (e.g. correlation and relativistic effects). Some examples of 

these studies will be discussed also in section 5. 

The problem discussed above boils down to the determination of the correct value for the 

external multiplier 𝜆, which controls the relative importance of the theoretical and experimental 

information in the XCW computations. As indicated in the seminal papers of the technique [21, 

22], one should ideally choose the value of 𝜆 for which 𝜒" = 1. In that situation, the calculated 

structure factor amplitudes would be, on average, within one standard deviation of the 

corresponding experimental values. However, reaching statistical agreement is not always 

possible, since it is only meaningful if systematic measurement errors can be adequately 

corrected and the experimental standard uncertainties adequately estimated. Several alternative 

criteria have been proposed: from halting the XCW procedure when the calculations stop 

converging [141], or when the 𝑅i(𝐹) value approaches the one of a corresponding multipole 

model refinement [142], or when a minimum in the curve of free 𝜒" over λ is reached [85], to 

empirical rules [57] based on the incremental ratio of 𝜒" with respect to 𝜆 and on the variation of 

the X-ray constrained energy compared to the unconstrained value. Along with the XCSC 
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method, a criterion based on the second derivative vw
6

vx6
 was also adopted, with the suggestion of 

stopping the calculations when a clear inflection point is observed in the curve representing the 

statistical agreement as a function of 𝜆 [63]. Notwithstanding all these efforts, the choice of the 

correct 𝜆 value in the XCW calculations remains an open problem that deserves more detailed 

investigations. A clear answer to this problem may well increase the popularity of the technique 

and make it a routine tool for charge density studies. 

Future opportunities for the XCW approach are plentiful. The way indicated by the recent X-ray 

constrained spin-coupled method [62, 63] may be pursued further by devising new multi-

determinant (post XC-Hartree-Fock) strategies able to provide more accurate fittings of the 

experimental diffraction measurements. The XCW machinery may be extended to other types of 

experimental data leading to new joint-refinement techniques, similar to those already introduced 

in the multipolar methods [143-145] or those based on a wavefunction model [107]. For 

example, the recently developed XCSC technique could be extended by simultaneously 

exploiting X-ray diffraction and polarized neutron diffraction data as constraints. The resulting 

spin densities would be quantum mechanically rigorous and could be analyzed by means of 

proper quantum chemical topology techniques [146-148]. Moreover, the present X-ray 

constrained wavefunction techniques mainly work for molecular crystals but cannot be 

successfully applied to extended systems (e.g., Metal Organic Frameworks). It will therefore be 

necessary to develop XCW strategies based on periodic ab initio calculations (see subsection 

4.4). Finally, given the capability of the XCW approach in capturing electron correlation effects 

on the electron density, we also envisage using the Jayatilaka method for studying experimental 

exchange-correlation potentials and developing new exchange-correlation functionals for density 

functional theory [140].  

 

5.  Chemical applications of quantum crystallography 

For studies of molecular structure, chemists usually rely on routine X-ray crystallographic 

refinement based on the Independent Atom Model (IAM). As described in subsection 2.1, the 

IAM assumes that, for all atoms, all electrons are distributed spherically around their nuclei. This 

model can neither account for electronic redistributions due to chemical bonding nor localize 
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hydrogen atoms precisely and accurately. However, both of these points are required for a 

meaningful chemical analysis of a crystal structure.  

A-H bond lengths are typically 0.1 Å too short (A is any atom) because chemical bonding shifts 

the entire electron density associated with the H atom, i.e. its single valence electron, towards the 

A-H bonding region. Since X-rays are diffracted by the electrons, not the nuclei, shortened A-H 

bond lengths result as artifacts. 

In contrast, neutrons are diffracted by the atomic nuclei. Therefore, neutron diffraction does not 

suffer from the above shortcomings and is thus the most reliable and widely used technique for 

determining hydrogen atom positions in crystals accurately. However, single crystal neutron 

diffraction experiments require large crystal sizes (~1 mm3) compared to routine X-ray 

experiments (~100 μm3). In addition, the few neutron diffraction facilities available worldwide 

usually ask for specific beam time proposals, often a time-consuming and expensive endeavour. 

Of the one million or more crystal structures deposited in the CSD only around 0.2% are based 

on neutron diffraction experiments.  

A good deal of the shortcomings associated with X-ray and neutron diffraction can be overcome 

by using quantum crystallographic methods. For locating hydrogen atoms, Hirshfeld atom 

refinement (HAR) is especially useful; it requires only medium resolution laboratory X-ray data 

(0.6-0.8 Å) for reliable structural refinements. Subsection 5.1.1 summarizes the HAR method 

and presents many examples of accurate and precise localization of hydrogen atoms.  

The deformation of atomic electron densities due to chemical bonding has been studied 

extensively with the so-called charge density multipole model (MM) presented in more detail in 

chapter XXX of this book (Overgaard, details to be completed by the editors). Multipole 

modeling is a powerful tool to probe chemical bonding features of the electron density. It has 

nevertheless some shortcomings: (i) MM produces an electron density, not a wavefunction; 

hence, much of the chemical information inherent in the electronic wavefunction, the 

corresponding density matrix or the orbitals is lost; (ii) the MM refinement is based on 

representing the electron density with (angular) spherical harmonic and radial exponential 

functions; the latter are often insufficiently flexible and therefore the partitioning of electron 

density in the intermolecular space may not be accurate.  
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To overcome these shortcomings, methods such as X-ray wavefunction refinement (XWR) or X-

ray constrained wavefunction (XCW) fitting have been developed. In essence, these methods 

find what has been called an “experimental wavefunction”, a term that may sound like an 

oxymoron. It seems justified though, because an “experimental wavefunction” minimizes total 

energy and simultaneously provides a charge density - its square - which best reproduces the 

experimental diffraction data. These methods are described and illustrated in section 4 of the 

present chapter. 

Given an experimental wavefunction and the appropriate operators, the electron density 

distribution and derived physical properties can be calculated. The wavefunction and the electron 

density contain polarization, electron correlation and relativistic effects (see subsection 4.4). 

Derived properties include fundamental physical quantities such as experimental exchange-

correlation potentials, polarizabilities and susceptibilities, refractive indices etc. More 

specifically, some descriptors of chemical bonding are only accessible from wavefunctions. Two 

examples are: (i) Bond indices, e.g. Roby-Gould bond indices (RGBIs) [149], and (ii) electron 

localization indices, e.g. the Electron Localizability Indicators (ELI) [114, 115]. The Roby-Gould 

bond index measures the degree of covalent and ionic bonding by applying the Roby operator R 

and ionic operator I to the X-ray constrained wavefunctions. The sharing of electronic population 

between a pair of atoms estimates covalency, and the transfer of electron population indicates 

ionicity. The total bond index or effective bond order is the Pythagorian addition of ionic and 

covalent indices. Similarly, the descriptor ELI indicates the probability of same spin electron 

pairing in space; a large value of ELI-D (a variant of ELI) corresponds to a low pair density 

[115]. Note that Lewis formulae refer to opposite-spin electron pairs and ELI is defined via a 

same spin-spin electron pairing, but it has been discussed that, at least for closed-shell systems, 

these two views coincide [121]. Examples outlined later in this chapter exploit X-ray constrained 

wavefunctions to study chemical bonding situations using bonding descriptors such as RGBI and 

ELI-D, among others.  

 

5.1 Applications of HAR 

5.1.1 Hydrogen atom treatment in HAR: accuracy and precision compared to results from 

neutron diffraction 



 69 

As also explained in subsection 3.1, the HAR procedure starts from the atomic coordinates 

obtained through an IAM refinement, calculates a wavefunction and its electron density, and 

separates the density into non-spherical atomic electron densities. These are Fourier transformed 

into non-spherical atomic form factors and introduced into a crystallographic least-squares 

calculation to reproduce the experimental X-ray diffraction data. With an improved set of 

coordinates, the procedure is iterated to self-consistency. 

If HAR is supposed to substitute neutron diffraction experiments in the future, it is important to 

assess the accuracy and precision of the atomic coordinates and anisotropic displacement 

parameters (ADPs) by comparing the HAR results to those from neutron diffraction data. The 

method was tested with crystalline ammonia and the variable temperature X-ray diffraction data 

of the dipeptide Gly-L-Ala measured at 12, 50, 100, 150, 220 and 295 K (see Fig. 18) [16].  
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Fig. 18. Projections of the Gly-L-Ala molecule as obtained from X-ray data after HAR at the BLYP/cc-

pVTZ level (left column) and from neutron data (right column). ADPs are shown at the 50% probability 

level. Reproduced with permission of the International Union of Crystallography from reference [16]. 

 

Starting from IAM structures, positions and anisotropic displacement parameters (ADPs) for all 

atoms including hydrogen atoms were freely refined without constraints or restraints, but using 

electron densities from Hartree–Fock and BLYP density functional calculations. The molecular 

geometries and ADPs for the hydrogen atoms from these refinements were indistinguishable 

from the neutron measurements. Their precision, estimated as the average neutron - HAR 

differences, was better than 0.009 Å for A-H bond lengths at 150 K or below (agreement with 

neutron results within 2 combined standard uncertainties (csu’s)). For the subset of C–H bonds 

alone, the agreement was 0.004 Å at all temperatures. BLYP density functionals produced better 

results than HF calculations, although BLYP functionals still resulted in shorter bond lengths 

compared to neutron values, whereas HF calculations resulted in longer ones. ADPs determined 

from HAR were found to be of the same size and orientation as those from neutron diffraction. 

The mean absolute differences in the H-atom ADPs (at 150 K and below) were between 0.004 

and 0.006 Å2. 

A more extensive study [19] has further demonstrated the reliability of determining hydrogen 

atom positions using X-ray diffraction and HAR. A–H bond lengths in 81 crystal structures of 

organic molecules were compared with those from neutron measurements. Fig. 19 summarizes 

the comparisons for several classes of A–H bonds.  
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Fig. 19. Comparison of A–H bond lengths from HAR and neutron diffraction experiments. For each 

experiment type and 24 classes of A–H bonds the average A-H distances and their sample standard 

deviations (SDs) are given at restricted (d = 0.8 Å) and full resolution (d = max). Neutron values were 

taken from Allen and Bruno [150]. The nature of the atom A, the hybridization of C-atoms and the 

number of atoms Z of any kind bonded to A are also given. The average O–H bond length was obtained 

from entries in the Cambridge Structural Database (CSD) containing water of crystallization. For all bond 

types the numbers of observations for each experimental method are given.  Reprinted under the CC BY-

NC license from reference [19]. 

  

HAR and neutron values show excellent agreement, whereas the A–H bond lengths from X-ray 

IAM are shorter by ~0.12 Å on average as is well known. The accuracy of the HAR results is 

generally higher by up to an order of magnitude. The reliability of HAR was also demonstrated 
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for a selection of inorganic compounds, including structures with hydrogen atoms that are 

bridging or bonded to transition metals. Such hydrogen atoms can usually not be located with 

IAMs based on X-ray data. The accuracy in hydrogen atom positions from HAR also ensures 

accuracy in intermolecular distances to hydrogen. This makes HAR a useful tool in solid-state 

supramolecular chemistry research.   

In a further study, the applicability of the HAR method to a number of very different chemical 

situations was tested [20]: the aromatic hydrocarbon rubrene (orthorhombic 5,6,11,12-

tetraphenyltetracene), a cocrystal of zwitterionic betaine, imidazolium cations and picrate anions 

(BIPa), and the salt potassium hydrogen oxalate (KHOx). HAR results were compared with 

accurate neutron diffraction geometries and the conventional multipole X-ray charge density 

model (MM). The non-hydrogen HAR-ADPs were in excellent agreement with the neutron-

based values and were superior to IAM-ADPs. While the non-hydrogen HAR-ADPs were found 

to be as accurate and precise as the MM-ADPs, the residual electron density plots from HAR 

showed fewer features than the MM residual densities (Fig. 20). Similarly, the fractal dimension 

plots of the residual densities were better, i.e. closer to parabolic, for HAR. The fact that the 

purely theoretical electron density from HAR is a better model than a refined MM is remarkable 

and challenges the current notion that MM derived models represent the highest accuracy 

electron densities obtainable from experiment. However, this trend needs to be verified by more 

studies. 

Stalke et al. [151] investigated various approximation methods for modelling positions and 

anisotropic displacement parameters (ADPs) for hydrogen atoms in 9-

diphenylthiophosphoranylanthracene (SPAnH) and 9,10-bis-diphenyl-

thiophosphoranylanthracene·toluene (SPAnPS). Empirical estimates of hydrogen ADPs were 

obtained from the SHADE-server [152] using the software APD-Toolkit [153] based on the 

invariom database [154]; refined values are from HAR (incorporated as the HARt GUI in Olex2) 

and both sets were compared with the neutron diffraction data. HAR was found to produce C–H 

bond lengths closest to neutron values. H-atom ADPs from HAR were larger than those from all 

other models, the multipole model being closest to neutron data (see Fig. 21 for X-N PEANUT 

plots [155] showing differences of ADPs between different models). 
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Fig. 20. Residual density plots for rubrene, BIPa and KHOx of the HAR models (top row) and the MMs 

(middle row). Blue denotes positive and red negative; the contour interval is 0.05 eÅ-3. The bottom row 

shows Henn–Meindl fractal dimension plots based on the complete unit-cell electron density. Reproduced 

with permission of the International Union of Crystallography from reference [20]. 
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Fig. 21. PEANUT plots (X–N) of the second molecule in the asymmetric unit of SPAnH. SHADE (a), 

APD-Toolkit (b), Aniso (no Q0) (c), Aniso+Q0 (d), HARt (e). Red denotes a negative difference, 

indicating larger neutron ADPs, blue denotes a positive difference, indicating larger X-ray ADPs. For 

accentuation, differences are multiplied by a factor of 2. Reproduced with permission of the International 

Union of Crystallography from reference [151]. 

 

5.1.2 Limitations of HAR 

The application of HAR requires significant computational resources. In practice it is limited to 

crystal structures of relatively small molecules, without heavy elements and showing no 

crystallographic disorder. As described in subsection 3.6, HAR has been recently extended to 

biological macromolecules exploiting its HAR-ELMO extension [77], but extended structures 

(coordination polymers or metal-organic frameworks, for example) can currently not be treated 

satisfactorily. A more sophisticated statistical analysis by Grabowsky et al. showed with a two-

sided Welch test that, despite the apparent agreement of HAR, bond lengths involving hydrogen 

atoms are not equal to results from neutron diffraction within a 95% confidence interval [19]. In 

almost all cases, the HAR values were found to be systematically smaller, with an average 
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difference between HAR and neutron diffraction-derived bond lengths of around 0.01 to 0.02 Å. 

It is also to be noted that there are systematic differences between the non-H atom ADPs from 

HAR and neutron diffraction found in the 2014 report by Capelli et al. [16]. Although the 

accuracy of A–H bond length determination is stable and rather independent of data quality and 

resolution, the same cannot be said for the determination of hydrogen atom ADPs; they can 

become non-positive definite or skewed even if the A–H distance is accurate. In such cases, 

implementation of certain restraints is necessary.   

 

5.1.3 Some other recent applications of HAR.  

HAR is a relatively new quantum crystallography technique. Its full potential to provide accurate 

structures is waiting to be realized by the general chemistry community. In this section, we 

outline applications of HAR dealing with S–H···S and hydrogen maleate O–H···O hydrogen 

bonds, a determination of chirality at an RR’N_H center, an analysis of anisotropic atomic 

displacement parameters (ADPs) of methyl hydrogen atoms, i.e. their contribution to crystal 

entropy and thus to the crystal cohesive free energy. 

In a study of the very weak S–H···S hydrogen bond, the hydrogen atom was located with HAR 

[156], since no accurate reference neutron distances are available for S–H, Se–H, etc. Based on 

the HAR derived hydrogen positions the electron density of the S–H···S hydrogen bond region 

was modelled using MM (Fig. 22) and the hydrogen bond interaction energy estimated to be ~10 

kJ/mol, i.e. in the range of weak hydrogen bonds. 
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Fig. 22. Deformation density and two-dimensional Laplacian plot of the S–H···S hydrogen bond region 

in 2-mercaptobenzoic acid (experimental MM). Blue represents charge concentration and red represents 

charge depletion; contours are drawn at intervals of 0.05 eÅ-3. The Laplacian is plotted on logarithmic 

contours. Reproduced with permission of the International Union of Crystallography from reference 

[156]. 

 

The influence of the crystal environment on the proton position in the intramolecular O···H···O 

hydrogen bond regions was studied by neutron diffraction in a series of hydrogen maleate salts 

[157]. The “bridging hydrogen atom” position correlates well with the O···O distance, the 

crystalline environment, and the degree of asymmetry of intermolecular hydrogen bonding 

interactions, but does not depend on temperature. This finding allows to accurately estimate the 

H atom position in hydrogen maleate salts from O···O distances in X-ray IAM models. In an 

extension of this study the location of the bridging hydrogen atom positions (usually found to be 

unreliable in X-ray models) were obtained using HAR and found to be in good agreement with 

the neutron diffraction results [158].  

Crystals of the diuretic drug hydrochlorothiazide (HCT), a sulfonamide, show an unusual 

enantiomorphic twin crystal growth and the crystal structure indicates a subtle chirality 

phenomenon at the nitrogen atom (Fig. 23) [159]. The focus of this study was the geometry at 

the N atom and hence the location of the proton attached to it. N atoms attached to sulfur in 

sulfonamides usually exhibit planar coordination, owing to a resonance effect. Cyclic 

sulfonamides (sultams) are also expected to exhibit planar geometry around the sulfonamide N 

atom. However, in some examples these N atoms prefer a pyramidal geometry. In HCT the 
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approximate location of the H atom at nitrogen from an IAM refinement indicated a pyramidal 

geometry, but the simultaneous presence of lone pair electron density near the sp3 N atom made 

the H-position ambiguous. HAR confirmed the pyramidal geometry and the approximate IAM 

position unambiguously (Fig. 23, unpublished results) [159]. The pyramidal geometry around the 

sultam N atom was initially found from HAR and was confirmed by the structural model from 

the neutron diffraction data [159]. Although HAR is a new technique, it is now sufficiently well 

tested for scientific referees in the crystallography/structural chemistry community to begin 

trusting its benefits. Fig. 23 also shows a computational analysis of the pathways for 

interconversion between the S and R enantiomers because circular dichroism spectra indicated 

racemic interconversion in solution. The calculations showed that conformational chirality is 

maintained even in the intermediate transition structure of this molecule.  

 

Fig. 23. (a) Pyramidal geometry around the sultam N atom in hydrochlorothiazide, as confirmed by the 

accurate H atom positions from HAR refinement (HAR-ORTEP with 50% probability); (b) Gibbs free 

energies for the two symmetric interconversion pathways between the S and R enantiomers of HCT. 

B3LYP/6-31G(2df,p) optimized structures are shown with the relative G4(MP2) standard Gibbs free 

energies (kJ mol–1) for the local minima and transition structures [159].  

 

Recent results demonstrate that HAR can provide anisotropic ADPs for hydrogen atoms that are 

realistic since they correspond to common modes of thermal motion in crystal structures. Fig. 

24a shows the host-guest motif in the crystal structure of the ammonia-borane:18crown6 

complex [160]. The hydrogen ADPs of the NH3BH3 molecule indicate overall and/or 

intramolecular oscillatory motion. In this case the widely used SHADE model [152] cannot 

capture such motion, because it derives the hydrogen ADPs by combining contributions from a 
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rigid-body model of the non-hydrogen atoms with those from a database of bond stretch and 

angle bend motions of the hydrogen atom. Moreover, the B-H and N-H bond lengths in the 

host-guest complex obtained from HAR agree with the neutron diffraction values for the pristine 

ammonia-borane crystal structure. Modelling the host-guest electron density with the HAR 

derived hydrogen coordinates and ADPs using ultra-high-resolution X-ray synchrotron data 

resulted in a good quality MM charge density model.  

 

 

Fig. 24.  (a) NH3BH3 in its host-guest crystalline complex with 18-crown-6. The hydrogen ADPs from 

HAR indicate roto-oscillations of the NH3BH3 molecule in contrast to the ADPs from a corresponding 

SHADE analysis. Unpublished work [160]. (b) Roto-oscillatory vibrations of the methyl groups in a co-

crystal of caffeine manifested in HAR-ADPs. The entropy contribution arising from these modes 

stabilizes the methyl…methyl hydrophobic interaction motif [161].  

 

Rotatory thermal motions of methyl groups are known from neutron diffraction studies (e.g. in 

aspirin and paracetamol). Such oscillations have also been observed for a methyl···methyl 

hydrophobic interaction (Fig. 24b) [161]. Using HAR derived ADPs, methyl oscillation 

frequencies were derived by thermal motion analysis, and their entropy contribution estimated to 
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be around 15-16 J mol-1 K-1, equivalent to free energy contributions of 4.4 to 4.8 kJ mol-1 at 

room temperature. Thus, the entropy term TS ~ 5 kJ mol-1 lowers the crystal free energy and 

stabilizes these short hydrophobic contacts. Although small, contributions of solid-state entropies 

related to ADPs can be important in the context of the relative stability of polymorphs. Previous 

works by Aree et al. [162] and Madsen et al. [163] have demonstrated the quantification of solid-

state entropies from ADPs obtained from good quality X-ray data. 

 

5.2 Opto-electronic properties from XCW fitting: polarizabilities, hyperpolarizabilities and 

refractive indices 

X-ray constrained wavefunction (XCW) fitting is an independent procedure, not related to HAR 

per se. In the HAR procedure, the positions of the atoms are refined against the experimental 

data such that the associated theoretical wavefunction and thus the theoretical electron density 

optimally fit the X-ray diffraction data; in XCW fitting not only the atomic positions, but also 

variables of the wavefunction (specifically, the molecular orbital coefficients) are varied to reach 

this goal (see section 4 for more details). From the resulting “experimental” wavefunction 

molecular properties become accessible, e.g. opto-electronic properties such as polarizabilities, 

hyper-polarizabilities, refractive indices, etc. Note that the one particle density obtained from the 

usual multipole refinement electron density model is insufficient to determine such response 

properties [142, 164]. Dipole polarizabilities, linear bulk susceptibilities,  c(1), and refractive 

indices for benzene, urea, and 2-methyl-4-nitroaniline were calculated (via simplified sum-over-

states expressions) from an XCW. Independent, high-level calculations clearly show that the 

XCW results include the effects of intermolecular interactions and electron correlation, 

especially for urea where the effects on the polarizability are known to be quite large [141]. 

Dipole moments, molecular polarizabilities, hyper-polarizabilities and refractive indices were 

computed from XCW for a series of crystals exhibiting non-linear optical properties: coumarin 

(1-benzopropan 2-one), DED ({4-bis (diethylamino)- methylium]phenyl}dicyanomethanide), 

MBADNP (3,5-dinitro-2-[1-phenyl-ethyl]-aminopyridine) and ZTS (zinc [tris]thiourea sulphate). 

The calculated XCW properties agreed with the Hartree–Fock level computational results within 

an average statistical deviation of 20% (see Fig. 25). In a later report on the optical properties of 

ZTS it was shown that the properties derived from a multipole electron density model are 
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different from those obtained by ab initio computations or X-ray wavefunction fitting by up to 

two orders of magnitudes [165]. The better agreement of XCW derived values could be 

understood as resulting from the perturbation of an isolated-molecule wavefunction by crystal 

field effects.  

 

 

Fig. 25.  Comparison of optical properties calculated at the Hartree–Fock level with those calculated from 

XCWs. Two slightly different geometries and sets of atomic displacement parameters were used for the 

XCW fit, one based on a multipole refinement, the other on a Hirshfeld atom refinement model. 

Reprinted from reference [141] with the permission of AIP Publishing. 

 

5.3 Insights into chemical bonding from X-ray wavefunction refinement 

Given a wavefunction that not only fulfils a variational energy minimization criterion but also 

shows an optimal fit to Bragg diffraction data, it becomes possible to analyse details of chemical 

bonding that include effects of the crystal field. The examples in this section address concepts 

such as bond order, covalent and ionic bonding, hypervalency, push-pull effects, donor-acceptor 
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interactions and aromaticity. The wavefuntions discussed below were obtained with a so-called 

X-ray wavefunction refinement (XWR). This procedure is a combination of HAR and XCW 

fitting (see also subsections 3.7 and 4.1). 

In its simplest form, the bonding notion of hypervalency is expressed by Lewis structures with 

atoms sharing more than four valence electron pairs with their neighbours, thus formally 

breaking the octet rule. Although hybridization schemes involving d orbitals (sp3d or sp3d2 

hybrids) are proposed to describe such hypervalent bonding, the large promotion energies 

required for the formation of these hybrid orbitals makes such a picture unlikely for period 3 

elements. In 2012, Grabowsky et al. analyzed the putative hypervalency in cryocrystallized 

sulfur dioxide SO2 and in the sulfonyl group of an organic molecule [85]. The bond indices of 

1.5 and 1.2 in SO2 and the sulfonyl group derived from an X-ray wavefunction refinement 

showed that ionic and multi-center bonding predominate in the S-O bonds. These results ruled 

out the need for a hypervalent structure and showed that the electrostatic forces associated with 

the ionicity were the reason for S-O bond shortening in these molecules, and not the presence of 

multiple covalent bonds such as S=O (Fig. 26).  
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Fig. 26. Experimentally derived atoms-in-molecules charges (black, in e) and experimentally derived 

bond indices (first line/dark red: delocalization index; second line/dark blue: RGBI for a) SO2 and b) the 

sulfonyl group; experimentally derived ELI valence basin populations (in e) for c) SO2 and d) the sulfonyl 

group, black spheres below the transparent ELI isosurfaces indicate the positions of the basin attractors 

(that is, maxima); isovalue in (c): ELI=1.475, isovalue in (d): ELI=1.445 around the S-O bond attractors 

and ELI=1.550 around the lone pair attractors. Figure reproduced from reference [85] with permission of 

John/Wiley & Sons, Inc.  

 

In a thematic continuation of this work, the concept of hypervalency was examined for the 

isoelectronic anions phosphate (PO43−), sulfate (SO42−) and perchlorate (ClO4−) [166]. X-ray 

wavefunction refinement applied to high-resolution X-ray diffraction data of representative 

crystal structures (MgNH4PO4⋅6H2O, Li2SO4⋅H2O, and KClO4), were analyzed for the 

percentage contributions of various resonance structures. The P−O and S−O bonds were found to 

be highly polarized covalent bonds, and hypervalency was ruled out for phosphorus and sulfur 

atoms (Fig. 27). In the case of ClO4−, a kind of hypervalent chlorine atom was indicated by the 



 83 

bonding indicators derived from both the X-ray and the pure quantum chemical wavefunctions. 

However, it is not due to d-orbital participation, but rather to pronounced hyperconjugation of 

the oxygen lone pairs with the σ*(Cl-O) orbitals.  

 

 

 

 

 

 

 

 

 

 
 

Fig. 27. Lewis structures and corresponding weights obtained from natural resonance theory applied to 

the theoretical or the experimentally constrained wavefunction after X-ray wavefunction refinement 

(XWR). For Lewis structures 1c, 2c and 3c only one of the equivalent Lewis structures is depicted, the 

corresponding weights are a sum of all equivalent resonance forms. Figures reproduced with permission 

of John/Wiley & Sons, Inc. from reference [166]. 

 

The compound syn-1,6:8,13-Biscarbonyl[14]annulene (BCA) shows aromatic stabilization at 

ambient conditions which can be depicted by two equivalent Lewis structures showing 

alternating single and double bonds. At a pressure of 7.7 GPa one of the resonance structures is 

clearly favoured and aromatic stabilization decreases [132]. This conclusion follows from the 

molecular geometries as well as from the experimental electron density distribution modelled 

using MM and X-ray constrained wavefunctions (Fig. 28). As already mentioned in subsection 

4.2, these results were also confirmed by XC-ELMO-VB calculations [61]. The resolution and 

completeness of high-pressure X-ray datasets are often limited by experimental constraints. 

Incomplete data may lead to chemically unrealistic results in MM for high pressure electron 
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density studies. In XWR studies, such artefacts are likely to be (largely) compensated by the 

quantum chemical information implied in the X-ray constrained wavefunction. It may thus be 

argued that for high pressure investigations XWR is superior to MM refinements. 

 

 

Fig. 28.  Electron density distribution of BCA. Plots are shown at various pressure and from various 

sources: PDFT are periodic DFT calculations at the B3LYP level of theory; XCWFN are X-ray 

constrained wavefunctions computed at a Hartree–Fock level, but constrained against the experimentally 

measured diffraction intensities; MM is the electron density derived from a multipolar expansion, with 

population coefficients refined against experimentally measured intensities. Figure reproduced with 

permission of SpringerNature from reference [132]. 

 

Yanai et al. studied chemical bonding in polarised ethylenes, so-called push–pull ethylenes, with 

both twisted and planar partial “C=C” bond [167]. Covalent and ionic bond indices and Electron 

Localizability Indicators derived from X-ray wavefunction refinement (XWR) revealed a 

dominant contribution of the charge-separated resonance structure in the twisted compound (Fig. 

29). The nearly planar compound showed the expected p-bonding character, albeit with a 

contribution of the charge-separated resonance structure. The percentage of various resonance 
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contributions were extracted from the X-ray wavefunctions with the help of natural bond orbital 

(NBO) theory and natural resonance theory (NRT). The results from the Hartree-Fock based X-

ray wavefunction agreed with the results from MP2 calculations, but not with those from regular 

Hartree-Fock calculations.  

 

 

Fig. 29. Isosurfaces of the XWR-derived ELI for A) the twisted form, B) the planar form, and C) a 

reference conjugated C=C double bond. Isovalue=1.45 (transparent), 1.60/1.52 (solid, A/[B and C]). 

XWR derived atomic charges are given in e (red, QTAIM charge; blue, NPA charge). Figure reproduced 

with permission of John/Wiley & Sons, Inc. from reference [167]. 

 

The organoselenium anti-depressant candidate ebselen exhibits unusually short intermolecular 

chalcogen bonding interactions in its polymorphs [168] and strikingly different electron density 

features for intramolecular Se-N and Se-C bonds. In a MM charge density analysis of this 

compound the Laplacian of the electron density indicated that the Se-N bond might be much 

more polarised than the Se-C bond although both these bonds are perceived to be covalent in 

nature. In an extension of this study [169], a Roby Gould bond order analysis of the quantum 

crystallographic XWR wavefunction indicated that the Se-N bond is indeed highly polarised, 

being predominantly ionic in nature with 94.6% ionicity, whereas the Se-C bond is covalent 

with 86% covalency (Fig. 30). These results support the proposal of an antioxidant activity of 

this class of compounds which involves Se-N bond cleavage during the drug action. Given the 

highly polar Se-N single bond, such a mechanism is indeed possible in a polar 

solvent/supramolecular environment.  
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Fig. 30. (Left) The Laplacian of electron density in the C-Se-N molecular plane of ebselen obtained from 

MM indicating the difference in the nature of Se-C and Se-N bonds,  and (right) percentage ionicity and 

covalency associated with these bonds estimated from an X-ray constrained wavefunction [169].  

 

In another application of XWR, Row et al. investigated the features of the diuretic drug 

acetazolamide that shows intramolecular S···O chalcogen bonding [170]. The bond order of the 

S…O interactions as estimated from the X-ray constrained wavefunction was 0.21, a value 

comparable to those obtained for intermolecular S···O interactions in the molecular complexes 

of the drug riluzole. The features of the XWR deformation electron density were found to be 

quite similar to those from MM. The features of ELI derived from the X-ray constrained 

wavefunction near the S and O atoms showed the lone pair density on the O atom oriented to a 

region of less electron pairing on the S atom, which is consistent with the features from 3D 

Laplacian and deformation density maps showing charge-concentrated-to-charge-depleted (CC-

CD) nature (Figs. 31b and 32). On the zero-Laplacian isosurface around the S atom s-hole 

features were observed, which substantiated the S···O chalcogen bonding. The orientations of 

this pair of s-holes matched with those obtained from the ESP maps. Importantly, this study 

brought out the difference in electron density topological features at different bond critical points 

obtained from XWR as compared to multipole model (Fig. 31a). 
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Fig. 31. a) Comparison of electron density, ρbcp, and its Laplacian, Ñ2ρbcp, obtained from multipole 

model, XWR, and a gas phase single point calculation. b) Laplacian isosurfaces obtained from 

XWR, plotted for Ñ2ρ = 0 e/Å5 and Ñ2ρ = -0.1 e/Å5. Reproduced from reference [170]. 
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Fig. 32. a) static 3D deformation density map (0.03 e Å-3) obtained from XWR, b) the ELI-D surface for 

ELI-D = 1.45,  and c) bond orders of different bonds in acetazolamide, including the S…O chalcogen 

bond. Reproduced from reference [170]. 

 

5.4 Properties from X-ray constrained wavefunctions: current developments and future 

perspectives 

Quantum crystallography is a nascent field and its full potential in terms of chemical applications 

is yet to be explored. At present, most studies based on X-ray constrained wavefunctions are 

focused on extracting intramolecular chemical properties, but there is a genuine interest in 

deriving electronic descriptors for intermolecular interactions in crystals. In a recent report, 

Alhameedi et al. have classified and characterised unusual types of weak intermolecular 

interactions in crystals such as halogen bonding, chalcogen bonding etc. with bond order 

estimates derived from Roby-Gould bond indices [171]. Although this study was based on gas 

phase calculations on molecular dimers, it can be expected that bond order values for 

intermolecular interactions in crystals will be of significant interest because X-ray constrained 
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wavefunctions inherently represent crystal field effects. Current developments in this direction 

also include attempts to estimate intermolecular interaction energies from X-ray constrained 

wavefunctions using the model-energy CE-B3LYP scheme in the CrystalExplorer (CE) software 

[172].  

Extracting electronic properties from X-ray constrained wavefunctions is another interesting 

research field. Jayatilaka derived the ionization energy of beryllium from the fitted wavefunction 

in the first report on XCW [21]. A value of 4.9 eV was derived from the wavefunction fitted to 

the diffraction data and the BLYP functional (comprising the Becke exchange functional and a 

correlation functional). This result agrees well with the known experimental value of 4.98 eV. 

We are currently extending this approach to molecular functional materials such as hybrid 

organic-inorganic semiconductors with the aim of extracting ionization energies and HOMO-

LUMO gaps from X-ray constrained wavefunctions.  

A procedure similar to HAR, but using periodic wavefunctions, has recently been reported by 

Wall (see subsection 3.4) [18]. This method will have to be developed further also to obtain 

periodic X-ray constrained wavefunctions and corresponding properties such as electronic band 

gaps of crystalline materials. Future developments of quantum crystallography in these directions 

can be expected to lead to useful insights into the electronic properties in chemistry and materials 

sciences.  
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