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INTRODUCTION

Transpiration (T) is the flux of water vapor and latent energy returned to the atmosphere by vascular plants, mainly through stomatal pores on their foliage and concurrent with photosynthesis. T is thus the nexus of the terrestrial water, carbon, and energy cycles, making it a key process in the Earth System. Better understanding of T could have practical implications through better understanding of plant water uptake and ecosystem water use (Kool et al., 2014). These challenges cause limited availability and large uncertainties in ecosystem T estimates, and this propagates to uncertainties in biosphere–atmosphere feedbacks relevant for projections of climate change by Earth System models (Fisher et al., 2017).

The eddy covariance (EC) technique has been proven to be a useful tool for measuring ecosystem water, carbon, and energy fluxes worldwide (Baldocchi, 2020). A key advantage of the EC technique is the near continuous, sub-daily sampling and the intermediate spatial scale of measurements which integrates over the ecosystem and can
be linked to remote sensing products (Chu, Baldocchi, John, Wolf, & Reichstein, 2017; Jung et al., 2011; Kumar, Hoffman, Hargrove, & Collier, 2016). EC measures aggregate fluxes, and therefore fluxes related to individual processes must be estimated using modeling and post-processing. In the case of carbon dioxide (CO₂), net ecosystem exchange of CO₂ fluxes (NEE) can be partitioned into gross primary productivity (GPP) and ecosystem respiration (Lasslop et al., 2010; Reichstein et al., 2005). Applying the CO₂ partitioning methods across many sites from communities willing to collaborate (e.g., FLUXNET) has proven valuable in a wide range of contexts (Baldocchi, 2008), from model evaluation (Friend et al., 2007) to empirical upscaling of global products (Jung et al., 2011). The opportunity to replicate the success of CO₂ flux partitioning with water flux partitioning has resulted in a number of methods that attempt to distinguish the physiologically regulated T flux from the measured evapotranspiration (ET) flux, which also contains abiotic evaporation (E) from soil and canopy-intercepted water. Partitioning the existing ET from FLUXNET would improve cross site comparisons of GPP to ET dynamics, which have previously relied on filtering each site for periods after rain events to minimize the effect of E.

Here we applied three recent methods for estimating T from EC datasets: the underlying water use efficiency (uWUE) method (Zhou, Yu, Zhang, Huang, & Wang, 2016), the Pérez-Priego method (Perez-Priego et al., 2018), and the Transpiration Estimation Algorithm (TEA) method (Nelson et al., 2018). We focused on methods which utilize current EC datasets, such as FLUXNET and the associated regional networks, which include continuous measurements of CO₂, sensible, and latent heat fluxes, as well as meteorological variables at half-hourly or hourly time steps. All three methods utilize GPP estimates to partition E and T from ET, as CO₂ uptake and water vapor losses from T are both regulated via stomata in higher plants and are thus inherently linked (Cowan & Farquhar, 1977). Note that other ET partitioning methods exist, including methods that only use EC datasets, which are not highlighted here. Such methods include Scott and Biederman (2017), which may not be applicable at non-water-limited sites, and Li et al. (2019), which requires ancillary data such as canopy height and soil moisture. As reviewed in Anderson, Zhang, and Skaggs (2017), other methods for estimating T are being developed, such as flux variance partitioning of high frequency data using water use efficiency (WUE) measured at the leaf scale (Scanlon & Kustas, 2010; Scanlon, Schmidt, & Skaggs, 2019), measurement of isotopes (Berkelhammer et al., 2016; Wang, Good, Caylor, & Cernusak, 2012), carbonyl sulfide (Whelan et al., 2018), or concurrent below and above canopy EC measurements (Paul-Limoges et al., 2020). For a more detailed analysis of various water flux partitioning approaches, see Stoy et al. (2019).

1.1 Drivers of T and knowledge gaps

A key difficulty in distinguishing T from E is the fact that both fluxes are inherently the same physical process, E, with the core difference being that T is actively regulated by vegetation, for example, through changes in stomatal conductance and/or root water uptake. One example is the effect of vapor pressure deficit (VPD), which, on the one hand, drives T and E but, on the other, causes stomatal closure in plants thus inhibiting T. Stomatal closing due to high VPD prevents excess plant water loss relative to carbon gain. As VPD increases, T losses would increase with no corresponding effect on GPP (assuming no other change in the environment, stomatal conductance, or non-stomatal limitations), resulting in a decrease in WUE (WUE = GPP/T). This decrease in WUE has been shown to be a power function of VPD both from in situ chamber experiments (Pérez-Priego, Testi, Orgaz, & Villalobos, 2010; Villalobos, Perez-Priego, Testi, Morales, & Orgaz, 2012) and derived from theory (Medlyn et al., 2011). While this relationship has been demonstrated from GPP/ET ratios derived from EC data in rain-free periods (Zhou, Yu, Huang, & Wang, 2014, 2015), it should be clearly evident in a GPP/T product, and thus can be used as a first-order check on the T estimates.

Another expected pattern is the relationship between LAI and T/ET. Studies using site-level estimates of T/ET show a strong coupling to LAI (Wang, Good, & Caylor, 2014; Wei et al., 2017). This link between T/ET and LAI is in some respects intuitive: an LAI of zero would mean no vegetation and no T; and increasing vegetation coverage would mean more transpiring surfaces and more shading of soil thus increasing T/ET.

However, seasonal covariation may not correspond to a causal relationship, as part of the covariation could be attributed to other seasonal patterns such as cycles in soil water availability or phenology. By modeling T/ET as a function of LAI, Wei et al. (2017) were able to capture between 43% and 87% of the variance depending on vegetation type. However, Wang et al. (2014) showed high variability of T/ET at low values of LAI, which was in part explained by plant growing stage (particularly in crops). Based on a temperate needle leaf forest site, Berkelhammer et al. (2016) reported that while LAI did match seasonal T/ET dynamics, no significant relationship was found at diel, daily, or annual timescales, indicating the LAI relationship is tied to seasonality. If LAI is a key driver of T/ET, one would expect a relationship between the two at other scales, in particular LAI should correlate with T/ET in space. Using a mechanistic ecohydrological model, Fatichi and Pappas (2017) found no relationship between mean site T/ET and LAI, rather the major driver of uncertainty was the parameterization of the hydraulic properties of the topsoil in the model. Pairing T estimates from EC and remote sensing estimates of LAI would allow for a consistent and broad-scale examination of the relationship of LAI and T/ET, and test whether the seasonal relationship observed translates to a spatial relationship indicating that LAI is a key driver of T/ET.

Aside from LAI, T/ET could be related to water availability, as plants have access to deeper soil moisture and can thus sustain a high T rate for longer periods after rain pulses. However, many studies show no relationship between T/ET and precipitation (Fatichi & Pappas, 2017; Schlesinger & Jasechko, 2014), and little relationship with water stress indicators such as soil water potential (Wang et al., 2014) or wetness index (ratio of mean precipitation to potential ET, Fatichi & Pappas, 2017). Vegetation type could also play a key role in how ET is partitioned, and indeed most previous
meta-analyses of site-level T/ET data have used some form of segregation by plant functional type (Schlesinger & Jasechko, 2014; Wang et al., 2014; Wei et al., 2017). However, these groupings tend to be imposed for data interpretation, with limited exploration into what ecosystem properties actually drive differences in ecosystem T/ET, and therefore a more in-depth analysis is warranted.

1.2 | Objectives

Here we present estimates of ET partitioning from three different methods across FLUXNET, providing a dataset of T estimates at ecosystem level from sub-daily to annual values and covering many climate zones and biomes. These three methods are first compared against each other to identify how well they agree. The partitioning methods are then compared to an independent data source (scaled-up sap flow measurements), both to demonstrate absolute performance and to ensure that T estimates are adding information compared to the original ET estimates. After initial assessment, we examine the T estimates for expected patterns, such as the seasonal covariation of LAI and T/ET as well as responses to dry conditions such as the expected decrease of WUE to high VPD and the increase of T/ET during dry down events. We also demonstrate the potential inadequacies of calculating WUE as GPP/ET due to E, even when filtering for rain-free days. Finally, we use full-year estimates of T and ET to explore the drivers of variability in T/ET across sites.

2 | METHODS

2.1 | EC data

Flux data from the FLUXNET2015 dataset (Pastorello et al., 2017) were used. In some cases, sites were included from the previous La Thuile dataset when not available in the FLUXNET2015 release. An overview of the variables used in this study can be found in Table S1. In all cases, GPP was estimated from the EC-measured NEE using the night time flux partitioning method (Reichstein et al., 2005).

The sites used in this study are distributed widely across the globe and they represent diverse ecosystems from a variety of climatological conditions. However, the global distribution of observations is largely biased toward Western countries in the Northern Hemisphere, with most of the sites located in USA, Western Europe, and East Asia. All sites, as well as the plant function type (PFT) designation are listed in both table and map form in File S1.

2.2 | ET partitioning methods

2.2.1 | Descriptive overview of the T partitioning methods

The uWUE method relies on estimates of the uWUE, defined as,

\[ uWUE = \frac{GPP \cdot \sqrt{VPD}}{ET} \]

where VPD is the vapor pressure deficit. Two uWUE variants are calculated from half-hourly data: (a) the potential uWUE (uWUEp) is calculated at an annual scale using a 95th percentile regression between GPP \( \cdot \sqrt{VPD} \) and ET, representing conditions with the highest carbon gain to water loss and thus \( T \approx ET \); (b) the apparent uWUE (uWUEa) is estimated as the linear regression slope from a moving window spanning either one or eight days (depending on desired smoothing and data availability), or directly from Equation (1) when estimating at half-hourly resolution. uWUEp is assumed to be constant throughout a year, corresponding to the maximum carbon gain to water loss given that \( \sqrt{VPD} \) linearizes the ET to GPP relationship, as has been shown across a large variety of sites and has been linked to stomatal optimal-ity (Zhou et al., 2014). T/ET is then estimated as,

\[ \frac{T}{ET} = \frac{uWUEa}{uWUEp} \]

As the method utilizes comparatively simple computations, uWUEp and uWUEa calculated as slopes or ratios, the uWUE method is the simplest of the three methods to calculate.

The Pérez-Priego method on the other hand utilizes a more complete “big leaf” model, where four different parameters are fit in a 5-day moving window. The fit parameters relate to the response of canopy conductance to VPD, photosynthetically active radiation, and temperature, as well as to the response of the maximum photosynthetic rate to VPD and ambient CO\(_2\). The method also incorporates the leaf optimality concept, that is carbon gain to water loss is maximized, by integrating a penalty in the cost function for parameters that result in poor leaf carbon:water optimality. One distinctive feature of the Pérez-Priego method is that it never makes the assumption that \( T = ET \).

Finally, the TEA method utilizes a nonparametric model, a version of Random Forest (Breiman, 2001), to predict WUE (GPP/T). The model is trained on the ecosystem WUE (WUEeco = GPP/ET) during periods in the growing season and when surfaces are likely to be dry, that is, where \( E/ET \) should be minimal. Periods likely to have wet surfaces are filtered based on precipitation input and ET in a shallow bucket, water balance scheme (see Nelson et al., 2018 for a full description). The RF, trained on WUEco from the filtered periods, then predicts WUE (now GPP/T) for the full time series. To further compensate for the existence of \( E \) in the training dataset, a higher prediction percentile of WUE is output from the RF (Meinshausen, 2006). Nelson et al. (2018) determined that the 75th percentile was the most appropriate prediction percentile based on the best performance when assessed against synthetic data from three terrestrial biosphere models. In contrast to the uWUE or Pérez-Priego methods, the TEA method utilizes a machine learning approach that allows for the predicted WUE to be dynamic in time and not strictly driven by assumed physiological responses—for example, the response of WUE to VPD comes from the data itself rather than an assumption of leaf carbon:water optimality.
In summary, the three methods are characterized by key differences in their assumptions, structure, and conceptualization: number of parameters (one or two in uWUE depending on temporal scale vs. four in Pérez-Priego), parametric versus nonparametric (uWUE and Pérez-Priego vs. TEA), the assumption that $T = ET$ for some portion of the data (uWUE and TEA vs. Pérez-Priego), and the inclusion of physiological parameters describing the leaf carbon:water optimality (Pérez-Priego and uWUE vs. TEA).

2.2.2 | Application of T methods to EC data

The uWUE method was implemented based on the published description (Zhou et al., 2016), with uWUEp estimates made for each year and uWUEa estimates derived using the 8-day moving window. The resulting Python code can be found in the associated code repository (Nelson, 2020b). The uWUE method was also estimated at half-hourly scale by directly calculating $uWUE_{h} = \frac{GPP \cdot \sqrt{VPD}}{ET}$ (Zhou, Yu, Zhang, Huang, & Wang, 2018).

The Pérez-Priego method was implemented using an open-source R package (Perez-Priego & Wutzler, 2019). Parameter optimization was performed on a daily basis using a 5-day moving window containing high-quality data: (a) quality flags of the CO$_2$ fluxes $= 0$ (directly measured, non-gap-filled according to Reichstein et al., 2005); and (b) half hours with measured precipitation removed.

The TEA algorithm used code version v1.06 (Nelson, 2019), which was updated from the original published version with minor modifications to improve data filtering and include additional checks to ensure night time T fluxes were set to zero.

Though each method has been previously described in the respective publications, an in-depth tutorial for each method can be found as both an interactive and static form in the associated code repository (Nelson, 2020b). Furthermore, the data can be accessed from Nelson (2020a).

Comparison and evaluation of the methods was complicated due to differences in how the methods were applied. In particular, the estimation procedure from Pérez-Priego did not always find adequate solutions for the parameters, resulting in some erratic values of $T$ and thus preventing continuous estimates of $T$, affecting on average 29% of the data across sites. Missing Pérez-Priego values due to inadequate parameters were not gap-filled, which limited the daily and monthly aggregate values of $T$ to periods without missing data, leaving very few complete months. Due to the differences in applicability, comparisons of all three EC-based partitioning methods were limited to intercomparisons between the methods and with the sap flow data, while broader comparisons (e.g., across years or sites) were done only with the TEA and uWUE methods.

2.3 | Sap flow estimates

Stand $T$ was obtained by upscaling sap flow measurements ($T_{sa}$) from six forest sites in the SAPFLUXNET database (Poyatos et al., 2016) which overlapped in time with the FLUXNET2015 dataset (Table S2). SAPFLUXNET datasets contain sub-daily sap flow rates, scaled to the tree level according to site-specific procedures, which are documented within the dataset metadata (Poyatos et al., 2019). In order to obtain stand-level $T$, we first temporally aggregated the data to daily sap flow values per tree (kg/day) and retained only those days with sufficient coverage (80% of the sub-daily time steps). We then normalized sap flow per unit basal area of each tree and averaged the values for each species present in the datasets. In all datasets, the species in which sap flow was measured represented >90% of the stand basal area (Table S2). The value of species-specific sap flow per basal area was multiplied by the basal area of each species in the stand and then data from all species were summed to obtain stand-level $T$ (mm/day). All the tree and stand-level variables needed for the upscaling were extracted from the metadata corresponding to each dataset (Poyatos et al., 2019).

2.4 | Gridded and remote sensing data

This study utilized three different sources of remote sensing data to explore the spatial and temporal relationships between vegetation indices and $T/ET$. First, leaf area index (LAI) and fraction of photosynthetically active radiation (IPAR) estimates for each FLUXNET site were derived from the Joint Research Centre Two-stream Inversion Package product (Pinty et al., 2011) and summarized for each site using the mean, minimum, maximum, standard deviation, and the 95th and 99th percentiles. Furthermore, the entire multi-temporal Collection 1 from the Landsat 4, 5, 7, and 8 archives (https://www.usgs.gov/) was collected. The blue, red, near-infrared, and shortwave infrared spectral bands (https://landsat.usgs.gov/what-are-band-designations-landsat-satellites) were retrieved to compute normalized difference vegetation index (NDVI; Tucker, 1979), enhanced vegetation index (EVI; Huete et al., 2002), and normalized difference water index (NDWI; Jin & Sader, 2005). Low-quality Landsat pixels due to clouds, cloud shadows, snow, and ice were masked out (Zhu, Wang, & Woodcock, 2015; Zhu & Woodcock, 2012). Finally, 4 day values (as the best pixel from a 4 day window) of LAI from the MCD15A3H version 6 MODIS product (Myneni & Knyazikhin, 2015) were used to analyze the relationship of LAI to $T/ET$ (Figure 3). The quality layer for LAI (i.e., FparLai_QC) of the MCD15A3H version 6 product was used for filtering out low-quality observations (i.e., cloudy pixels and pixels covered with snow/ice were discarded). For both Landsat and MODIS products, the data extraction and the preprocessing chains (i.e., cloud, cloud shadow masking, and downloading) were implemented in the Google Earth Engine platform (Gorelick et al., 2017; https://earthengine.google.com/). Landsat (i.e., NDVI, EVI, and NDWI) and MODIS (i.e., MCD15A3H LAI) data were summarized for each site using the mean and 95th percentiles.

Additionally as spatial covariates of $T/ET$, five soil properties for each site were estimated using the SOILGRIDS dataset (Hengl et al., 2017): coarse fragment volume, soil pH, and percent of clay, sand, and silt. Soil properties were summarized for each site using a weighted mean for the full depth available. In all cases, spatial data
were aggregated from an area within ≈1 km of the tower location by taking the mean for all good quality pixels in the selected area.

2.5 | Spatial modeling of T/ET and variable importance

To infer potential drivers of the spatial variability of T/ET, 44 different variables composed of estimated soil properties, vegetation indices from remote sensing, plant functional type classifications, and climate variables measured on site were used to predict site average annual T/ET (one value per site) using a Random Forest model (Breiman, 2001). Variables were preselected using the approach of Jung and Zscheischler (2013), which attempts to maximize the model performance while minimizing the required number of variables. Variable selection was repeated 10 times and all resulting models were compared to select the top performing feature set. Furthermore, feature importance was estimated by examining the selection frequency of each variable, with the assumption that important features will be selected often in top performing models, while less important features will be selected infrequently. The selection frequencies of the 10 independent feature selection runs were then summarized as a mean and standard deviation.

3 | RESULTS

3.1 | Intercomparison of the ET partitioning methods

In general, all three methods agreed with respect to overall patterns, with the lowest correlation (Spearman, \textit{R}\textsubscript{sp}) of daily \(T\) found between \textit{uWUE} and Pérez-Priego (\textit{R}\textsubscript{sp} = .89) and the highest between \textit{uWUE} and \textit{TEA} (\textit{R}\textsubscript{sp} = .94). For context, the correlations between \(T\) from the three methods and ET ranged from \textit{R}\textsubscript{sp} of .71 to .82. The magnitude (daily sum) of \textit{TEA} was much higher than those of the other two methods, with \textit{uWUE} and \textit{Pérez-Priego} being 68% and 58% of \textit{TEA}, respectively, across all sites. Figure 1 shows an intercomparison of the three methods at daily resolution. Note that the results presented here used the night time partitioning method to estimate GPP (Reichstein et al., 2005), which is highly consistent with \(T\) estimates from the day time partitioned GPP (Lasslop et al., 2010; Figure S1).

3.2 | Evaluation with sap flow \(T\) estimates

As an independent evaluation, all three EC-based \(T\) estimates were compared to the estimates of stand \(T\) computed from sap flow sensors (\(T\textsubscript{sf}\)) at six different forest sites at daily resolution. Overall, the EC-based \(T\) estimates had a higher correlation with \(T\textsubscript{sf}\) compared to total ET from EC, with correlations averaging 0.81, 0.78, and 0.76 for \(T\textsubscript{TEA}\), \(T\textsubscript{Pérez-Priego}\), and \(T\textsubscript{uWUE}\), respectively.

**FIGURE 1** Intercomparison of the three transpiration (\(T\)) estimation methods presented here at daily resolution comparing \(T\textsubscript{TEA}\) to \(T\textsubscript{uWUE}\) (a), \(T\textsubscript{TEA}\) to \(T\textsubscript{Pérez-Priego}\) (b) and \(T\textsubscript{uWUE}\) to \(T\textsubscript{Pérez-Priego}\) (c). Points (\(n = 53,390\) from 127 sites) come from the intersection of all methods where \(T\) could be estimated. \textit{R}\textsubscript{sp} values correspond to Spearman rank correlations to reduce the influence of outliers. Linear equation was estimated using orthogonal-least-squares regression which assumes observational errors exist in both \(x\) and \(y\). Dark to light point coloration corresponds to low to high relative point density, respectively.
compared to 0.70 for ET (Figure 2). The bias between $T$ from the EC partitioning methods and $T_{SF}$ ($T_{EC} - T_{SF}$) was smaller compared to the bias between ET and $T_{SF}$ with site root mean square error between 0.33–1.36, 0.28–0.67, and 0.36–0.96 mm/day for the TEA, uWUE, and Pérez-Priego methods, respectively, compared to 0.53–1.95 mm/day for ET.

### 3.3 T/ET patterns with LAI and seasonality

Figure 3 shows the relationship of $T/ET$ across the FLUXNET dataset for each method compared to LAI derived from MODIS, grouped into eight PFTs. Additionally, a line is shown describing the relationship between $T/ET$ and LAI derived from Wei et al. (2017), where
non-EC-based T/ET estimates were used to derive parameters $a$ and $b$ in the model,

$$\frac{T}{ET} = a \cdot e^{b \cdot LAI}. \quad (3)$$

The estimates of $a$ and $b$ per PFT were taken from Wei et al. (2017) to calculate the $T/ET$ response to LAI shown (Wei method). Compared to the Wei method, the EC-based methods showed a more gradual decline in $T/ET$ as LAI approaches zero, with the exception of ecosystems dominated by deciduous vegetation, that is, crops and temperate broad-leaved forests. At LAI values above 1 m$^2$/m$^2$, the higher $T/ET$ values from the TEA method were more consistent with the Wei method, with the uWUE and Pérez-Priego estimated $T/ET$ being significantly lower. Note that the curves from the Wei method are based on site LAI estimates, whereas the data in Figure 3 were derived from remote sensing-based LAI which may not reflect what was seen by the EC systems.

Utilizing the fact that the TEA and uWUE methods could be successfully applied at most FLUXNET sites, Figure 4 gives an overview of the mean seasonal cycle of $T/ET$ for eight PFTs. Overall, the seasonal patterns of $T/ET$ are largely consistent between the two methods, showing larger $T/ET$ during the growing season as expected. The differences in magnitude are immediately clear for the TEA and uWUE methods, with peak seasonal $T/ET$ being on average 83% and 58%, respectively. Interestingly, both methods showed a relatively consistent peak season $T/ET$ value across all PFTs, even between PFTs dominated by different climates, for example, similar max $T/ET$ between evergreen broadleaf forests which are primarily in tropical and subtropical regions and evergreen needleleaf forests which are primarily located in temperate regions. Note that the PFT groupings in Figure 4 were selected to better capture both differences in plant function and biomes, such as separating deciduous forests from evergreen broadleaf forests, and are slightly different from those in Figure 3 which correspond to the groupings from Wei et al. (2017).

### 3.4 | WUE and T/ET patterns with VPD

Figure 5 shows the exponential-type relationship of WUE (GPP/ET) to VPD for the TEA, uWUE, and Pérez-Priego methods across all sites where $T$ could be estimated by all the methods. In contrast, a similar decay was not evident for WUE computed as GPP/ET, lacking the distinctive rise as VPD approaches zero. The reason why the GPP/ET relationship does not exponentially rise as VPD approaches zero is due to a sharp decrease in $T/ET$ at low VPD (Figure 5). In other words, as VPD decreases, $T/ET$ also decreases, likely due to the fact that periods of low VPD correspond to periods after rain or dewfall when surfaces are wet and the $E$ component of ET is relatively high. Consequently, the higher $E/ET$ proportion masked the physiological effect of enhanced WUE at low VPD conditions, highlighting the conceptual bias of ET-based WUE estimates and the added value of ET partitioning.

### 3.5 | Remaining evaporation in consecutive rain-free days

Previous studies used ET as a proxy for $T$ by filtering for periods after rain events with the assumption that $T$ will dominate ET; for example, assuming that $E$ will become negligible after 3 days with no significant rain (e.g., Knauer et al., 2018). To test this hypothesis, we estimated $E/ET$ (where $E = ET - T$) across all possible sites and grouped into periods of 0–5 or more consecutive days after rain, both at the daily and sub-daily scales (Figure 6). In the case of daily resolution, $E$ estimates from all three methods show declining $E/ET$ over the first three consecutive rain-free days. However, no method showed zero $E$, instead falling to 50%, 44%, and 16% average $E/ET$ after five or more days after rain for Pérez-Priego, uWUE, and TEA, respectively. Though daily $E/ET$ did no fall to zero, the diurnal cycles from all methods indicated periods during the day when $E/ET$ is zero. These diurnal cycles showed contrasting patterns. Both the TEA and Pérez-Priego methods showed a tendency for higher $E/ET$ in the morning compared to afternoon, with the pattern being much more prominent for the Pérez-Priego method where it persists even after 5 days without rain, whereas the pattern almost disappears for TEA under drier conditions. The uWUE method consistently showed a peak in $E/ET$ during the afternoon, with the lowest $E/ET$ in the morning hours.
3.6 | Patterns of between-site T/ET variability

Perhaps the most significant advantage of the widely applicable T estimations is the possibility to make complete annual estimates of T, as they permit the comparison of interannual and across site T and T/ET variability. As seen in Figure 7, T_{TEA}/ET and T_{uWUE}/ET both showed 60% higher variability (standard deviation) between sites than between years (mean of TEA and uWUE). In other words, T/ET was much more different from one site to another compared to from different years of the same site. This higher spatial variability would suggest that annual T/ET was more related to site characteristics than to the year-to-year changes in environmental conditions. Figure 8 shows the model performance of a Random Forest model for predicting site T/ET for both TEA- and uWUE-based estimates. The models had Nash–Sutcliffe efficiencies (NSE, Nash & Sutcliffe, 1970) of 0.44 and 0.43 for TEA and uWUE, respectively. Overall, the model tended to deflate the variance in site T/ET, indicating an incomplete variable set. Figure 9 shows an estimate of variable importance based on how often each variable was selected in the best models (all models with NSE > NSE_{max} – 0.05). The five most frequently chosen variables were cropland designation, minimum LAI, soil coarse fragment volume, grassland designation, and soil percent silt content, followed by a number of vegetation indices. Interestingly, most meteorological variables, which were the only variables actually measured at site level, were rarely selected, with mean and standard deviation of annual precipitation never being selected in the best models.
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4 | DISCUSSION

4.1 | Assessment of EC-based T estimates and their added value over ET

T/ET estimates from the TEA, uWUE, and Pérez-Priego methods across FLUXNET showed overall consistent patterns; for example, with respect to LAI, VPD, and seasonality. Furthermore, T from the partitioning methods, when compared to ET, showed higher correlation with the measured and upscaled sap flow data (Figure 2) and a more physiologically plausible WUE response to VPD (Figure 5), indicating that T from the partitioning methods better represents the true plant physiology-driven T than the bulk flux (ET). Indeed, ET may not be an adequate approximation of T even 5 days after rain (Figure 6). This may have implications in the larger than theoretically expected increases in WUE as a result of increasing atmospheric CO₂ concentration (Keenan et al., 2013) or the discrepancy between leaf and ecosystem WUE (Medlyn et al., 2017), both of which were previously estimated using ET from periods 2 or more days after rain.

Though the patterns of T seemed to agree well between the methods, it is obvious that there still persists a large spread in the magnitude of the estimated T/ET (Figure 3). T/ET estimates from the uWUE and Pérez-Priego methods were smaller and more similar in magnitude (T/ET = 52% and 45%, respectively, calculated as a slope of daily T and ET) compared to values from the TEA method (T/ET = 77%). Though the magnitude of T/ET is difficult to estimate over broad scales, Schlesinger and Jasechko (2014) estimated 67%, 57%, and 55% mean T/ET for temperate deciduous forests, temperate grasslands, and temperate coniferous forests, respectively, which was closer to the TEA method (70%, 67%, and 62%) compared to the uWUE method (45%, 43%, and 40%).

One potential limitation of all three methods is that they use a GPP estimate, and are thus tied to the biases and uncertainties of the NEE partitioning methods. However, Figure S1 shows that, when comparing T estimated from both night time (Reichstein et al., 2005) and day time (Lasslop et al., 2010) based GPP, the resulting two T estimates have a higher correlation than the two GPP products do to each other. In other words, T estimates are consistent even when the underlying GPP estimate has changed. This is likely due both to averaging aspects of the methods (e.g., parameters estimated in moving windows in the uWUE and Pérez-Priego methods) and that GPP is not directly used (e.g., Pérez-Priego calculates T from stomatal conductance and VPD) or canceled out in the final step of T estimation (e.g., TEA estimates T as GPP divided by predicted WUE thus canceling out GPP, i.e., T = GPP (GPP/T)⁻¹, similar for uWUE). However, systematic biases in GPP and ET can affect the ET partitioning methods in different ways. For example, Figure S3 shows the response of the estimated T after applying each method to a dataset with manipulations to either GPP or ET fluxes. In short, the Pérez-Priego method is directly affected by major changes or errors in GPP, but is independent of ET. In contrast, both the uWUE and TEA methods are robust to systematic errors in GPP; for example, a unit conversion error which doubled GPP would have no effect on the estimated T from either method. Short-term errors, such as if either GPP or ET was erroneously doubled for only 1 or 2 weeks, can significantly affect TEA and uWUE. In general, uWUE is more sensitive to short-term errors in GPP, and TEA is more sensitive to short-term errors in ET. Errors in
the peak growing season have the highest impact on estimated T. Aside from GPP and ET, all three T estimation methods integrate many measurements and therefore require not only high EC measurements, but also high-quality radiation, temperature, humidity, wind, and precipitation data.

4.2 | Differences between the methods

The TEA and uWUE methods are the more conceptually similar of the three methods, yet they differ in two key ways. First, the TEA method estimates WUE using a nonparametric model allowing WUE to change seasonally and diurnally, whereas the uWUE method models WUE as only varying with $\sqrt{VPD}$ within a single year. This distinction in how the two methods model WUE likely explains the differences seen in mean seasonal (Figure 4) and diurnal (Figure 6) patterns. Second, while both methods use a form of quantile prediction, the uWUE method predicts the potential WUE (uWUE) using the 95th percentile where GPP/$\sqrt{VPD}$ is maximum relative to ET. In contrast, the TEA method uses the 75th percentile based on previous modeling experiments (Nelson et al., 2018) and assumes that while higher values of the predicted distribution more accurately reflect the true WUE, the highest prediction percentiles may overestimate WUE and thus underestimate T. This second difference is the primary cause for large difference in magnitudes, and when the 90th or 95th prediction percentiles from TEA are used, the resulting T estimates are of similar magnitude to the uWUE-based T estimates with minimal change in temporal correlation between the two (Figure S2). Therefore, the magnitude of T from both the TEA and uWUE methods is still uncertain to some degree, with TEA being more consistent with the Wei method (Figure 3) and uWUE more consistent with the sap flow-based T (Figure 2). As demonstrated for the TEA and uWUE methods, uncertainty of the magnitudes of T is determined by the design and implementation of partitioning algorithms.

Until independent estimates of T become more abundant and the models can be better constrained, the remaining uncertainty in magnitude should be acknowledged when using these methods. While many new methods for independently estimating T at ecosystem scale are being developed, sap flow-based methods will likely be one of the key tools in the near future. However, validation studies have raised concerns about the potential biases incurred by most sap flow methods (Flo, Martinez-Vilalta, Steppe, Schultd, & Poyatos, 2019; Steppe, De Pauw, Doody, & Teskey, 2010) and additional uncertainty remains from upscaling from sap flow sensors to trees and to stands (Čermák, Kučera, & Nadezhdina, 2004; Oren, Phillips, Katul, Ewers, & Pataki, 1998). Sap flow upscaled to the ecosystem also includes only canopy T rather than both canopy and understory T, which is captured with an EC system (Blanken et al., 1997). All of these issues could contribute to the differences in magnitude between SF and EC, suggesting that neither measurement technique should be considered the best reference in all cases when it comes to the magnitude of ecosystem T. Nevertheless, sap flow measurements offer reasonable temporal patterns of canopy T, and sap flow-derived T has often compared well with independent measurements (Flo et al., 2019; McCulloh et al., 2007) and with ET at larger scales (Wilson, Hanson, Mulholland, Baldocchi, & Wullschleger, 2001).

Another key difference between the three methods is in assumptions on the optimality response of stomata to maximize carbon gain to water loss. The Pérez-Priego method explicitly incorporates optimality via an additional term in the cost function which penalizes suboptimal parameter sets. The uWUE method also incorporates the concept of optimality, both in the $\sqrt{VPD}$ relationship of GPP to T which mirrors theoretical frameworks based on the optimality concept (Medlyn et al., 2011) and implicitly by the use of the 95th percentile when calculating uWUEp, which was intended to find periods where $T = ET$ but also has the consequence of maximizing carbon gain to water loss. However, the resulting low values of $T/ET$ from both methods (mean site $T_{uWUE}/ET = 42\%$, with the Pérez-Priego method presumably lower, compared to 65% for the TEA method) runs counter to the current consensus from site level and isotope estimates that $T$ is the dominant terrestrial water flux (Schlesinger & Jasechko, 2014; Wei et al., 2017). Though global estimates still contain uncertainties, such as the limited number of ground studies (64 in Wei et al., 2017 and 81 in Schlesinger & Jasechko, 2014) and uncertainties in $T/ET$ ratios estimated by global isotope studies (Coenders-Gerrits et al., 2014), the low $T/ET$ estimated by the uWUE and Pérez-Priego methods indicates that how optimality is understood and implemented in these methods may need to be refined, such as including hydraulic (Eller et al., 2018; Sperry et al., 2017) and/or non-stomatal limitations (De Kauwe et al., 2019).

4.3 | Emergent spatial patterns of ecosystem $T/ET$

A large portion of the variability in T and ET are both driven by climatic drivers, particularly the available energy and atmospheric capacity to drive the evaporative process. Therefore, because much of these climatic effects cancel out when looking at $T/ET$, it makes sense that climate shows little control over across site variation (Figure 9). This lack of control of $T/ET$ from climate, particularly the limited role of annual precipitation, is consistent with previous findings (Fatichi & Pappas, 2017; Paschalis, Fatichi, Pappas, & Or, 2018; Schlesinger & Jasechko, 2014). Aside from the limited control from climate, the relative stability of $T/ET$ across sites can be explained by two hypotheses: (a) the effects of interception and soil $E$ largely cancel each other out with regard to increasing vegetation cover (Good, Moore, & Miralles, 2017), and (b) ecosystems tend to adapt to utilize the water resources available. In the case of the first hypothesis, energy limited ecosystems with higher LAI would also have an increased interception pool, whereas water limited ecosystems may have smaller interception pools but more $E$ coming from the soil. So both dense and sparse canopies will lead to lower
T/ET with a maximum somewhere in between. The second hypothesis would suggest that plants adapted to dry ecosystems would incorporate water-saving strategies leading to improved utilization of the limited precipitation, thus increasing T/ET. The combination of these two hypotheses possibly accounts for the T/ET ratio being relatively conserved across very different ecosystems. However, both the mean and 95th percentile of NDMI did show high importance in predicting site T/ET, indicating that water stress may influence T/ET, which is consistent with previous findings (Fatichi & Pappas, 2017).

The high values of T/ET at low LAI seen in Figure 3 and consistent with Wang et al. (2014), along with the limited importance of mean or maximum LAI in predicting site T/ET (Figure 9), would indicate that T/ET may be less sensitive to LAI than previously assumed, particularly in space. However, many land surface and remote sensing-based models formulate ET partitioning in part as a function of vegetation structure such as fraction of vegetation or LAI (Lian et al., 2018; Talsma et al., 2018). Care should be taken not to equate the presence of vegetation to high T/ET. However, as seen in Figure 8, much of the variance in T/ET remains unexplained, meaning that the current set of covariates was either not representative of the EC data (i.e., spatial mismatch between satellite data and EC footprint climatology; Cescatti et al., 2012) and/or some important drivers of ecosystem T/ET may not have been included, such as temporal dynamics, crop type, forest age, or disturbance history.

**4.4 | Outlook**

We demonstrated the progress made in estimating T from EC measured bulk ET by three complementary partitioning methods. Both tests against independent sap flow-based estimates, and the overall consistency of T and T/ET patterns among methods suggests an important step forward in estimating plant water use at ecosystem scale. The added value of T estimates compared to bulk ET is clearly evident, particularly for assessing ecophysiological more meaningful WUE patterns along atmospheric (VPD) and soil dryness gradients. Previous studies assessing WUE based on flux tower data assumed negligible daily E after a few consecutive rain-free days. Our results suggest that this assumption may be inadequate, implying that those studies may be revisited with ecosystem T estimates which may help in reconciling apparent contradictions with leaf-level estimates and theory.

Of course, the key limitation of the methods is that the magnitude of T is still left unconstrained, with the magnitude of T being tied to assumptions on how water loss to carbon gain is optimized. While the uWUE and Pérez-Priego methods tend to increase WUE giving a higher carbon gain to water loss, the resulting T/ET tends to be lower than the global consensus. However, care should be taken not to assume a method which results in a T/ET value close to the current estimates of ~60% constitutes an accurate method, as current global T data are still uncertain.

In addition to the unconstrained magnitudes, discrepancies of diurnal T/ET patterns from the different flux partitioning methods further indicate a lack of theoretical and data constraints for diurnal water-carbon coupling, emphasizing the need for further studies and a better understanding of this aspect. Increased abundance and higher availability of concurrent sap flow and EC measurements allowing comparisons will help to improve flux partitioning methods. This is contingent on continued efforts to evaluate and reduce uncertainties connected with upscaling of tree sap flow measurements to ecosystem T, for example, due to the omission of the understory. To facilitate corroborations with independent large-scale T constraints from isotopes, a next step is to upscale the ecosystem T estimates from flux towers to the globe as was previously done with carbon and energy fluxes. This further opens the doors of assessing cross-consistencies with process-based land surface model simulations and remote sensing-based approaches, particularly with respect to the unexpectedly low sensitivity of T/ET spatial variation with climate and LAI across FLUXNET sites found here.
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