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Abstract 

Twinning is an important plastic deformation mechanism in Mg. While computational and 

experimental efforts have studied the two-dimensional equilibrium structure of boundaries and 

facets that surround twin domains, little consideration has been given to three-dimensional 

nonequilibrium structures. Furthermore, the relationship between the structure of nonequilibrium 

facets and the kinetics of twinning is also not well understood. Thus, the objective of this work is 

to characterize the structure of three-dimensional defects on the {101$2} twin boundary and to 

study the kinetics associated with motion of the facets that bound these three-dimensional 

defects. Atomistic simulations show that the three-dimensional defects are bounded by 

nonequilibrium facets with prismatic/basal and twist pyramidal/pyramidal interfaces. The three-

dimensional defects are surrounded on the {101$2} twin boundary by disconnection loops. The 

kinetics of the twin domain facets at finite temperature are analyzed by both molecular dynamics 

and a newly proposed anisotropic phase-field model. The latter allows the deconvolution of the 

competing role of interface energy, mobility and internal stress state. Molecular dynamics 

simulations show that inclined facets control the annihilation process; this behavior is captured in 

the phase-field model using mobility for the coherent twin boundary that is significantly lower 

than that of crater inclined facets. Further, molecular dynamics simulation results are best 

matched via the introduction of facet orientation dependent excess energies. 

 

Keywords: Magnesium; Twinning; Dislocations; Disconnections; Atomistic Simulations; Phase-

Field Modeling  
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1. Introduction 

Twinning is a key deformation mechanism in Mg due to the low crystal symmetry of the 

hexagonal close packed (HCP) lattice (cf. (Barrett and El Kadiri, 2014a, 2014b; Kumar et al., 

2018; Lentz et al., 2016; Wang et al., 2009a)). In particular, the {101$2} twin accommodates 

deformation along the c axis of the HCP crystal (Christian and Mahajan, 1995). Many atomistic 

simulation studies (Hagege et al., 1990; Morris et al., 2005; Pei et al., 2018, 2017; Wang et al., 

2010) have focused on the structure of the {101$2} coherent twin boundary, which accounts for 

two parallel sides of a {101$2} twin domain. For example, Hagege et al. (Hagege et al., 1990) 

first reported two stable structures: (i) a mirror-symmetric structure often referred to as the 

“reflection” twin boundary and (ii) a microfaceted structure often referred to as the “glide” twin 

boundary because it includes a < 101$1 > relative translation. Using ab initio calculations with a 

large supercell, Wang et al. (Wang et al., 2010) reported that the reflection twin boundary has a 

slightly lower energy (by 1.9 mJ/m2) than the glide twin boundary. This was confirmed by Pei et 

al. (Pei et al., 2018, 2017) using ab initio calculations, reporting an energy difference of 

approximately 2 mJ/m2. Pei et al. also computed the phonon spectra of both twin boundary 

variants to show that the microfaceted twin is structurally unstable. Their results explain why 

twin boundaries with this structure are not observed experimentally in Mg even though their 

energies are very close to that of reflection twins. 

 

Inherently, twins are three-dimensional domains bounded by different facets (Barrett and El 

Kadiri, 2014a, 2014b; Leclercq et al., 2014; Liu et al., 2014, 2016; Ostapovets and Gröger, 2014; 

Ostapovets and Serra, 2014; Wang et al., 2014, 2013; Xu et al., 2013; Zu et al., 2017), each with 

unique structure, admissible defects, energy and mobility. Overall, the correlation/coupling 
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between these properties controls the kinetics of twin growth. For example, one simple 

mechanism for thickening of twins perpendicular to the {101$2} boundaries is the nucleation and 

glide of < 101$1 > twinning dislocations along the {101$2} twin plane (cf. (Hirth et al., 2016; 

Spearot et al., 2019)). This increases the thickness of the twinned region by two atomic layers, 

which corresponds to the step height of the twinning dislocation. Indeed, < 101$1 > twinning 

dislocations belong to the class of line defects known as disconnections (Hirth et al., 2006). 

 

In addition, growth of a twin domain requires migration or evolution of other interfaces. In the <

101$1 > direction, the twinned region is bound by the semicoherent prismatic/basal (PB) 

interface and usually the conjugate reflection twin (Wang et al., 2013; Xu et al., 2013). The 

migration of the PB interface was found (Ostapovets and Gröger, 2014; Ostapovets and Serra, 

2014) to be associated with disconnection nucleation and motion. Disconnections can be 

nucleated at disclination dipoles, which exist at the intersection of the twin facets (Ostapovets 

and Serra, 2014), and may glide between the {101$2} boundary and the PB boundary under 

certain conditions (Barrett and El Kadiri, 2014a). Disconnections within the PB interface also 

accommodate the 3.72o misalignment of the basal and prismatic planes (Ostapovets and Serra, 

2014). The boundaries perpendicular to the < 101$1 > direction in a three-dimensional twin 

ellipsoid were examined by Liu et al. (Liu et al., 2016) using high-resolution transmission 

electron microscopy (HRTEM). They reported that this boundary consists of facets of 

semicoherent prismatic/prismatic interfaces with a twist misorientation. 

 

The two-dimensional equilibrium structure of each of the facets discussed above has been 

thoroughly analyzed. However, analogous to grain boundaries, nonequilibrium structures of 
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these interfaces will exist and this aspect of twin domain structure has not been previously 

explored. Furthermore, the relationship between the structure of twin domain facets and their 

kinetics is also not well understood. Thus, the objective of this work is to characterize the 

structure of three-dimensional defects on the {101$2} twin boundary and to study the kinetics 

associated with the motion of the facets that bound these three-dimensional defects. 

 

Atomistic simulations are used to study the three-dimensional structure of defects created by the 

superposition of a dislocation shear loop onto the {101$2} twin boundary. Due to its geometry, 

this defect will be referred to as a “crater” for the remainder of this work. Atomistic simulations 

reveal that the three-dimensional defect is bounded on one side by the coherent twin boundary 

(CTB) and in orthogonal directions by nonequilibrium facets with prismatic/basal and twist 

pyramidal/pyramidal (PP1) interfaces. Further, molecular dynamics (MD) simulations of crater 

relaxation under its self-stress field show that the motion of the CTB, PB and PP1 interfaces are 

unique. To deconvolute the role of interface energy, mobility and driving force, a new 

anisotropic phase-field model is developed. This model allows the incorporation of interface type 

dependent energy and mobility, with the focus here limited to CTB, PB and PP1 interfaces. To 

reproduce the MD predictions, the phase-field model requires that the energy and mobility of 

nonequilibrium PB and PP1 interfaces must be higher than that of the coherent twin boundary. In 

addition, facet orientation dependent interface energies must be included. 

 

2. Atomistic Simulation Geometry and {101$2} Twin Boundary Structure 

All atomistic simulations in this work are performed using LAMMPS (Plimpton, 1995) with the 

modified embedded-atom method (MEAM) potential for Mg presented by Wu et al. (Wu et al., 
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2015). This MEAM potential is a reparameterization of a prior MEAM potential by Kim et al. 

(Kim et al., 2009), providing a more accurate description of Mg lattice parameters, cohesive 

energy, and defect energies. Furthermore, since the MEAM potential accounts for angular 

dependence of atomic bonding, this potential is more appropriate for HCP Mg than earlier 

embedded-atom method (EAM) potentials by Sun et al. (Sun et al., 2006) or Liu et al. (Liu et al., 

1996). For example, the EAM potential by Sun et al. provides an unrealistic stacking fault energy 

and predicts that the {101$2} < 101$1 > twinning dislocation is unstable (Wu et al., 2015). Note, 

a recent EAM potential by Pei et al. (Pei et al., 2018) specifically includes twin boundary 

energies, stacking fault energies and some dislocation properties in the fitting database; this 

potential shows some promise as a non-angular dependent form for studying dislocation-twin 

interactions in Mg; select simulations are repeated using this potential for comparison with 

results generated using the Wu et al. MEAM potential. 

 

Figure 1(a) shows the atomistic simulation geometry employed in this work. Two HCP Mg 

lattices are oriented such that opposing {101$2} planes lie parallel to the global XY plane. The X 

and Y dimensions of the simulation cell are chosen such that they are more than 4 times larger 

than the diameter of the dislocation loop superimposed onto the twin boundary. This ratio is 

determined through preliminary calculations considering convergence of the structure of the twin 

boundary defect. The Z dimension of the simulation cell is fixed as 𝐿! = 23.60 nm. In total, 

simulation models vary from 7.23 million atoms for a dislocation loop of 10 nm radius to 27.8 

million atoms for a dislocation loop with 20 nm radius. Periodic boundary conditions are 

employed in all directions, resulting in a second twin boundary in the Z direction. 

 



6 
 

To determine the structure of the {101$2} twin boundary, a standard procedure (Rittner and 

Seidman, 1996; Spearot and McDowell, 2009) is employed whereby the opposing lattice regions 

are translated relative to each other to create different starting configurations for energy 

minimization calculations. Maximum translations in Y and Z directions are motivated by the 

Gibbs potential energy surface determined via density functional theory (DFT) calculations (Pei 

et al., 2017). At each starting configuration, three energy minimizations are performed using a 

nonlinear conjugate gradient method (Shewchuk, 1994), with the simulation cell boundaries 

allowed to expand or contact during the second minimization step to relax stresses within the 

simulation cell. Figure 1(b) shows the minimum energy structure of the {101$2} twin boundary 

identified by this approach. The boundary is atomically flat and mirror-symmetric with a 

misorientation of approximately 86.3o between basal planes in opposing lattice regions, in 

agreement with prior DFT and atomistic simulation results for the {101$2} reflection twin 

(Hagege et al., 1990; Morris et al., 2005; Pei et al., 2018, 2017; Wang et al., 2010). The excess 

energy of the coherent twin boundary is 0.142 J/m2. 

Figure 1. (a) Schematic of the {101$2} twin boundary simulation cell showing lattice 
orientations and the position of the superimposed dislocation loop (not drawn to scale). (b) 

{101$2} mirror twin boundary structure predicted using the MEAM potential by Wu et al. (Wu 
et al., 2015). Atoms are colored by atomic potential energy. 
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3. Construction of the Crater on the Twin Boundary 

The displacement field of a dislocation shear loop is superimposed on the {101$2} twin boundary 

at the center of the simulation cell, as shown schematically in Fig. 1(a), using a modification of 

an approach first presented by Bitzek et al. (Bitzek et al., 2009) and used recently to study 

dislocation loops in Al (Dang et al., 2019, 2017). In this method, dislocation loops are 

constructed via superposition of the displacement field, 𝒖, associated with N triangular 

dislocations. The displacement field of a single triangular dislocation was derived by Barnett 

(Barnett, 1985; Barnett and Balluffi, 2007), 

 

 𝒖 = − 𝐛#
$%
− &'()

*%(&',)
[𝒇./ + 𝒇/0 + 𝒇0.] +

&
*%(&',)

[𝒈./ + 𝒈/0 + 𝒈0.]     (1) 

where, 

 𝒇./ = (𝐛⋀𝐭./)ln	 =
1!
1"
⋅ &2𝝀!⋅𝐭"!
&2𝝀"⋅𝐭"!

?     (2) 

and 

 𝒈./ =
[𝐛⋅(𝝀"⋀𝝀!)](𝝀"2𝝀!)

&2𝝀"⋅𝝀!
    . (3) 

 

Here, 𝜈 is Poisson’s ratio and Ω is the solid angle that defines the volume between the point in 

space where the displacement is to be evaluated and the triangular dislocation ABC. The vector 

functions 𝒇./ and 𝒈./ depend on the Burgers vector of the dislocation, 𝐛, the unit tangent 

vectors that describe the triangle shape, 𝐭, and unit vectors, 𝝀, that describe the position of the 

general point in space relative to each triangle vertex (A, B and C). The scalars 𝑅. and 𝑅/ are 

distances between the point of interest and the vertices A and B, respectively. Similar 
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expressions may be derived for the other 𝒇 and 𝒈 terms. Of course, Eqs. (1) – (3) do not describe 

the atom displacements close to the dislocation core; thus, energy minimization and brief thermal 

annealing, as described below, are performed after the insertion of the dislocation shear loop to 

resolve the structure of the resulting defect on the {101$2} twin boundary. For all simulations in 

this work, a Burgers vector magnitude |𝐛| = 0.404 nm is used, based on the generalized {101$2} 

planar fault curve calculated by Wang et al. (Wang et al., 2009b). All dislocation loops are 

created using a discretization of N = 16 triangles; supplemental simulations prove that the final 

structure of the twin boundary defect is consistent for larger values of N. 

 

After superposition of the dislocation shear loop displacement field onto the {101$2} twin 

boundary, the structure of the resulting defect is resolved through a four-step process: (i) energy 

minimization via nonlinear conjugate gradient method, (ii) heating from 10 K to 0.4𝑇9:;< = 533 

K at a pressure of 0.0 bar over 10 ps, (iii) annealing at 0.4𝑇9:;< and a pressure of 0.0 bar for 10 

ps, and (iv) energy minimization via nonlinear conjugate gradient method. Heating and annealing 

for a short period provides sufficient kinetic energy for the defect to find a lower energy structure 

after the second energy minimization step than found after the first energy minimization step. 

 

4. Structure of the Twin Boundary Defect 

For a dislocation loop radius of 15 nm, Figs. 2(a) and 2(b) show that a crater is created on the 

{101$2} twin boundary after the energy minimization and annealing procedure. Note, the 

simulation cell is much larger than the view provided in Fig. 2. The {101$2} twin boundary 

misorientation of approximately 86.3o is maintained both within and outside of the crater. The 

crater has prominent facets at its ends in the < 101$1 > directions, one of which is shown in Fig. 
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2(c). The crater has a total depth of 2.47 nm consisting of 25 {101$2} planes inclusive of the rim.  

The facet shown in Fig. 2(c) has a complex structure that includes facet jogs and the presence of 

an interfacial dislocation. In addition, two disconnection loops (Hirth and Pond, 1996; Kurtz et 

al., 1999) surround the crater. Figs. 2(d) and 2(e) show two-dimensional views of the outermost 

disconnection ring in the < 101$1 > and < 12$10 > directions. In Fig. 2(d), the disconnection 

consists of a vertical step with height 0.378 nm and a < 101$1 > dislocation with magnitude 

0.0446 nm (based on analysis of the perfect dichromatic pattern (Kurtz et al., 1999)). Figure 2(e) 

shows that the disconnection is a perfect step in the < 12$10 > direction. The inner 

disconnection loop is nearly circular, but the outer disconnection loop is elliptical implying 

Figure 2. (a) Top and (b) side views of the 15 nm radius twin boundary crater after energy 
minimization (only a portion of the simulation cell is shown). Atoms are colored by their height 

in the Z direction, relative to the origin of the model. For X and Y lattice orientations refer to 
Fig. 1. Section views are provided of (c) the PB facet of the crater, showing misfit facet defects, 
(d) the disconnection ring in < 101$1 > and (e) the disconnection ring in < 12$10 > directions. 

Atoms are colored by atomic potential energy. 
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differences in energies of the elastic strain field for edge and screw components of the 

disconnection loop. To confirm that the crater structure is independent of interatomic potential, 

the simulation procedure is repeated using the recent EAM potential of Pei et al. (Pei et al., 

2018); a similar crater is obtained, with insignificant differences in the configuration of the 

outermost disconnection loop. 

 

Figures 3 and 4 provide a structural analysis of the facet interfaces on the < 101$1 > ends of the 

crater for a dislocation loop radius of 15 nm. On the left hand side of the island (Fig. 3(a) 

matching Fig. 2(c)), the facet interface contains a small discontinuity associated with an 

interfacial misfit dislocation. On the right side (Fig. 4(a)), a disconnection near the island floor 

and an interfacial dislocation within the interface are both present. The disconnection in Fig. 4(a) 

is identical to that which surrounds the basin, with step height of 0.378 nm and < 101$1 > 

dislocation with magnitude 0.0446 nm. Figures 3(b) and 4(b) show a two-dimensional slice 

through the facets at the orientations indicated in Figs. 3(a) and 4(a), respectively. The interfaces 

Figure 3. (a) Twin boundary island facet in the [1$011$] direction, which does not show a 
disconnection step but includes a dissociated dislocation within the interface. (b) Two 

dimensional slice of the facet identifying the prismatic/basal interface and the dissociation of a 
misfit dislocation. Atoms are colored by Common Neighbor Analysis. 
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are identified as prismatic/basal (PB) interfaces, in agreement with prior work on twin nucleation 

and motion in Mg (Leclercq et al., 2014; Wang et al., 2009b; Zu et al., 2017). The core spreading 

of the interfacial dislocation is also apparent. The observation of dissociated dislocations with 

different Burgers vectors and core spreading in each PB interface is attributed to the 

crystallography of the opposing lattice regions. 

 

 

Figure 5 shows a two-dimensional slice through the crater in the X-Z plane. A disconnection step 

appears near the island floor with pure step height of 0.378 nm, identical to the disconnection 

loop that surrounds the island shown in Fig. 2(d). The interface between the opposing lattice 

regions is identified as a pyramidal-pyramidal (PP1) interface with a twist misorientation of 

approximately 77o. Note that the interface on the opposite side of the basin is symmetric to the 

one shown in Fig. 5, including the disconnection step near the crater floor. This observation is 

Figure 4. (a) Twin boundary island facet in the [101$1] direction, which shows a 
disconnection step near the bottom of the island and smaller steps associated with a 

dislocation within the interface. (b) Two dimensional slice of the facet identifying the 
prismatic/basal interface. Atoms are colored by Common Neighbor Analysis. 
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different from that made in Figs. 3 and 4 for the PB interfaces, which are unique depending on 

the end of the crater examined. 

 

 

Figure 6 shows the effect of the initial dislocation loop radius on the final structure of the crater 

in the {101$2} twin boundary. The same field of view (zoom) is used in each of the images in 

Fig. 6 so that the relative size and shape of the islands and disconnection loops can be compared 

Figure 5. (a) Twin boundary facet in the [12$10] direction, which shows a disconnection 
step near the bottom of the basin. (b) Two dimensional slice of the facet identifying the 

pyramidal-pyramidal interface with symmetric twist misorientation. Atoms are colored by 
Common Neighbor Analysis. 

Figure 6. Influence of initial dislocation loop radius on the twin boundary defect structure.  
Initial radii of (a) 20 nm, (b) 15 nm and (c) 10 nm are employed. Atoms are colored by their 
Z coordinate position. The same field of view is used in each image; thus, the extremity of 

each image does not correspond to the boundaries of the simulation cell. 
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meaningfully. The crater depth of 2.47 nm (25 {101$2} atomic planes inclusive of the rim) is 

consistent for all three cases. In general, similar structures are observed, including prominent PB 

interface facets at the ends of the island in the < 101$1 > directions. Each PB facet contains a 

misfit dislocation, similar to that shown in Figs. 3 and 4. There are, however, noticeable 

differences in the disconnection loops for the smallest crater. For the 20 nm and 15 nm radius 

craters, a double disconnection loop surrounds the entire crater. The interior loop has an average 

width of 5.0 nm in the 20 nm dislocation loop model and 4.0 nm in the 15 nm dislocation model. 

The outer loop is slightly elliptical with major axis in the < 12$10 > direction (direction of PP1 

interfaces). However, for the 10 nm radius crater, the inner disconnection loop does not form 

completely, showing discontinuous atolls that are connected to the non-PB sections of the crater. 

The size-dependent structure of the defect is likely caused by the size-dependent stress state 

surrounding the crater, which influences the ability of the interior disconnection loop from 

completely forming around the smallest crater. For craters smaller than 10 nm, supplemental MD 

simulations show that a second disconnection ring does not appear. 

 

5. Kinetics of the Twin Boundary Defect 

In the atomistic simulations presented in Section 4, the sample was heated briefly to provide 

sufficient kinetic energy for the twin boundary defect to find a lower energy configuration than 

possible after the first energy minimization step. It is important to recall that the simulation cell 

is stress free. Thus, if discrete defects that comprise the crater on the {101$2} twin boundary are 

mobile, the crater should collapse during a lengthy annealing at 0.4𝑇9:;< if the kinetics are 

sufficiently fast to be captured within MD time scales. 
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For example, for the smallest crater with initial radius 10 nm, Fig. 7 shows that the crater can 

shrink during a long annealing procedure implying that the boundaries that comprise the crater 

are mobile. Each image in Fig. 7 is created after a brief steepest decent procedure to eliminate 

thermal oscillations that would obscure the view. The disconnection loops on the exterior of the 

crater are highly mobile and take on extremely complex shapes, implying very low core energies. 

This observation is consistent for each of the crater sizes considered. In fact, the outermost 

disconnection ring is sufficiently mobile to combine with its image through the periodic 

boundary, raising the Z elevation of the {101$2} twin boundary. Conceivably, if the atomistic 

model was larger within the XY plane, this would not happen. The inner disconnection loop does 

not expand to react with its periodic image. 

 

Figure 7. Time evolution of the 10 nm initial radius crater at 0.4𝑇!"#$ . The PB and PP1 
boundaries of the crater are mobile under the self-stress field of the crater. The depth of the 
crater does not change appreciably until the final stages of the annihilation process. Atoms 

are colored by their Z coordinate position. 
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The PP1 and PB boundaries bounding the crater migrate at different rates, as the crater initially 

takes on a more elliptical shape during the annealing process; this is quantified in Fig. 8 for each 

dislocation loop radius considered. Initially, the PP1 interfaces move faster than the PB 

interfaces, as the separation distance between the PB boundaries of the crater is consistently 

greater than the separation distance between the PP1 boundaries. This causes the slightly 

elliptical shape of the crater as shown for the 10 nm initial radius crater in Fig. 7, the extent of 

which can be measured from Fig. 8. However, recall that the motion of an interface depends on 

both its mobility and the local driving force (stress state). As the shape of the crater evolves, the 

stress field of the crater evolves, and later in the annealing process, the PB interfaces begin to 

move faster, leading to an approximately circular crater immediately before annihilation, as 

shown in Fig. 8. The depth of the crater floor is consistent throughout most of the annealing 

process. The crater floor elevates to meet the Z position of the {101$2} boundary upon final 

annihilation. This process includes the motion of disconnections along the crater floor, which are 

responsible for changing the vertical position of the crater floor (Spearot et al., 2019). 

 

As stated in the Introduction, the intersection between facets can be described by disclinations. 

The results shown here imply that the disclinations that comprise the boundaries of the crater can 

glide on the {101$2} plane without changing the depth of the crater. In addition, it is found that 

reduction in the depth of the crater requires climb of disclinations on the basal planes with 

elementary disconnection emission on the {101$2} plane. Using disclination dynamics this 

process has been shown to be energetically possible (Capolungo and Taupin, 2019). 
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6. Anisotropic phase-field twin model 

The MD simulations in Fig. 8 clearly show that the migration rate of facets depends on their 

orientation and structure. Here, a phase-field (PF) model is proposed to assess whether these 

differences are due to anisotropic facet mobility and energy, or simply due to the different 

stress/driving forces acting on the different facets (i.e., self-stress, capillary forces). To this end, 

four phase-field models are tested: (i) PF model 1 employs isotropic interface energies and 

mobilities, (ii) PF model 2 includes isotropic interface energies but with anisotropic mobilities, 

(iii) PF model 3 uses an anisotropic energy map containing energy values obtained from MD for 

equilibrium interfaces (CTB, PB, PP1 as thin, low energy interfaces) and anisotropic mobilities 

and (iv) PF model 4 employs anisotropic energies considering nonequilibrium interfaces (PB and 

PP1 are thick, defected high-energy interfaces) and anisotropic mobilities. PF model 1 is 

expected to reveal mostly the effect of stress and capillary forces. PF model 2 will show the 

Figure 8. Time evolution of the separation distance between PB and PP1 boundaries 
and the depth of the crater floor during collapse of the crater under its self-stress field. 
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effect of anisotropic mobility, while PF models 3 and 4 provide an assessment of the role of 

equilibrium or nonequilibrium interfaces and their associated energies on crater kinetics.  

 

Specifically, PF model 1 assumes that all facets have energy equal to that of the CTB, taken as 

0.13 J/m2, and that all facets have the same mobility, L=10-2 (𝑃𝑎 ∙ 𝑠)-1. In PF model 2, simple 

anisotropy of interface mobility is introduced. All interfaces have the same mobility L=10-2 (𝑃𝑎 ∙

𝑠)-1, except the CTB interface, which is specified with a mobility arbitrarily reduced by a factor 

30. Of course, the mobility of interfaces should depend in a complex manner not only on the type 

of interfaces, but also on temperature, stress and activation energies specific to the mechanisms 

active during motion. MD simulations can be used to better define these values (Spearot et al., 

2019). Incorporating this level of detail is beyond the scope of the current work. 

 

In PF models 3 and 4, the lower mobility of CTB interfaces is retained and anisotropy of the 

interfacial energy is introduced. Specifically, in PF model 3, the energy map shown in Fig. 9 is 

introduced. Projecting the facet normal (the gradient of the phase-field) onto a spherical 

Figure 9. (a) Twin interface excess energy as a function of interface normal (J/m2) mapped onto 
a spherical coordinate system. This map contains in particular MD values for equilibrium CTB, 

BP, PP1 and PP2 interfaces. (b) Energy profiles along the 2 white lines shown in (a). 
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coordinate system, one can introduce a continuous mapping of the anisotropic interface excess 

energy. Energy profiles in the spherical map from [101$1] to [101$2] (profile 1) and from [12$10] 

to [101$2] (profile 2) are introduced, using local minimum CTB energy, 𝛾 = 0.149	𝐽/𝑚(, PB 

energy, 𝛾 = 0.122	𝐽/𝑚(, PP1 energy, 𝛾 = 0.112	𝐽/𝑚( and PP2 energy 𝛾 = 0.1	𝐽/𝑚(. For any 

facet normal in the spherical map, a bi-cubic Hermite spline interpolation is used to calculate the 

excess energy. Higher energies between the local minima introduced in the map are expected to 

penalize the formation of the associated facets, such that no facet other than the one specifically 

introduced is expected to form in the simulations. To date, there is no complete quantification of 

the excess energy of all possible facets. Further, in a realistic scenario, one must consider that 

each facet may adopt a different structure depending on defect content, resulting in significant 

complexity in the energy landscape. Importantly, the map used in PF model 3 and shown in Fig. 

9 uses energies for equilibrium interfaces. However, MD simulation results show that PB and 

PP1 interfaces contain defects and therefore their thermodynamics may significantly differ from 

the equilibrium conditions assumed in PF model 3. Thus, in PF model 4, the energy of interfaces 

are chosen to best mimic the MD simulation results. Specifically, all interfaces will have the 

same energy 𝛾 = 0.13	𝐽/𝑚(, except those oriented at 45 degrees with respect to CTB planes for 

which 𝛾 = 0.3	𝐽/𝑚( is used to model thicker high-energy nonequilibrium interfaces. 

 

The phase-field model is now presented. Let the scalar phase-field variable 𝜙 represent the local 

twin volume fraction at a material point. With this, the matrix phase corresponds to 𝜙 = 0 while 

the twin phase corresponds to 𝜙 = 1. The spatial region where 0 < 𝜙 < 1 represents the twin 

boundary. Within this phase-field model, the Helmholtz free energy contains three contributions 

corresponding to the elastic strain energy of the system E, the barrier energy for the formation of 
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an interface f and the interfacial gradient energy Γ (Clayton and Knap, 2011; Heo et al., 2011; 

Kondo et al., 2014), 

 

𝐹 =∭ (𝐸 + 𝑓 + Γ)𝑑𝑉=           (4) 

 

Here, 𝑉 represents the simulation domain. The elastic strain energy density is given by, 

 

𝐸 = &
(
𝜺𝒆: 𝑪: 𝜺𝒆           (5) 

 

where both local elastic strain 𝜺𝒆 and stiffness tensor 𝑪 depend on the phase-field variable 𝜙 

(Clayton and Knap, 2011), 

 

𝜺𝒆 = 𝜺 − ℎ(𝜙)𝜺𝒕𝒘          (6) 

 

𝑪 = ]1 − ℎ(𝜙)^𝑪𝑴 + ℎ(𝜙)	𝑪𝒕𝒘        (7) 

 

The constant stiffness tensors of the matrix and twin phases are denoted with 𝑪𝑴 and 𝑪𝒕𝒘. The 

phase-field interpolation function is chosen as ℎ(𝜙) = 𝜙((3 − 2𝜙) with derivative ℎB(𝜙) =

CD
CE
= 6(𝜙 − 𝜙(). The tensor 𝜺 denotes the total strain tensor, while the tensor 𝜺𝒕𝒘 describes the 

eigenstrain resulting from the twinning transformation, with components 𝜀&F<G = 𝜀F&<G = 𝑠/2 and s 

being the twinning shear. Thus, to calculate the Cauchy stress tensor, 𝝈, in the phase-field 

simulation, 
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𝝈 = CH
C𝜺𝒆

= 𝑪: 𝜺𝒆 = ]1 − ℎ(𝜙)^𝑪𝑴: (𝜺 − ℎ(𝜙)𝜺𝒕𝒘) + ℎ(𝜙)	𝑪𝒕𝒘: (𝜺 − ℎ(𝜙)𝜺𝒕𝒘)  (8) 

 

The barrier energy f takes the following double-well potential form (cf. (Allen and Cahn, 1979; 

Boettinger et al., 2002; Chen, 2002; Steinbach, 2009; Thornton et al., 2003)), 

 

𝑓(𝜙) = 𝑊	𝜙((1 − 𝜙)(         (9) 

 

where 𝑊 is the height of the energy barrier. The arbitrary value W=7.5 108 J/m3 is selected. The 

derivative of the barrier energy with respect to 𝜙 is 𝑓B(𝜙) = CJ
CE
= 2𝑊]𝜙(1 − 𝜙)( −

𝜙((1 − 𝜙)^. More realistic shapes and heights for the energy barrier can be obtained from 

atomistic simulations (Gu et al., 2013). The interfacial gradient energy Γ reads, 

 

Γ = &
(
𝜿(𝛁𝜙) ∶ (𝛁𝜙	⨂	𝛁𝜙)         (10) 

 

where 𝛁 is the Nabla operator. The operator ⨂ denotes the dyadic product between two vectors.  

The matrix 𝜿 is a diagonal matrix. Following recent works (Eggleston et al., 2001), 𝜅11= 𝜅 22= 𝜅 

33= 𝜅 and includes dependence on 𝛁𝜙 to introduce an orientation dependent interfacial energy. 

Specifically, the local value of 𝛁𝜙 provides the direction of the local interface unit normal vector 

n. From Allen and Cahn (Allen and Cahn, 1979), the interface excess energy 𝛾 is related to 𝜅 and 

W as 𝛾 = √𝜅𝑊/3. The interface thickness 𝑡 is also a function of 𝛾 and 𝑊 (Clayton and Knap, 
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2011), 𝑡 = 12𝛾/𝑊. For a fixed value of the barrier height, 𝑊, the thickness increases linearly 

with the interface excess energy. 

 

The local spatiotemporal evolution of the phase-field variable follows the Allen-Cahn equation, 

 

KE
K<
= −𝐿 CL

CE
            (11) 

 

In Eq. (11), L is the mobility, which is anisotropic in PF models 2, 3 and 4. Similar to interfacial 

energy, a continuous map L(𝛁𝜙) is defined. The derivative of the energy functional F with 

respect to phase-field 𝜙 is, 

 

CL
CE
= CH

CE
+ CJ

CE
− 𝛁 ∙ CM

C𝛁E
          (12) 

 

The derivative of elastic energy density E with respect to the phase-field variable 𝜙 reads 

(Clayton and Knap, 2011), 

 

CH
CE
= ℎB(𝜙) =&

(
𝜺𝒆: (𝑪𝒕𝒘 − 𝑪𝑴): 𝜺𝒆 − 𝝈: 𝜺𝒕𝒘?       (13) 

 

Thus, using Eq. (13), the derivative of total energy with respect to the phase-field variable is, 

 

CL
CE
= ℎB(𝜙) =&

(
𝜺𝒆: (𝑪𝒕𝒘 − 𝑪𝑴): 𝜺𝒆 − 𝝈: 𝜺𝒕𝒘? + 2𝑊]𝜙(1 − 𝜙)( − 𝜙((1 − 𝜙)^ − 𝛁 ∙

=𝜅 ∶ 𝑴 + &
(
𝑻: (𝛁𝜙	⨂	𝛁𝜙)?      (14) 
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where tensors M and T can be expressed in their component form as follows: 

 

𝑀OPQ = 𝛿OQ𝜙,P           (15) 

𝑇OPQ =
CS$%

C(𝛁T)&
           (16) 

 

Here, 𝛿OQ is the Kronecker delta. The first term on the right hand side of Eq. (14) is the driving 

force due to stress. The second term is the driving force due to barrier energy, which tends to 

compress facets (sharp phase-field gradients). The last term is the driving force due to 

anisotropic interface gradient energy, which tends to spread facets (diffuse phase-field gradients) 

depending on their excess energy.  

 

The following moduli for Mg in the local crystal frame are employed C11=C22=59740 MPa, 

C33=61700 MPa, C12=26240 MPa, C13=C23=21700 MPa and C44=C55=C66=34883 MPa. These 

moduli are used to compute tensors 𝑪𝑴and 𝑪𝒕𝒘 in the global coordinate system. The phase-field 

equations are numerically approximated with a spectral code using Fast Fourier Transform (FFT) 

algorithms. At each time step, for a given distribution of the phase-field, the balance of Cauchy 

stress field, Eq. (8), is solved by using the accelerated scheme (Michel et al., 2001). Importantly, 

the computation of spatial derivatives in Fourier space can lead to Gibbs fluctuations. To 

mitigate this, the modified Green tensor is computed with use of discrete Fourier transform 

operators following the rotated scheme proposed by Willot (Willot, 2015). In addition, any other 

spatial derivatives appearing on the right hand side of Eq. (12) are computed via the use of 1st 

and 2nd order centered finite difference schemes (table provided in (Berbenni et al., 2016)). 
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The initial structure of the crater is shown in Fig. 10(a). A crater similar to that shown in Fig. 

6(c) is created by adding a supplementary conic twin phase domain that penetrates the lower 

matrix region. The mean crater radius is 10 nm and its depth is 3 nm, approximately matching 

the equilibrated geometry reported by MD simulations. The initial interfaces composing the 

crater are set at an angle of 45o with respect to the initial CTB. The two disconnection rings 

surrounding the crater in the Fig. 6 are neglected. 

 

The FFT grid is composed of 64*64*32 voxels in the twinning shear, transverse and normal 

directions, respectively. The size of the grid is sufficient for the present study. The voxel 

resolution is 0.5 nm in all directions. It is confirmed that the interfaces with low energy are 

sufficiently diffuse and can move under low applied stresses (i.e., no numerical pinning occurs). 

Importantly, in phase-field simulations, a macroscopic stress is imposed on the volume to nullify 

Figure 10. Initial construction of a crater in the phase-field model. (a) Phase-field distribution, the 
twin phase corresponds to φ=1. (b) View of the internal shear stress field on planes perpendicular to 

twinning shear and transverse directions. (c) View of the internal shear stress field on a plane 
perpendicular to twinning normal direction. The overall shear stress of -1.2GPa induced by the twin 

phase has been subtracted. 
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the average stress induced by the twin phase in the domain (-1.2 GPa). This is required since the 

internal stress due to the twin transformation is not explicitly introduced to create the crater in 

the atomistic simulations. It is confirmed that this value remains nearly constant during the 

annihilation simulations. The resulting internal shear stress due to the crater is shown in Figs. 

10(b) and 10(c). 

 

 

 

Figures 11 and 12 show the evolution of the crater predicted by the four PF models, with the 

time evolution of the crater depth shown in Fig. 13, compared with atomistic simulation results. 

All four simulations predict the collapse of the crater, but with different kinematics and kinetics. 

Figure 11. Evolution of the crater during self-relaxation. The view orientation is the same 
as in Fig. 10(b). Images are colored by the phase-field variable, interfaces appear in white 
with the color scheme chosen. Columns (a, b, c and d) show the predictions by each phase-

field model (1, 2, 3 and 4). 
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PF model 1 is in significant disagreement with atomistic simulations. Figures 11(a) and 12(a) 

show that the annihilation process is mostly controlled by “capillary” forces, such that the crater 

interfaces quickly flatten and the crater floor rapidly moves upwards towards the CTB. However, 

MD simulations show that the crater floor does not elevate during the annihilation sequence until 

the final stages; rather, annihilation is controlled by the mobility of crater interfaces, including 

the PB and PP1 facets, which should move relatively uniformly so as to preserve the angle 

between the crater floor and its sides. In the PF model 1 simulation, however, the initial angle of 

45 degrees quickly decreases leading to an incorrect evolution of the crater depth with time, as 

reported in Fig. 13. 

 

Figure 12. Top view of the evolution of the crater during self-relaxation. The initial crater 
geometry is shown on the left, where color shows the relative depth of the crater (red is the 
top, blue is the crater floor). Columns (a, b, c and d) show the predictions provided by each 

phase-field model (1, 2, 3 and 4).  
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To assess first whether anisotropic mobility is required to capture the kinematics of the crater 

relaxation process, PF model 2 arbitrarily reduces the mobility of the CTB interface by a factor 

of 30, but maintains isotropic facet energies. The simulation result with PF model 2 is now in 

better agreement with MD simulation results in that the annihilation is controlled by the mobility 

of facets that connect the top and bottom of the crater. However, these interfaces do not preserve 

the angle between the top and bottom of the crater during motion, as shown in Fig. 11(b).  

 

Next, to evaluate the importance of facet orientation dependent interface energy, PF models 3 

and 4 consider a more complex energy landscape. In PF model 3, the energy map shown in Fig. 

9 is employed. Note, all interfaces are considered to be fully-coherent and defect free, in contrast 

with the MD predictions. Figures 11-13 show that these simulation results are in better 

agreement with the MD predictions; however, the angle between the crater floor and the CTB is 

still not maintained during the annihilation sequence, and diffuse interfaces are observed. Thus, 

in PF model 4, to consider defect-containing interfaces, albeit in an approximate fashion, all 

interfaces are posed with the same energy 𝛾 = 0.13	𝐽/𝑚(, except those oriented at 45o with 

respect to CTB planes for which a higher value 𝛾 = 0.3	𝐽/𝑚( is chosen. The simulation result 

provides the closest agreement with the MD predictions, as shown in Figs. 11-13. The non-CTB 

interfaces now move uniformly and are thicker than the CTB facets. The depth of the crater is 

maintained until the final stages of the annihilation process, which is in much better agreement 

with the atomistic simulation results. Ultimately, this demonstrates that the behavior of 

nonequilibrium states of common interfaces must be considered to properly capture kinetics and 

kinematics associated with twin transformations in Mg. 

 



27 
 

7. Conclusions 

In this study, MD simulations are used to characterize the structure of nonequilibrium facets that 

separate {101$2} twin domains from their host grain in pure Mg. Furthermore, the intent of this 

work is to study the three dimensional nature of twin domains. To this end, a new technique is 

proposed to create a crater on the {101$2} twin boundary. Simulations reveal that the crater is 

composed of facets including those with PB and PP1 orientations. However, a close examination 

of these facets shows that they can contain additional defects to accommodate the misfit across 

the twin boundary. The radius of the crater does not influence the depth of the crater, but the 

radius of the crater (and thus its stress field) does influence the conformation of disconnection 

rings that surround the crater. When heated, MD simulations reveal that the migration rate of 

facets depends on their orientation/structure. An anisotropic phase-field model is proposed to 

assess whether these differences are due to anisotropic facet mobility and/or energy, or simply 

due to the different stress and capillary driving forces acting on the different facets. Using an 

Figure 13. Evolution of the relative crater depth with time, as predicted from the different 
phase-field models tested, with comparison with the MD simulation result.  
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isotropic PF model predicts the collapse of the crater assisted by its own backstress and strong 

capillary forces, but the kinematics and kinetics of facets are in significant disagreement with 

MD simulations. To ensure that inclined facets control the annihilation process it is found that 

the use of anisotropic mobilities are required. Specifically, simulations suggest that the intrinsic 

mobility of CTB interfaces must be significantly lower than that of crater inclined facets. 

Further, MD simulation results are best matched via the introduction of facet orientation 

dependent excess energies, which are designed to approximate the role of defects within the 

bounding interfaces. The crater employed in this work provides a construct that allows a 

deconvolution of the roles of energy and mobility for select interfaces. These results suggest that 

it is important to systematically explore additional nonequilibrium interface structures and 

behaviors. 
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