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ABSTRACT 

The QM/ELMO (quantum mechanics / extremely localized molecular orbital) method 

is a recently developed embedding technique in which the most important region of 

the system under exam is treated at fully quantum mechanical level, while the rest is 

described by means of transferred and frozen extremely localized molecular orbitals. 

In this paper, we propose the first application of the QM/ELMO approach to the 

investigation of excited-states and, in particular, we present the coupling of the 

QM/ELMO philosophy with Time-Dependent Density Functional Theory (TDDFT) 

and Equation-of-Motion Coupled Cluster with single and double substitutions (EOM-

CCSD). The proposed TDDFT/ELMO and EOM-CCSD/ELMO strategies underwent 

a series of preliminary tests that were already considered for the validation of other 

embedding methods for excited-states. The obtained results showed that the novel 

techniques allow the accurate description of localized excitations in large systems by 

only including a relatively small number of atoms in the region treated at fully 

quantum chemical level. Furthermore, for TDDFT/ELMO, it was also observed that: 

i) the method enables to avoid the presence of artificial low-lying charge-transfer 

states that may affect traditional TDDFT calculations, even using functionals that do 

not take into account long-range corrections; ii) the novel approach can be also 

successfully exploited to investigate local electronic transitions in quite large systems 

(e.g., reduced model of the Green Fluorescent Protein) and the accuracy of the results 

can be improved by including a sufficient number of chemically crucial 

fragments/residues in the quantum mechanical region. Finally, concerning EOM-

CCSD/ELMO, it was also seen that, despite the quite crude approximation of an 

embedding potential given by frozen extremely localized molecular orbitals, the new 

strategy is able to satisfactorily account for the effects of the environment. This work 
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paves the way to further extensions of the QM/ELMO philosophy for the study of 

local excitations in extended systems, suggesting the coupling of the QM/ELMO 

approach with other quantum chemical methods for excited-states, from the simplest 

Δ SCF techniques to the most advanced and computationally expensive multi-

references methods.  
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1. INTRODUCTION 

The accurate description of excited-states is of fundamental importance for a full 

comprehension of photoinduced processes both in chemical and biological systems. 

To accomplish this challenging task, quantum chemistry currently offers a large 

variety of methods and, among them, prominent places are occupied by Time-

Dependent Density Functional Theory (TDDF) 1-3 and Equation-of-Motion Coupled 

Cluster (EOM-CC) 4-6. The former is certainly the most widely used approach due to 

its advantageous trade-off between accuracy and computational cost. In fact, 

notwithstanding its known intrinsic limitations, the strategy is characterized by an 

𝑀! /𝑀"  scaling (with 𝑀 as the number of basis functions used in the calculation), 

which allows the application of the technique to the study of excited-states of 

medium/large systems. The latter, and particularly Equation-of-Motion Coupled 

Cluster with single and double substitutions (EOM-CCSD), can be considered as the 

current gold standard method for excited-states,7,8 although its unfavorable 

computational scaling prevents a direct application to systems larger than about fifty 

atoms. 

In order to extend the range of applicability of both standard TDDFT and EOM-

CCSD, different strategies have been introduced over the years. For instance, we can 

mention the linear-scaling approaches based on the localized nature of atomic and 

molecular orbitals,9-21 the techniques exploiting efficient reductions of the virtual 

orbitals space,22,23 or the couplings with fragmentation methods.24,25 However, to 

really apply TDDFT and EOM-CCSD to very large systems, they have to be 

interfaced with embedding and/or multi-scale strategies. In this context, the simplest 

and most popular options still consist in the coupling with molecular mechanics in 

QM/MM26-29 (quantum mechanics / molecular mechanics) computations or with 
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implicit solvent models, such as PCM (polarizable continuum model).30-32 Finally, 

more interestingly and more importantly for the work that will be discussed in the 

present paper, it is worth noting that TDDFT and EOM-CCSD have been also 

interfaced with fully quantum mechanical embedding methods, such as the density 

matrix33-36 and density functional embedding approaches37-50.  

In particular, TDDFT has been coupled with the Embedded Mean Field Theory 

(EMFT) 35, as suggested by Manby and Miller, who proposed the so-called Linear-

Response Time-Dependent EMFT (LR-TD-EMFT) 51, or by Parkhill and coworkers, 

who actually exploited the block-orthogonalized version of EMFT and extended it to 

Real-Time Time-Dependent Density Functional Theory (RT-TDDFT)52. A larger 

number of developments have been actually proposed in the case of density functional 

embedding strategies. The first examples consisted in implementing TDDFT in the 

framework of the frozen density embedding (FDE) approach38,39, thus giving rise to 

the so-called subsystem-Time-Dependent Density Functional Theory methods.53-58 

The projection-based embedding (PBE) technique44,45 has also been taken into 

account. The first attempt in this direction was the one by Chulhai and Jensen,59 

followed by the works conducted by the Neugebauer group60,61 and recently by 

Goodpaster and collaborators62, who exploited their absolutely localized variant of 

PBE48,49 to further reduce the TDDFT computational cost.  

In analogous way, EOM-CCSD has been also recently interfaced with the projection-

based embedding approach. The first work along this line is the one conducted by 

Bennie and coworkers,63 who have practically extended the original version of PBE to 

EOM-CCSD and showed that their new embedding method for excited-states is 

capable of providing results in excellent agreement with those obtained from the 

corresponding full EOM-CCSD computations. Furthermore, as done for TDDFT, 
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Goodpaster and collaborators have shown that the absolutely localized version of the 

projection-based embedding strategy48,49 can be exploited also to significantly reduce 

the computational cost of EOM-CCSD without impacting the accuracy of the 

results.62 

In line with the strategies just mentioned above, in this paper we propose the first 

extensions of the recently developed multiscale embedding method QM/ELMO64,65 

(quantum mechanics / extremely localized molecular orbital) to quantum chemical 

strategies for excited-states. QM/ELMO is a technique that describes the most 

chemically relevant region of the system under exam by means of usual quantum 

chemistry approaches (e.g., Hartree-Fock (HF), Density Functional Theory (DFT), 

Møller-Plesset perturbation theory, Coupled Cluster, etc.) and the remaining part 

through frozen extremely localized molecular orbitals66-68 (ELMOs) that are exported 

from suitable databanks69-71 or tailor-made model molecules. In fact, being orbitals 

strictly localized on small molecular subunits (e.g., atoms, bonds or functional 

groups), ELMOs are reliably transferable from a molecule to another69-76, provided 

that the chemical environments of the fragments on which they are localized are 

approximately the same in the two molecules. For this reason, libraries of ELMOs 

covering all the possible elementary subunits of the twenty natural amino acids have 

been already constructed.71 They allowed not only instantaneous reconstructions of 

approximate wave functions and electron densities of large systems, but also fast and 

accurate refinements of polypeptide and protein crystal structures77 in the framework 

of quantum crystallography78-83 (for interested readers, more details about ELMOs 

theory, transferability and databanks are given in the Supporting Information). 

Preliminary tests on the QM/ELMO approach have shown that transferred and frozen 

ELMOs provide completely reasonable and accurate embeddings for traditional 
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ground state quantum mechanical calculations on chemically active regions of 

extended systems. In fact, considering only a small number of atoms in the QM 

subunit, the QM/ELMO computations generally give results that differ by less than 1 

kcal/mol from the corresponding fully QM ones.65 In light of this, we have decided to 

start coupling the QM/ELMO approach with TDDFT and EOM-CCSD, thus giving 

rise to two new multi-scale embedding strategies for the treatment of localized 

excitations in large molecules/systems: the TDDFT/ELMO and EOM-CCSD/ELMO 

methods. Concerning the former, we wanted to prove that the new approach is able i) 

to describe local excited-states in large systems also when the partition between the 

QM and ELMO subunits occurs across covalent bonds, ii) to eliminate the typical 

spurious low-lying charge-transfer states of TDDFT, iii) to provide accurate results 

when sufficiently large parts of biological systems are considered as chemically active 

regions in the calculations. Pertaining to the latter, other than proving that the novel 

strategy is able to accurately and cheaply describe localized excitations in relatively 

large systems, the goal was also of assessing current capabilities and limitations of the 

developed technique in taking into account the effects of the environment. 

The paper is organized as follows. In section 2, we will present the basic theoretical 

features of the QM/ELMO philosophy and we will discuss how the environment 

effects are or can be possibly taken into account in the EOM-CCSD/ELMO approach. 

In section 3, we will describe the validation tests that were carried out to evaluate the 

performances of the new techniques. The obtained results will be afterwards shown 

and discussed in sections 4 and 5, which will be followed by some general 

conclusions in section 6. 
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2. THEORY 

2.1 The QM/ELMO SCF algorithm. In this section, we will review the philosophy 

of the QM/ELMO strategy, which is also at the basis of the TDDFT/ELMO and 

EOM-CCSD/ELMO variants discussed in the present paper.  

As already mentioned in the Introduction, the QM/ELMO approach initially consists 

in subdividing the system under investigation into two regions: i) the QM subunit, 

which is the most chemically relevant part of the examined system and is treated with 

a traditional quantum chemistry method; ii) the ELMO subsystem, which represents 

the environment of the QM region and is described by means of transferred and 

frozen extremely localized molecular orbitals. 

After the transfer of the necessary ELMOs to the ELMO subunit, the QM/ELMO 

procedure consists i) in the preliminary orthogonalization of the transferred extremely 

localized molecular orbitals and of the basis functions of the QM region, and ii) in the 

actual QM/ELMO self-consistent field (SCF) cycle. 

The preliminary orthogonalization entails the following three steps: 

1. Löwdin orthonormalization of the transferred ELMOs; 

2. orthogonalization of the QM basis functions against the Löwdin 

orthonormalized ELMOs; 

3. canonical orthogonalization of the QM basis functions resulting from the 

previous step. 

The procedure above, which is practically negligible in terms of computational cost 

(see Supporting Information for more details), can be summarized through the 

following transformation: 

𝛘# = 	𝛘	𝐁				(1)	 
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with 𝛘 = [|𝜒$⟩, |𝜒%⟩, … , |𝜒&⟩] as the starting 1 ×𝑀  array of the 𝑀  non-orthogonal 

basis functions for the whole system (which includes the QM and ELMO regions), 

𝛘# = [|𝜒$# ⟩, |𝜒%# ⟩, … , |𝜒&!"
# ⟩] as the final 1 ×𝑀'& array of the 𝑀'& orthonormal basis 

functions for the QM subunit only (with 𝑀'& ≪ 𝑀 ), and 𝐁  as an 𝑀 ×𝑀'& 

transformation matrix, which is crucial in the QM/ELMO SCF algorithm that will be 

described below (interested readers can find more details on the preliminary 

orthogonalization steps in the Supporting Information of this work or in the original 

papers of the QM/ELMO strategy64,65).  

Afterwards, the QM/ELMO SCF algorithm starts with the construction of the Fock 

matrix 𝐅  in the original basis 𝛘 , whose elements are given by the following 

expression: 

																									𝐹!" = $𝜒!&ℎ(#$%&&𝜒") 																					

+ + 	𝑃'(
)* -	.𝜒!	𝜒"&𝜒( 	𝜒'/ −

1
2 	𝑥	.𝜒!	𝜒'&𝜒( 	𝜒"/4

*

',(,-

+ + 𝑃'(./*0 -.𝜒!	𝜒"&𝜒( 	𝜒'/ −
1
2 	𝑥	.𝜒!	𝜒'&𝜒( 	𝜒"/4

',(∈./*0

+		 $𝜒!&𝑣623[𝐏45 + 𝐏./*0]&𝜒") = 

																																								= 	ℎ!" + 𝐹!"
)* + 𝐹!"./*0 + 𝑣!"23 																																											(2)								 

where ℎ5()*+  is the usual one-electron Hamiltonian operator, 𝐏'&  and 𝐏,-&. are the 

QM and ELMO one-particle density matrices in the starting basis-set 𝛘, respectively, 

7𝜒/8𝑣:01[𝐏'& + 𝐏,-&.]8𝜒2<  is a generic element of the exchange-correlation 

potential matrix (which disappears in the simple Hartree-Fock case), and 𝑥  is the 

fraction of exact exchange used in the calculation (and which is equal to 1 when 

HF/ELMO computations are performed). In equation (2) it is worth pointing out that 

the only two terms that are updated during the SCF cycle are 𝐹/2
'& and 𝑣/201 , while 	ℎ/2 
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and, above all, 𝐹/2,-&. remain constant throughout all the iterations. However, despite 

the previous observation, it is also fair to note that, at present, the matrix 𝐅 is still 

evaluated over the whole basis-set of the investigated system (supermolecular basis-

set), which is the current algorithmic limitation of the QM/ELMO strategies. This has 

a larger impact on QM/ELMO methods for ground and excited-states where the Fock 

matrix evaluation has a non-negligible weight in the calculations (e.g., in 

TDDFT/ELMO calculations), while it is less important in QM/ELMO computations 

where the QM region is treated through a more highly correlated approach and the 

post-SCF procedure is predominant (e.g., in EOM-CCSD/ELMO calculations). To 

overcome this drawback and thus really improve the scalability of techniques as the 

TDDFT/ELMO approach, we have already planned to introduce a suitable criterion to 

truncate the basis functions space over which to initially evaluate the Fock matrix, for 

instance by following one the procedures proposed by Manby, Miller and coworkers 

to solve a completely similar problem in their PBE approach.45  

At the second step, the Fock matrix is transformed to the basis of the orthonormal 

functions 𝛘# by means of the following relation: 

𝐅# = 𝐁3𝐅	𝐁    (3) 

where 𝐁3  is the transpose of matrix 𝐁  discussed for equation (1). The obtained 

𝑀'& ×𝑀'& matrix 𝐅# is then diagonalized: 

𝐅#𝐂# = 𝐂#	𝐄#			(4) 

with 𝐂#  as the matrix containing the coefficients of the (occupied and virtual) 

molecular orbitals of the QM region in the basis 𝛘#. If the QM subsystem is described 

at DFT level, the above-mentioned molecular orbitals correspond to Kohn-Sham 

orbitals. 
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Afterwards the obtained molecular orbitals are transformed back to the original basis 

𝛘 always exploiting the transformation matrix 𝐁: 

𝐂 = 𝐁	𝐂#					(5) 

Therefore, we obtain the new matrix 𝐂 of the molecular orbitals coefficients, which 

are used to determine the one-particle density matrix for the QM region (which 

appears in the second term of the right-hand side of equation (2)): 

𝑃	56
'& = 2E𝐶67∗

9

7:$

𝐶57 					(6) 

For the sake of completeness, the one-particle density matrix of the ELMO region in 

the basis 𝛘 (which appears in the third term of the right-hand side of equation (2)) is 

given by the following expression: 

𝑃	56,-&. = 2 E 𝐶67;∗
9#$"%

7:$

𝐶57; 			(7) 

where I𝐶/7; J are the coefficients of the Löwdin orthonormalized extremely localized 

molecular orbitals of the ELMO subsystem. As already stressed above, this quantity is 

calculated only once before the SCF cycle starts and remains constant throughout all 

the iterations. 

After the computation of the QM density matrix according to equation (6), 

convergence is inspected. If it is reached, the cycle halts, otherwise a new iteration 

starts and the one-particle density matrix for the QM region is used to update the Fock 

matrix 𝐅  in the original non-orthogonal basis 𝛘  according to equation (2). The 

occupied and virtual molecular orbitals resulting from the above-described cycle can 

be afterwards exploited for subsequent post-HF/ELMO65, TDDFT/ELMO or EOM-

CCSD/ELMO computations. 
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It is worth noting that, since 𝑀'& ≪ 𝑀 (we remind that 𝑀 is the number of basis 

functions for the whole system), the QM/ELMO methods are characterized by a 

significant reduction of the computational cost, especially if one deals with very large 

systems and if post-HF techniques are used to treat the QM region. In fact, assuming 

to work with a 2N-electron closed-shell QM subsystem, the diagonalization of Fock 

matrix 𝐅#  (see equation (4)) in the above-discussed SCF cycle provides N doubly 

occupied molecular orbitals (with N generally much lower than 𝑁 + 𝑁,-&. ) and 

𝑀'& − 𝑁 virtual molecular orbitals (with 𝑀'& − 𝑁 always much lower than 𝑀 −𝑁). 

Since the computational cost of correlated calculations for ground and excited-states 

depends on the number of occupied molecular orbitals and, even more importantly, on 

the number of the virtual ones (e.g., CCSD(T) and EOM-CCSD calculations scale as 

𝑜!𝑣"  and 𝑜%𝑣" , respectively, with 𝑜  and 𝑣  as the number of occupied and virtual 

molecular orbitals), it is clear that the reduced dimensions of matrix 𝐅#  entail 

important savings in terms of CPU time, as already shown by means of preliminary 

validation tests on the QM/ELMO strategy.65 This feature of the QM/ELMO approach 

is common to other fully quantum mechanical embedding methods, such as the 

above-mentioned absolutely localized PBE strategy introduced by the Goodpaster 

group48,49 or other recent techniques proposed by Hammes-Schiffer et al.46,47 and by 

Claudino and Mayhall50. Moreover, as one should expect, this characteristic is also 

very favorable in order to significantly reduce the computational cost of EOM-CCSD 

calculations, as we will show below and as it was also stressed for the absolutely 

localized PBE strategy for excited-states62. 

The QM/ELMO SCF algorithm, the post-HF/ELMO strategies and all the QM/ELMO 

techniques for excited-states presented in this work have been implemented by 
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modifying the original subroutines of the corresponding fully quantum mechanical 

methods in the quantum chemistry package Gaussian0984.  

 

2.2 Environment effects. In this subsection we will briefly discuss how the effects of 

the environment are or can be possibly taken into account in the EOM-CCSD/ELMO 

calculations of excited-states.  

First of all, following Wen et al.,62 the environment effects can be distinguished in 

ground state polarization and polarization response effects. In our case, the ground 

state polarization effects are simply given by the embedding potential provided by 

transferred extremely localized molecular orbitals. Compared to the projection-based 

embedding approaches for excited-states,62 our treatment of the ground state 

polarization is only approximate and not flexible. In fact, while in the PBE-based 

techniques the embedding potentials for the excited-states are generally constructed 

from the converged DFT ground state electron densities of the whole system or of its 

subunits, in our EOM-CCSD/ELMO strategy the embedding potential is represented 

by transferred ELMOs that remain frozen throughout the preliminary HF/ELMO 

calculation and that, therefore, are not influenced by the actual ground state electron 

density of the QM region (it is worth reminding that HF/ELMO or DFT/ELMO 

calculations are always preliminary steps to carry out QM/ELMO calculations for 

excited-states). The advantage of our technique is that the transfer of extremely 

localized molecular orbitals to the environment region is practically instantaneous and 

it is not necessary to perform a preliminary HF or DFT calculation on the whole 

molecule under exam. In the future, a possible way to increase the flexibility of the 

ELMO-based methods might consist in developing polarizable QM/ELMO strategies 

in which transferred virtual extremely localized molecular orbitals might be used to 

relax the electronic structure / electron density of the environment (i.e., the ELMO 
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region) as a response to the influence of the ground state electron distribution of the 

chemically active subsystem. 

Concerning the polarization response of the environment, in analogy with the 

absolutely localized version of the PBE approaches for excited-states,62 also the 

EOM-CCSD/ELMO technique does not intrinsically take into account this effect. 

There are three possibilities to introduce it: i) including more atoms or molecular 

orbitals in the active QM region; ii) exploiting a state-averaged approach, as proposed 

by the Carter85 and Goodpaster62 groups; iii) adding a suitable TDDFT correction. As 

it will be shown below, the first and the third options are those that were tested in the 

present work. 

The first possibility is the most straightforward, but potentially also the most 

expensive from the computational point of view. In our case, this option consists in 

properly selecting a set of originally frozen ELMOs, removing them from the ELMO 

region and treating the associated electrons in the QM subsystem explicitly. This is 

also the strategy that has been adopted when the conventional projection-based 

embedding technique44,45 (not its absolutely localized variant48,49) was coupled with 

wavefunction-based methods for excited-states. In that case, polarization response has 

been quite easily taken into account by including a certain number of relevant 

occupied localized molecular orbitals (and consequently the corresponding electrons) 

of the environment region in the QM subsystem.63 

The second possibility would consist in developing a self-consistent strategy to relax 

the ELMO electron density by taking into account the ground state and excited-states 

electron distributions of the QM region. As indicated above for the ground state 

polarization, this task might be accomplished in the future by developing a technique 

that exploits transferred virtual ELMOs.  
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Finally, following Wen et al.,62 the third option is equivalent to write the excitation 

energy as follows: 

𝜔O<=>?@@AB/<D>= = 𝜔<=>?@@AB/<D>= + 𝜔EBBFE − 𝜔EBBFE/<D>=						(8) 

where 𝜔O<=>?@@AB/<D>= is the embedded EOM-CCSD/ELMO excitation energy after 

the TDDFT correction, 𝜔<=>?@@AB/<D>=  is the embedded EOM-CCSD/ELMO 

excitation energy before the TDDFT correction (including only the approximate 

ground state polarization), 𝜔EBBFE is the traditional TDDFT excitation energy on the 

full system, and 𝜔EBBFE/<D>= is the embedded TDDFT excitation energy obtained 

through the TDDFT/ELMO strategy. Of course, from the computational perspective, 

this option is convenient only if the cost of the full TDDFT computation is small 

compared to the one associated with the corresponding full EOM-CCSD calculation. 

An investigation on the capabilities of the new EOM-CCSD/ELMO method in 

accounting for the environment effects will be described and discussed in subsections 

3.2.3 and 5.2. 

 

3. COMPUTATIONAL DETAILS  

In order to start testing their general capabilities, the new TDDFT/ELMO and EOM-

CCSD/ELMO methods underwent a series of validation tests that were previously 

conceived and carried out to evaluate the performances of other embedding TDDFT 

and EOM-CCSD approaches, particularly the Linear-Response Time-Dependent 

Embedded Mean Field Theory51 and the TDDFT and EOM-CCSD techniques coupled 

with the absolutely localized version of the projection-based embedding strategy62.  

Except for particular cases (e.g., calculations of ELMOs; see subsection 3.3), all the 

computations that will be described below were performed using the Gaussian09 
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package,84 both in its standard version and in a modified variant where the 

TDDFT/ELMO and EOM-CCSD/ELMO methods have been implemented. 

 

3.1 TDDFT/ELMO validation tests. In this subsection, we will describe the 

computational details of the test calculations that were performed to assess the 

performances of the TDDFT/ELMO approach. In particular, we will describe the tests 

carried out on long-chain hydrocarbons (subsection 3.1.1), solvated acrylamide 

(subsection 3.1.2) and a model of the Green Fluorescent Protein (GFP; subsection 

3.1.3).   

 

3.1.1 Calculations on long-chain hydrocarbons. We considered two long-chain 

hydrocarbons with different terminal functional groups: 1-decanal and 1-

nonylbenzene (see top panel of Figure S3 in the Supporting Information). The 

calculations performed on these molecules allowed us to evaluate the performances of 

the proposed method when the frontier between the QM and ELMO regions is 

represented by a covalent bond. 

The geometries of the molecules under exam were initially optimized at B3LYP level 

with basis-set cc-pVDZ. The obtained geometries were afterwards used to perform 

regular TDDFT calculations with two different functionals (CAM-B3LYP and 

B3LYP) and two different basis-sets (aug-cc-pVDZ and cc-pVDZ). The results of the 

full TDDFT computations carried out with the combinations of the above-mentioned 

functionals and basis-sets were used as reference values for the performed 

TDDFT/ELMO computations. For 1-decanal we considered the excitation energies 

and the oscillator strengths corresponding to the 𝑛 → 𝜋∗  excited-state. For 1-

nonylbenzene we took into account the excitation energies and the oscillator strengths 

associated with two low-lying excited-states dominated by 𝜋 → 𝜋∗  transitions, 
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namely, the 1B2u-like excited-state (mainly characterized by the HOMO → LUMO 

and HOMO-1 →  LUMO+1 excitations) and the 1B1u-like excited-state (mainly 

characterized by the HOMO → LUMO+1 and HOMO-1→LUMO excitations). 

Concerning the TDDFT/ELMO calculations, for each combination of functional and 

basis-set, we gradually increased the size of the QM region in order to assess the 

effects of the embedding provided by the ELMOs in the description of the localized 

excitations. In particular, for both 1-decanal and 1-nonylbenzene, in the QM region 

we considered from one to eight CH2 alkyl moieties of the hydrocarbon chain along 

with the terminal functional group (aldehyde group and aromatic ring for 1-decanal 

and 1-nonylbenzene, respectively). 

 

3.1.2 Computations on solvated acrylamide. One of the well-known shortcomings of 

Time-Dependent Density Functional Theory is that spurious low-lying charge-transfer 

states are sometimes obtained when local and semi-local exchange-correlation 

functionals are employed. The most common way to partially circumvent this 

problem consists in exploiting long-range corrected functionals (e.g., CAM-B3LYP, 

LRC-ωPBEh, LRC-ωPBE and ωB97XD). Another possible solution to the drawback 

is represented by the use of embedding TDDFT methods. In fact, since in these 

techniques the electron density of each subsystem is expanded only on basis functions 

of a local basis-set, low-lying charge-transfer excitations between far subunits that 

interact weekly are excluded a priori. Goodpaster and coworkers recently proved this 

for their PBE-TDDFT approach for excited-states,62 which is particularly suitable to 

solve the above-mentioned problem due the absolute localization of the electron 

density on each subsystem. For the sake of completeness, it is worth noting that, as 

side effect, these strategies unfortunately lead to also neglect global and real charge-

transfer excited-states. 
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The TDDFT/ELMO approach proposed in this work also provides electron densities 

distinctly localized on the regions in which the investigated system is preliminarily 

subdivided. For this reason, we decided to prove whether the new embedding TDDFT 

strategy is also capable of avoiding spurious low-lying charge-transfer states. To 

accomplish this task, we submitted our method to a validation test similar to the one 

proposed by Goodpaster et al. for their PBE-TDDFT technique.62 

We considered acrylamide solvated by water molecules. We initially performed a 

Molecular Dynamics simulation (see Supporting Information for details) and, from 

the production phase, we extracted a frame characterized by the presence of two 

hydrogen bond contacts between the carbonyl group of acrylamide and the solvent 

molecules (see Figure S4 in the Supporting Information). Considering this frame, we 

carried out traditional TDDFT calculations at B3LYP/aug-cc-pVDZ and CAM-

B3LYP/aug-cc-pVDZ levels by increasing the number of water molecules 

surrounding acrylamide from 0 to 25. Corresponding TDDFT/ELMO computations 

were afterwards performed exploiting functional B3LYP and the aug-cc-pVDZ basis-

set. The QM region always consisted only of acrylamide, while the ELMO subsystem 

was gradually expanded from 5 to 25 water molecules. For the sake of precision, for 

both the traditional TDDFT and TDFFT/ELMO calculations, we added 5 water 

molecules at each step according to their distance from the barycenter of the solute. 

From all the computations we extracted and compared the excitation energies 

associated with the dark 𝑛 → 𝜋∗  and the bright 𝜋 → 𝜋∗  excited-states. It is worth 

noting that, in the gas-phase, the 𝑛 → 𝜋∗  and 𝜋 → 𝜋∗  transitions correspond to the 

first and second excited-states, respectively. Therefore, for each TDDFT and 

TDDT/ELMO calculation including water molecules, we also took note of the number 

of states that were actually computed before obtaining the bright 𝜋 → 𝜋∗ transition. 
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This is a useful indication to evaluate the capability of the considered methods in 

avoiding artificial low-lying charge-transfer states. Furthermore, for all the performed 

TDDFT and TDDFT/ELMO calculations, we also computed and analyzed the natural 

transition orbitals (NTOs) associated with the different excited-states, which also 

helped us to identify the desired 𝜋 → 𝜋∗transition and to evaluate the extent of its 

delocalization in the different cases. 

 

3.1.3 Application to the Green Fluorescent Protein. To conclude our validations of 

the TDDFT/ELMO approach, we finally decided to test the technique on a 161-atom 

model for the A-form of the Green Fluorescent Protein (GFP), which was previously 

extracted from a crystal structure (PDB code: 1EMB) by Kaila et al.86 and which was 

also used by Goodpaster and coworkers62 to validate their PBE-based TDDFT method 

for excited-states. This model comprises the chromophore molecule (p-

hydroxybenzylidene-imidazolinone, pHBDI), the side-chains (cut at the carbon Cβ) of 

nine residues of GFP (Thr62, Gln69, Gln94, Arg96, His148, Val150, Thr203, Ser205 

and Glu222), other than four water molecules observed from the crystallographic 

experiment (see Figure S5 in the Supporting Information). Using this 161-atom 

model, we performed benchmark TDDFT calculations with functional B3LYP and 

basis-sets 6-311G(d,p) and cc-pVDZ. From these computations, we have particularly 

considered the brightest low-lying excited-state corresponding to excitation energies 

of 3.14 eV and 3.15 eV for basis-sets 6-311G(d,p) and cc-pVDZ, respectively, which 

are in good agreement with the experimental values of 3.12-3.14 eV.87-89 

Afterwards, following Goodpaster and coworkers,62 we performed embedded 

TDDFT/ELMO computations on the 161-atom model of the Green Fluorescent 

Protein by gradually increasing the chemically active region (i.e., the chromophore 

pHBDI) in two different ways: i) sequentially including the H2O, Ser205, Arg96, 
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Glu222 and 3H2O subunits; ii) sequentially adding the moieties of case (i), but in 

reverse order. Moreover, we also carried out traditional TDDFT calculations without 

embedding, only on the QM subsystems defined for the TDDFT/ELMO 

computations; in other words, we performed traditional TDDFT calculations without 

embedding on further reduced GFP models. Also all of these computations were 

performed at B3LYP/6-311G(d,p) and B3LYP/cc-pVDZ levels and the excitations of 

interest were identified by inspecting the oscillator strengths and the obtained NTOs.  

 

3.2 EOM-CCSD/ELMO validation tests. This subsection is dedicated to the 

computational details for the validation tests on the EOM-CCSD/ELMO approach. 

We will particularly describe the test calculations that were performed to assess the 

performances of the new approach when QM and ELMO regions are separated by a 

covalent and non-covalent frontier (subsections 3.2.1 and 3.2.2, respectively). Finally, 

in subsection 3.2.3, we will describe the test computations that were carried out to 

evaluate the capabilities of the EOM-CCSD/ELMO technique in accounting for the 

environment effects. If not differently specified, in this work, all the EOM-CCSD and 

EOM-CCSD/ELMO computations were performed with basis-set aug-cc-pVDZ. 

 

3.2.1 EOM-CCSD/ELMO calculations with a covalent frontier. As first standard 

validation test, we decided to assess the convergence of EOM-CCSD/ELMO 

calculations as a function of the QM region size when the frontier between the QM 

and the ELMO subsystems coincides with a covalent bond. Also in this case, to 

accomplish this task, we considered two molecules characterized by a relatively long 

hydrocarbon chain: 1-octene and octanoic acid (see low panel of Figure S3 in the 

Supporting Information), whose geometries were preliminarily optimized at 

B3LYP/cc-pVDZ level. The geometries were subsequently exploited to carry out full 
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EOM-CCSD computations. For each molecule, the first three transitions were taken 

into account and the excitation energies and the oscillator strengths resulting from the 

full EOM-CCSD calculations were afterwards used as benchmark values. 

Pertaining to the EOM-CCSD/ELMO computations, we gradually increased the size 

of the QM region by including the alkyl groups of the hydrocarbon chain together 

with the terminal functional group of the considered molecules (i.e., carboxylic group 

for octanoic acid and carbon-carbon double bond for 1-octene). Also for these 

calculations we took into account excitation energies and oscillator strengths 

associated with the first three excitations. 

 

3.2.2 EOM-CCSD/ELMO calculations with a non-covalent frontier. As second step, 

we decided to investigate the convergence of embedded EOM-CCSD/ELMO 

computations in cases of non-covalent frontiers between the QM and ELMO regions. 

To this purpose we investigated the case of four different molecules solvated by 

water: formaldehyde, acetaldehyde, acrolein and acrylamide. 

For each of the above-mentioned systems, we initially carried out a preliminary 

Molecular Dynamics (MD) simulation (see Supporting Information for more details), 

from which we extracted a frame where the solute establishes two plausible hydrogen 

bond contacts with the surrounding water molecules. Considering that frame, we kept 

only the solute and the six closest solvent molecules (see Figure S6 in the Supporting 

Information). The resulting systems were then used to perform benchmark full EOM-

CCSD calculations. In analogy with the test calculations performed on their methods 

by Bennie et al.63 and by Goodpaster and coworkers62, also in our case we focused 

only on the 𝑛 → 𝜋∗ transition (first excited-state). 

Concerning the EOM-CCSD/ELMO computations, we gradually enlarged the QM 

region by including the surrounding solvent subunits: in the cheapest EOM-
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CCSD/ELMO calculations, only the solute was included in the QM subsystem; we 

afterwards performed EOM-CCSD/ELMO computations by adding to the QM region 

only the two water molecules establishing hydrogen bond contacts with the solute; 

finally, we sequentially included the remaining water molecules by considering their 

distance from the oxygen atom of the carbonyl group of the solute (formaldehyde, 

acetaldehyde, acrolein or acrylamide) taken into account. The excitation energies and 

the oscillator strengths for the 𝑛 → 𝜋∗  excitation resulting from the EOM-

CCSD/ELMO calculations were then compared to the corresponding benchmark 

EOM-CCSD values. 

 

3.2.3 Environment effects. In order to assess the capabilities of the new embedding 

method in accounting for the effects of the environment, we considered two of the 

molecules taken into account in the previous subsection: formaldehyde and 

acrylamide. For both of them, from the same MD simulation-frame used for the test 

calculations described above, we extracted the geometry of the system consisting of 

the solute and of the two water molecules involved in hydrogen bond contacts. We 

then performed the following calculations: i) traditional EOM-CCSD computations on 

the full system, which account for ground state polarization and polarization response; 

ii) traditional EOM-CCSD calculation on the solute molecule only, which does not 

account for any environment effect; iii) EOM-CCSD/ELMO computation on the full 

system with only the solute molecule in the QM region, which should include only an 

approximate ground state polarization; iv) EOM-CCSD/ELMO calculation as the 

previous one, but with the additional inclusion of properly selected ELMOs/electrons 

in the QM region (see subsection 5.2 for more details) to partially account for the 

polarization response; v) TDDFT and TDDFT/ELMO (with only the solute molecule 

in the QM region) computations on the full system to determine the TDDFT 
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corrections for the polarization response according to equation (8). Again, we 

considered only the excitation energies obtained for the 𝑛 → 𝜋∗ transition. 

Finally, to conclude the investigation on the effects due to the environment, for both 

formaldehyde and acrylamide, we monitored the variation of the 𝑛 → 𝜋∗excitation 

energy as a function of the number of surrounding water molecules when the 

following type calculations are carried out: i) EOM-CCSD(0)/ELMO, namely an 

ELMO-embedded EOM-CCSD computation without water molecules in the QM 

region; ii) EOM-CCSD(2)/ELMO, namely an ELMO-embedded EOM-CCSD 

computation with two water molecules in the QM subsystem; iii) traditional TDDFT 

(CAM-B3LYP functional); iv) traditional Time-Dependent Hartree-Fock (TDHF). All 

the calculations were performed with basis-set aug-cc-pVDZ and the global number 

of water molecules was gradually increased from 2 to 30 taking into account their 

distance from the oxygen atom of the carbonyl group of the solute and always using 

the MD simulation-frames considered for the benchmark tests described in subsection 

3.2.2. 

 

3.3 Calculation of ELMOs. The extremely localized molecular orbitals employed in 

the TDDFT/ELMO and EOM-CCSD/ELMO computations described in the previous 

subsections were previously obtained from the available ELMO libraries71 or by 

means of calculations performed on suitable model systems through a modified 

version of the GAMESS-UK90 package that implements the Stoll equations66 (see 

Supporting Information for more details about the ELMO theory).  

For the TDDFT/ELMO and EOM-CCSD/ELMO computations on 1-decanal, 1-

nonylbenzene, octanoic acid and 1-octene, the ELMOs describing the alkyl groups 

were calculated on the butane molecule using a geometry optimized at B3LYP/cc-

pVDZ level. The extremely localized molecular orbitals used in the TDDFT/ELMO 
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calculations on 1-decanal and 1-nonylbenzene were determined with basis-sets aug-

cc-pVDZ and cc-pVDZ, while the ones employed in the EOM-CCSD/ELMO 

computations on octanoic acid and 1-octene were calculated only with the aug-cc-

pVDZ set of basis functions.  

For all the validation tests on the solvated molecules, the only necessary extremely 

molecular orbitals were those localized on the surrounding water molecules and were 

computed with basis-set aug-cc-pVDZ on a geometry always optimized at B3LYP/cc-

pVDZ level.  

Finally, for the TDDFT/ELMO calculations on the 161-atom model of the Green 

Fluorescent Protein, the ELMOs describing residues and water molecules belonging 

to the ELMO regions were those stored in the recently constructed ELMO databanks 

(6-311G(d,p) and cc-pVDZ basis-sets).71  

The transfers of the pre-calculated ELMOs to the geometries of the investigated 

systems were carried out by exploiting the ELMOdb program71, namely the software 

that is associated with the ELMO libraries and that implements the strategy originally 

devised by Philipp and Friesner91 for the rotation of strictly localized bond orbitals 

(see Supporting Information for more details). 

 

4. TDDFT/ELMO: RESULTS AND DISCUSSION 

In this section we will show and discuss the results of the validation tests carried out 

to evaluate the performances of the TDDFT/ELMO approach. At first we will focus 

on the test calculations on 1-decanal and 1-nonylbenzene (Section 4.1) to assess the 

convergence of the new computational strategy when the frontier between the QM 

and ELMO regions corresponds to a covalent bond. We will afterwards analyze the 

results of the computations that mainly aimed at evaluating the capability of the new 
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technique in avoiding low-lying charge-transfer states (Section 4.2). Finally, we will 

comment on the application of the TDDFT/ELMO method on the 161-atom model of 

the Green Fluorescent Protein (Section 4.3). 

 

4.1 Convergence of the TDDFT/ELMO calculations. Let us initially consider the 

results obtained for the 𝑛 → 𝜋∗  excitation energy of 1-decanal (see Figure 1A). 

Regardless of the chosen exchange-correlation functional (B3LYP or CAM-B3LYP) 

or the adopted basis-set (cc-pVDZ and aug-cc-pVDZ), the TDDFT/ELMO values 

always agree with the corresponding TDDFT ones within the limit of chemical 

accuracy (0.043 eV), also when only one alkyl group is included in the QM subunit. 

Moreover, except for the CAM-B3LYP/cc-pVDZ case, which is characterized by a 

monotonically decreasing trend, the absolute discrepancies between the 

TDDFT/ELMO and TDDFT excitation energies generally present a peak (always 

lower than 0.043 eV) when two CH2 moieties are included in the chemically active 

region and then gradually reduce as more and more atoms are treated at fully quantum 

mechanical level. It is worth noting that, when only three alkyl groups belong to the 

QM subsystem, all the computed TDDFT/ELMO excitation energies differ from the 

corresponding benchmark TDDFT values by less than 0.015 eV. We also observe that 

the discrepancies obtained through the CAM-B3LYP functional are generally lower 

than those resulting from the computations performed with the B3LYP functional. 

Finally, pertaining to the oscillator strength of the 𝑛 → 𝜋∗ excited-state (see Figure 

1B), we see that the TDDFT/ELMO results clearly converge towards the TDDFT 

reference values for all the functional/basis-set combinations taken into account. In 

particular, it is easy to notice that, in all the cases, a plateau is practically achieved 

when four alkyl groups are included in the quantum mechanical region for the 

TDDFT/ELMO computations. 
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Figure 1. Results of the full TDDFT and TDDFT/ELMO calculations on 1-decanal: (A) 

absolute discrepancies between the 𝑛 → 𝜋∗  excitation energies obtained at TDDFT and 

TDDFT/ELMO levels; (B) 𝑛 → 𝜋∗  oscillator strengths. For the oscillator strengths, the 

reference TDDFT values are those obtained for nine alkyl groups in the QM region. 

 

Quite similar results were also obtained for the 1B2u- and 1B1u-like excited-states of 1-

nonylbenzene (see Figure S7 in the Supporting Information), with the only difference 

that, in these cases, it was almost always necessary to include at least two alkyl 

groups in the chemically active region in order to obtain discrepancies between the 

TDDFT/ELMO and TDDFT excitation energies lower than 0.043 eV. Convergence 

was also observed for the oscillator strengths, although it is sometimes slower than the 

one noticed for the excitation energies.  

 

4.2 Elimination of spurious low-lying charge-transfer states. In Figure 2A, we 

have reported the 𝑛 → 𝜋∗ excitation energies obtained at B3LYP, CAM-B3LYP and 

B3LYP/ELMO levels for acrylamide as a function of the number of surrounding 

solvent water molecules (values are also given in Table S1 of the Supporting 

Information). We notice that, except for the case of 25 water molecules, the B3LYP 

and B3LYP/ELMO calculations provided very similar results that always differ by 

less than the chemical accuracy limit of 0.043 eV. Traditional CAM-B3LYP 

calculations gave higher values for the excitation energies, which is due to the larger 

contribution of Hartree-Fock exchange at long distance. Also for the excitation 
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energies for the bright 𝜋 → 𝜋∗  transition (see Figure 2B and Table S2 in the 

Supporting Information), the traditional TDDFT and TDDFT/ELMO computations 

with functional B3LYP gave excitation energies that are in very good agreement. In 

fact, with the only exception of the case for 15 water molecules, the absolute 

differences between the B3LYP and B3LYP/ELMO values are always lower than 1 

kcal/mol. The TDDFT calculations with functional CAM-B3LYP always predicted 

higher excitation energies, which is consistent with what was also observed for the 

dark 𝑛 → 𝜋∗ transition. Since in the ELMO-embedded B3LYP computations only the 

solute was included in the QM region, the results obtained for the 𝑛 → 𝜋∗ and 𝜋 → 𝜋∗ 

excitation energies further confirm the capability of the proposed TDDFT/ELMO 

approach in reproducing the results of traditional TDDFT computations by only 

treating a limited number of atoms at a fully quantum chemical level. For the sake of 

completeness, it is also worth noting that, for all the levels of theory taken into 

account, the 𝑛 → 𝜋∗  and the 𝜋 → 𝜋∗  excitation energies practically reach a plateau 

value when at least ten water molecules are taken into account. This is due to the fact 

that the two water molecules establishing hydrogen-bond contacts with the carbonyl 

group of acrylamide are included in the calculations only after considering those ten 

surrounding solvent molecules (see also Figure S4 in the Supporting Information; we 

remind that, in this case, the water molecules are gradually included in the 

calculations considering their increasing distance from the barycenter of the solute). 
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Figure 2. Results of full TDDFT (B3LYP and CAM-B3LYP functionals) and 

TDDFT/ELMO (B3LYP functional) calculations on solvated acrylamide as a function of the 

number of surrounding water molecules: (A) 𝑛 → 𝜋∗  excitation energies; (B) 𝜋 → 𝜋∗ 

excitation energies; (C) level of the 𝜋 → 𝜋∗ excited-states. 

 

Let us now focus on the number of excited-states that we had to compute in order to 

obtain the bright 𝜋 → 𝜋∗  transition (see Figure 2C). As already anticipated in the 

section dedicated to the computational details, when traditional TDDFT calculations 

are carried out on the isolated acrylamide molecule (gas-phase computation), the 

bright 𝜋 → 𝜋∗  transition corresponds to the second excited-state, regardless of the 

exchange-correlation functional that is used. Nevertheless, as the number of 

surrounding water molecules increases, we can observe that the presence of spurious 

low-lying charge-transfer states between acrylamide and the solvent molecules entails 

that more and more intermediate transitions are obtained through traditional TDDFT 

calculations before identifying the desired 𝜋 → 𝜋∗  excited-state. This problem 

particularly affects the traditional TDDFT computations with functional B3LYP, for 
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which, for instance, the 𝜋 → 𝜋∗ transition corresponds to the 45-th excited-state when 

twenty-five water molecules surround the solute. The situation improves when 

functional CAM-B3LYP is adopted, with the 𝜋 → 𝜋∗ transition occurring at the 9-th 

excited-state when twenty-five water molecules are taken into account. On the 

contrary, the problem is completely avoided when the new TDDFT/ELMO approach 

is applied, although we used the B3LYP functional, which is not a long-range 

corrected one. In fact, inspecting Figure 2C, it is possible to see that, irrespective of 

the number of water molecules, the 𝜋 → 𝜋∗ transition resulting from the embedded 

B3LYP/ELMO computations always corresponds to the second excited-state. This 

clearly proves the capability of the novel TDDFT/ELMO approach in eliminating 

spurious low-lying charge-transfer states of Time-Dependent Density Functional 

Theory. A further evidence of this feature is also given in Figure S8 of the Supporting 

Information, where, for the B3LYP and B3LYP/ELMO calculations, we reported the 

number of excited-states with excitation energy lower than 6.0 eV. We can notice 

that, for the full TDDFT computations, the number of these excited-states drastically 

increases as a function of the surrounding water molecules, while it remains quite low 

for the TDDFT/ELMO calculations. 

To better characterize the 𝑛 → 𝜋∗  and 𝜋 → 𝜋∗  transitions discussed above, we also 

analyzed the associated natural transition orbitals (see Figures S9-S11 in the 

Supporting Information). From this analysis, it emerges that the 𝑛 → 𝜋∗ excited-state 

is quite localized in all the considered cases, independently of the chosen functional or 

the use of the ELMO embedding. On the contrary, for the 𝜋 → 𝜋∗  transition, the 

NTOs show quite large delocalizations for the traditional TDDFT calculations with 

the B3LYP functional, a smaller delocalized character when functional CAM-B3LYP 

is used, and a completely localized nature for the TDDFT/ELMO computations at 
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B3LYP level. This is consistent with the previous observation that the novel 

embedding TDDFT/ELMO approach allows the elimination of artificial low-lying 

charge-transfer states when a solute is surrounded by a large number of solvent 

molecules.  

As already mentioned, the test calculations on solvated acrylamide described in this 

subsection are analogous to those performed by Wen et al. on solvated acrolein to 

assess the capabilities of their absolutely localized PBE-TDDFT approach.62 Except 

for the 𝜋 → 𝜋∗  excitation energies, which in the projection-based embedding 

computations were closer to the CAM-B3LYP values, the two different embedding 

strategies (i.e., TDDFT/ELMO and PBE-TDDFT) provided completely analogous and 

comparable results, especially for the elimination of the low-lying charge-transfer 

states of standard Time-Dependent Density Functional Theory.  

 

4.3 Test calculations on the Green Fluorescent Protein. In Figure 3, we reported 

the absolute discrepancies of the excitation energies resulting from TDDFT/ELMO 

and reduced non-embedded TDDFT calculations on models of GFP (see subsection 

3.1.3) with basis-set 6-311G(d,p). As already mentioned, the reference values are the 

excitation energies obtained by means of full TDDFT/6-311G(d,p) calculations on the 

considered 161-atom model. Corresponding results obtained with the cc-pVDZ set of 

basis functions are given in Figure S12 of the Supporting Information. 

We can easily observe that, for the TDDFT computations without embedding, the 

deviations from the benchmark values are not necessarily lower than the chemical 

accuracy limit as we increase the number of residues explicitly included in the 

calculation. For example, when the residues are gradually added in the direct order 

(see again subsection 3.1.3), the absolute discrepancy drops to 0.003 eV when the 

Arg96 subunit is included, but it afterwards increases up to 0.050 eV when the 
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Glu222 residue and three water molecules are taken into account (see Figure 3A). 

More importantly, if we consider the reverse order (see Figure 3B), the TDDFT 

calculations without embedding provide excitation energies that always differ from 

the reference value by more than 0.043 eV. On the contrary, for the embedding 

TDDFT/ELMO computations, we can notice that if a sufficient number of fragments 

is included in the QM region, the deviations from the benchmark value stay always 

below the chemical accuracy threshold, regardless of the chosen order with which the 

subunits are included in the chemically active subsystem. These different trends are 

certainly ascribable to the fact that the TDDFT/ELMO calculations take into account 

the influence of the environment, despite it is only approximately described through 

transferred and frozen extremely localized molecular orbitals. Analogous results were 

obtained by adopting the cc-pVDZ basis-set in the computations (see Figure S12 in 

the Supporting Information). 

 

 
Figure 3. Absolute deviations from the full TDDFT excitation energy associated with the 

brightest low-lying excited-state of the 161-atom model of GFP, as resulting from 

TDDFT/ELMO calculations and reduced TDDFT computations (without embedding): (A) 

direct pathway; (B) reverse order. All the values obtained with functional B3LYP and basis-

set 6-311G(d,p). 
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The TDDFT/ELMO calculations performed on the 161-atom model of the Green 

Fluorescent Protein also allowed us to roughly determine the relative importance of 

the different residues/moieties to the global excitation energy. In fact, in Figures 4A 

(which reports the results obtained with basis-set 6-311G(d,p)) we can observe that 

the TDDFT/ELMO calculations are quite stable, independently of the order with 

which the fragments are included in the QM region. For example, the inclusion of the 

single water molecule in the QM subsystem according to the direct order (first subunit 

added to the chromophore) entails a reduction of the excitation energy of 0.030 eV. 

Similarly, when the same water molecule is included in the QM subsystem following 

the reverse order (last subunit added to the chromophore), we have a lowering of the 

excitation energy equal to 0.036 eV. Similar results were practically obtained for all 

the other subunits. On the contrary, from Figures 4B, we can easily notice that the 

TDDFT/6-311G(d,p) calculations without embedding do not show the same stability. 

For instance, always considering the inclusion of the single water molecule, the 

excitation energy increases by 0.007 eV when the direct order is taken into account, 

while it decreases by 0.109 eV when the reverse pathway is followed. Similar 

discrepancies are also observed for the other subunits taken into account. Again, 

analogous results were obtained with the cc-pVDZ basis-set (see Figure S13 in the 

Supporting Information).  
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Figure 4. Contributions of the residues/moieties to the global excitation energy associated 

with the brightest low-lying excited-state of the 161-atom model of GFP: (A) TDDFT/ELMO 

calculations (direct and reverse order); (B) reduced TDDFT computations without embedding 

(direct and reverse pathway). All the calculations performed with functional B3LYP and 

basis-set 6-311G(d,p). 
 

Furthermore, also for these test calculations, it is important to point out that all the 

above-discussed results are very similar to those obtained through the application of 

the absolutely localized version of the projection-based embedding approach extended 

to TDDFT. In fact, by carrying out computations on the same systems used for our 

validation tests, Goodpaster and coworkers had previously observed that also their 

PBE-TDDFT technique is able to provide more accurate results as the size of the 

high-level region is increased and to consistently determine the approximate 

contribution of each residue/moiety to the global excitation energy of the investigated 

system, thus showing also in that case the importance of a suitable embedding to 

correctly describe the effects of the environment on the chemically active region.62  

 

5. EOM-CCSD/ELMO: RESULTS AND DISCUSSION 

5.1 Convergence of the EOM-CCSD/ELMO calculations. In this subsection, we 

will analyze the convergence of the EOM-CCSD/ELMO calculations as a function of 

the size of the quantum mechanical region: at first, we will focus on the QM/ELMO 
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computations with a frontier occurring at a covalent bond between the QM and the 

ELMO subsystems; afterwards we will consider the results of the QM/ELMO 

calculations with a non-covalent boundary between the two subunits. Finally, the cost 

of the performed EOM-CCSD/ELMO computations will be discussed. 

First of all, let us consider the results for the first three excited-states of 1-octene and 

let us analyze the obtained excitation energies (see Figure 5A). We can notice that, for 

all the three electronic transitions, the EOM-CCSD/ELMO excitation energies clearly 

converge towards the fully EOM-CCSD ones, with the |ΔEGH| discrepancies that start 

being lower than 0.043 eV (chemical accuracy threshold) when at least three alkyl 

groups are included in the QM region. This result can be interpreted considering the 

natural transition orbitals (NTOs) analysis associated with the full EOM-CCSD 

calculation on 1-octene (see Figure S14 in the Supporting Information), from which 

we can evince that the extent of localization for the first three excited-states is 

practically equivalent. 

Pertaining to the oscillator strengths of 1-octene (see Figure 5B), a gradual 

convergence of the EOM-CCSD/ELMO values towards the reference fully quantum 

mechanical ones is also observed. For this quantity, convergence is faster for the first 

excited-state, while for the S0→S2 and S0→S3 transitions a plateau is reached when 

four alkyl moieties are included in the QM subsystem, although it is also worth noting 

that the oscillator strengths obtained for the S0→S2 excitation are one order of 

magnitude smaller than those obtained for the S0→S3 transition (see details in the 

caption of Figure 5 and also Tables S3 and S4 in the Supporting Information for the 

actual values of excitation energies and oscillator strengths obtained for 1-octene). 
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Figure 5. Results of the full EOM-CCSD and EOM-CCSD/ELMO calculations on 1-octene 

and octanoic acid for their first three excited-states: (A) absolute discrepancies between the 

EOM-CCSD and EOM-CCSD/ELMO excitation energies of 1-octene; (B) oscillator strengths 

of 1-octene (the S0→S1 and S0→S2 values are multiplied by 10; for all the transitions, the 

benchmark EOM-CCSD values are those obtained for six alkyl groups in the QM region); (C) 

absolute discrepancies between the EOM-CCSD and EOM-CCSD/ELMO excitation energies 

of octanoic acid; (D) oscillator strengths of octanoic acid (the S0→S1 values are multiplied by 

100; for all the transitions, the benchmark EOM-CCSD values are those obtained for seven 

alkyl groups in the QM subsystem). The magenta-dashed lines in (A) and (C) indicate the 

chemical accuracy threshold. 

 

Now, let us analyze the results obtained for octanoic acid. Concerning the excitation 

energies (see Figure 5C), the EOM-CCSD/ELMO values converge to the fully 

quantum mechanical results as the size of the QM region increases, regardless of the 

considered excited-state. Nevertheless, while for the first transition S0→ S1 the 

discrepancy with respect to the EOM-CCSD value is already well below 0.043 eV 

when only one alkyl group is included in the quantum mechanical subsystem 

(discrepancy of 0.016 eV), in the other two cases the convergence towards chemical 

accuracy is slower. In particular, for transitions S0→S2 and S0→S3, the |ΔEGH| 
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discrepancy starts being lower than or equal to the chemical accuracy threshold when 

at least 3 and 4 alkyl groups are considered in the QM subunit, respectively. This can 

be explained again considering the extent of localization for the different excitations. 

In fact, from the inspection of the NTOs associated with the full EOM-CCSD 

calculation for the first three excited-states of octanoic acid (see Figure S15 in the 

Supporting Information) it can be easily noticed that transition S0→ S1 is well 

localized, while excitations S0→S2 and S0→S3 are gradually more delocalized over the 

examined molecule. Convergence is also observed for the oscillator strengths. From 

Figure 5D, we can see that, for the first (S0→S1) and third (S0→S3) excitations, the 

EOM-CCSD/ELMO values practically reach a plateau when four alkyl groups are 

treated at quantum mechanical level, with the differences that, for transition S0→S1, 

the trend is monotonically decreasing and the obtained oscillator strengths are two 

order of magnitude lower than those observed for transition S0→S3 (see details in the 

caption of  Figure 5). Concerning the second (S0→S2) excited-state, the values of the 

oscillator strength resulting from the EOM-CCSD/ELMO computations gradually 

approach the EOM-CCSD one with a monotonically increasing trend as the size of the 

QM region becomes larger, although in this case a clear plateau is not reached (actual 

values of excitation energies and oscillator strengths for octanoic acid are also 

respectively given in Tables S3 and S4 of the Supporting Information). The previous 

observations can be also seen as a clear indication that the QM/ELMO embedding 

methods for excited-states proposed in this work (and particularly the EOM-

CCSD/ELMO strategy discussed in this section) are completely suitable for the 

description of local electronic transitions, while they are generally less appropriate to 

treat delocalized excited-states that require larger fully QM regions. 
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The main results of the test calculations on the systems without a covalent frontier 

between the QM and ELMO regions are summarized in Figure 6A, where we 

graphically reported the absolute deviations of the EOM-CCSD/ELMO 𝑛 → 𝜋∗ 

excitation energies from the benchmark EOM-CCSD values as a function of the size 

of the QM subsystem (see also Tables S5 and S6 in the Supporting Information for 

the actual values of the excitation energies and of the corresponding oscillator 

strengths). It is possible to notice that, in practically all the cases, the discrepancy is 

already below the chemical accuracy limit when only the solute molecule is included 

in the QM region and all the surrounding water molecules belong to the ELMO 

subsystem. In particular, for formaldehyde and acrylamide, the initial |ΔEGH| 

deviations are already very small (0.010 eV and 0.008 eV, respectively) and indicate 

the reliability of the description of the environment at the approximate ELMO level. 

This is even more worthy considering the fact that the corresponding gas-phase 

calculations provide excitation energies that are quite far from those obtained in 

presence of the six surrounding water molecules, with absolute discrepancies that 

amount to 0.285 eV and 0.619 eV for formaldehyde and acrylamide, respectively. In 

the other two cases (acetaldehyde and acrolein), the excitation energy values resulting 

from EOM-CCSD/ELMO calculations with all the water molecules in the ELMO 

region are slightly below 0.043 eV (0.033 eV and 0.040 eV for acetaldehyde and 

acrolein, respectively). However, increasing the size of the QM subsystem, the 

situation significantly improves, with discrepancies that drop below 0.007 eV when 

only the two water molecules involved in hydrogen bonds are treated in a fully 

quantum mechanical way. 
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Figure 6. Results of the full EOM-CCSD and EOM-CCSD/ELMO calculations on solvated 

formaldehyde, acetaldehyde, acrolein, and acrylamide: (A) absolute discrepancies between 

the EOM-CCSD and EOM-CCSD/ELMO excitation energies associated with the 𝑛 → 𝜋∗ 

transitions as a function of the QM region size; (B) oscillator strengths corresponding to the 

𝑛 → 𝜋∗ transitions as a function of the QM region size (the reference EOM-CCSD values are 

those obtained for six water molecules in the QM region). 

 

Concerning the obtained oscillator strengths, the EOM-CCSD/ELMO computations 

provided values that are completely comparable to and, above all, almost always of 

the same order of magnitude of those obtained through the full EOM-CCSD method 

(see again Table S6 in the Supporting Information). In the graphs reporting the values 

of the oscillator strengths as a function of QM region size (see Figure 6B), we can 

always notice a clear increase when the number of water molecules treated at fully 

quantum mechanical level rises from zero to two, after which the oscillator strengths 

converge towards the benchmark EOM-CCSD values. In all the examined cases, a 

plateau value is practically reached when two solvent molecules are included in the 

QM subsystem. 

To conclude this section, we focus on the computational cost of the performed EOM-

CCSD/ELMO calculations. For this purpose, in Table 1 we provided the number of 

(frozen and active) occupied molecular orbitals, the number of active virtual orbitals 

and the CPU times corresponding to the EOM-CCSD/ELMO and full EOM-CCSD 

calculations performed on solvated acrylamide. Analyzing the collected data, we can 
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clearly observe that the number of active occupied molecular orbitals and virtual 

molecular orbitals used in the EOM-CCSD/ELMO computations are significantly 

lower than those in the reference EOM-CCSD calculations, especially when the size 

of the QM region remains quite small. As already mentioned in the Introduction and 

in the Theory section, this directly affects the computational cost of the EOM-

CCSD/ELMO calculations, which are characterized by important reductions in terms 

of CPU time. For example, in Table 1 we can observe that when only two water 

molecules are included in the QM region (which allows to reach convergence for both 

the 𝑛 → 𝜋∗  excitation energy and oscillator strength) the EOM-CCSD/ELMO 

computation takes only 8.4% of the time taken by the corresponding full EOM-CCSD 

calculation. Finally, as expected, we can see that the computational cost of the EOM-

CCSD/ELMO calculations gradually increases with the size of the QM subunit, 

although the recorded times never exceed 44.4% of the CPU time reported for the 

benchmark fully QM computation. Completely analogous trends were observed for 

the calculations carried out on the other systems taken into account in our validation 

tests (see Tables S7-S11 in the Supporting Information). 
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Table 1. Number of (frozen and active) occupied molecular orbitals (𝑁"##), number of virtual 

molecular orbitals (𝑁$%&') and timings associated with the EOM-CCSD/ELMO and EOM-

CCSD calculations (aug-cc-pVDZ basis-set) performed on acrylamide surrounded by six 

water molecules.(a, b) 

 

Calculations 
𝑁"## 

 

𝑁$%&' 

 

CPU time (s) 

 

% 
Frozen Active 

QM(0)/ELMO 35 14 151 53498.0 2.36 

QM(2)/ELMO 27 22 227 189200.3 8.35 

QM(3)/ELMO 23 26 265 345155.1 15.22 

QM(4)/ELMO 19 30 303 569756.8 25.13 

QM(5)/ELMO 15 34 341 1006533.1 44.40 

Full QM 11 38 379 2267035.0 100.00 

(a) The acronym QM(N)/ELMO indicates that N water molecules were included in the QM 

region for the EOM-CCSD/ELMO calculation; (b) the recorded timings were obtained by 

performing parallel calculations on 16 Intel Xeon Gold 6130 2.1 GHz processors. 

 

5.2. Effects of the environment. The results of the test calculations to assess the 

capabilities of the EOM-CCSD/ELMO approach in taking into account the effects of 

the environment are reported in Table 2. Let us initially focus on the validation tests 

performed on formaldehyde. We can notice that, by including the two hydrogen-

bonded water molecules in the ELMO region, the EOM-CCSD/ELMO method is able 

to satisfactorily take into account the environment effects, practically recovering 

completely the difference between the 𝑛 → 𝜋∗excitation energy of formaldehyde in 

the gas phase and the 𝑛 → 𝜋∗excitation energy obtained for the solvated system (i.e., 

formaldehyde plus two water molecules) at full EOM-CCSD level. In particular, the 

discrepancy drops from -0.169 eV to 0.010 eV. However, we can observe that the 

EOM-CCSD/ELMO description slightly overestimates the benchmark value and this 

might be ascribed to the concurrence of two different factors: i) the approximate 

description of the ground state polarization through the embedding potential given by 
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frozen ELMOs; ii) the complete lack of polarization response. As already mentioned 

in the Computational Details section, to further improve the EOM-CCSD/ELMO 

description, and particularly to try to partially introduce the polarization response 

effects, we have adopted and tested two different strategies. One consisted in 

introducing a TDDFT-based correction, as indicated by equation (8) in the Theory 

section. The results are shown in Table 2 and indicate that this strategy strongly 

depends on the adopted functional. In fact, it provided better agreements with the full 

EOM-CCSD benchmark value when functionals CAM-B3LYP and PBE0 were used 

(perfect agreement and discrepancy of 0.004 eV, respectively), while a worsening is 

observed when functional B3LYP was adopted (deviation of -0.030 eV). The other 

possible approach consisted in including properly chosen ELMOs/electrons in the QM 

region, as also successfully done by Bennie and coworkers in their coupling of the 

EOM-CCSD method with the projection-based embedding technique63. To evaluate 

this option, we thus performed an additional EOM-CCSD/ELMO calculation where 

we included in the QM subsystem eight additional electrons of the surrounding water 

molecules. In the initial EOM-CCSD/ELMO computation, four of these electrons had 

been described through ELMOs localized on the O-H bonds involved in the hydrogen 

bonds with formaldehyde; the other four had been described through ELMOs 

corresponding to lone-pairs of the oxygen atoms. The results show that the inclusion 

of these electrons improved the initial EOM-CCSD/ELMO description, practically 

leading to the EOM-CCSD benchmark value. 
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Table 2. 𝑛 → 𝜋∗ excitation energies resulting from EOM-CCSD and EOM-CCSD/ELMO 

(with and without corrections to account for polarization response) calculations on 

formaldehyde and acrylamide in gas-phase and in presence of two water molecules.(a) 

 

Calculation 
formaldehyde  acrylamide 

E() (eV) ΔE() (eV)  E() (eV) ΔE() (eV) 

EOM-CCSD  

(full; with two water molecules) 4.158 //  5.561 // 

EOM-CCSD  

(gas-phase; no water molecules) 3.962 -0.196  5.069 -0.492 

EOM-CCSD/ELMO 

(two water molecules in the ELMO region) 4.168 0.010  5.543 -0.018 

EOM-CCSD/ELMO + 

TDDFT correction (B3LYP) 4.128 -0.030  5.734 0.172 

EOM-CCSD/ELMO + 

TDDFT correction (CAM-B3LYP) 4.158 0.000  5.527 -0.035 

EOM-CCSD/ELMO + 

TDDFT correction (PBE0) 4.162 0.004  5.805 0.243 

EOM-CCSD/ELMO + 

ELMOs selection 4.158 0.000  5.560 -0.001 

(a) The ΔE()  discrepancies are computed with respect to the 𝑛 → 𝜋∗ excitation energies 

resulting from the full EOM-CCSD calculations on formaldehyde and acrylamide surrounded 

by two water molecules. 
 

Analogous test calculations were carried out on acrylamide. Also in this case, the 

simple EOM-CCSD/ELMO computation with two water molecules treated at ELMO 

level almost allowed the full recovery of the gap between the 𝑛 → 𝜋∗ excitation 

energies obtained at full EOM-CCSD level in gas-phase and in presence of the two 

surrounding water molecules, with the discrepancy that decreased in absolute value 

from 0.492 eV to 0.018 eV. Unfortunately, in this situation, the TDDFT corrections 

did not improve the original EOM-CCSD/ELMO description. In fact, regardless of 
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the chosen functional, the deviation from the benchmark values always increased, in 

two cases even above the chemical accuracy threshold (0.172 eV and 0.243 eV for the 

B3LYP and PBE0 functionals, respectively). On the contrary, following the same 

procedure used for formaldehyde, the inclusion of the proper set of electrons in the 

QM region enabled to practically recover the reference EOM-CCSD value, with a 

discrepancy reduced to only -0.001 eV.  

To further show the performances of the new embedded EOM-CCSD technique in 

capturing the effects of the environment, in Figure 7 we also reported how the 𝑛 → 𝜋∗ 

excitation energies of formaldehyde (see Figure 7A) and acrylamide (see Figure 7B) 

obtained from EOM-CCSD/ELMO, TDDFT and TDHF calculations vary when the 

number of solvent water molecules increases from 2 to 30. It is easy to observe that 

the obtained trends are practically analogous for all the methods considered in our 

computations, thus confirming the capability of the new EOM-CCSD/ELMO 

approach in properly capturing the effects of the surrounding molecules on the local 

electronic transitions. Furthermore, from the inset of Figure 7 we can also notice that, 

in the cases in which the number of solvent molecules is small enough to easily 

perform full EOM-CCSD calculations (i.e., from two to five water molecules), both 

the EOM-CCSD(0)/ELMO and the EOM-CCSD(2)/ELMO computations provided 

excitation energies that perfectly agree with the reference ones (i.e., always within the 

threshold of chemical accuracy; see Tables S13 and S14 in the Supporting 

Information for the actual values of the obtained excitation energies). This proves 

again that the new embedding EOM-CCSD/ELMO approach can be indeed used to 

reliably extend the range of applicability of the parent EOM-CCSD technique, 

without affecting the accuracy of the results, but significantly reducing the 

computational cost.  
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Figure 7. 𝑛 → 𝜋∗ excitation energies obtained at EOM-CCSD(0)/ELMO (no water molecules 

in the QM region), EOM-CCSD(2)/ELMO (two water molecules in the QM subsystem), full 

EOM-CCSD (when possible), TDDFT (CAM-B3LYP functional) and TDHF levels for 

solvated (A) formaldehyde and (B) acrylamide as the number of surrounding water molecules 

is gradually increased from 2 to 30; the inset highlights the EOM-CCSD(0)/ELMO, EOM-

CCSD(2)/ELMO and full EOM-CCSD trends from 2 to 5 water molecules. 

 

6. CONCLUSIONS 

In this paper, we have proposed the coupling of the recently developed multiscale 

embedding method QM/ELMO with Time-Dependent Density Functional Theory and 

Equation-of-Motion Coupled Cluster with single and double substitutions. This gave 

rise to the new TDDFT/ELMO and EOM-CCSD/ELMO techniques, which 

potentially allow the treatment of local excited-states embedded in a potential given 

by transferred and frozen extremely localized molecular orbitals. To assess their 

performances, the new strategies were subjected to a series of validation tests 

previously devised to evaluate the capabilities of other embedding approaches for 

excited-states. From the performed calculations, it emerged that, treating only a 
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limited number of atoms at quantum mechanical level, the two novel embedding 

techniques enable to reproduce the results of the corresponding full TDDFT and 

EOM-CCSD calculations within the limit of chemical accuracy, for both covalent and 

non-covalent boundaries between the QM and ELMO regions. However, it is also 

important to point out that, while the novel QM/ELMO approaches are completely 

suitable to describe local excited-states, they are probably less recommended to deal 

with highly delocalized electronic transitions, for which a larger portion of the 

investigated system should be treated at fully quantum mechanical level to reach the 

desired chemical accuracy. 

Concerning the TDDFT/ELMO method, it was also proved that, due to the strictly 

localized treatment of the region involved in the excitation, the novel method 

intrinsically avoids the presence of spurious low-lying charge-transfer states typical of 

Time-Dependent Density Functional Theory, even when one uses an exchange-

correlation functional that is not long-range corrected. Furthermore, from the 

application to a reduced model of the Green Fluorescent Protein, it was shown that the 

new approach can be potentially applied to large systems and that more accurate 

results can be obtained when a sufficient amount of crucial fragments/residues for the 

electronic transition under exam is included in the fully quantum mechanical 

subsystem. Finally, the performed test calculations also revealed that the 

TDDFT/ELMO strategy can be successfully used to assess the contribution of 

chemical subunits to the global excitation. 

Pertaining to the EOM-CCSD/ELMO technique, the validation tests also showed that, 

despite the use of only a non-flexible embedding potential given by transferred and 

frozen extremely localized molecular orbitals, the new method is able to satisfactorily 

take into account the effects of the environment, whose description can be further 
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improved through the suitable selection of ELMOs (and, consequently, of the 

associated electrons) to be included in the quantum mechanical subsystem. 

Although the current versions of the TDDFT/ELMO and EOM-CCSD/ELMO 

approaches already provide quite satisfactory results, there is also room for future 

improvements. The most important one will consist in overcoming the limitations of 

the frozen and rigid embedding potential given by the transferred ELMOs. To 

accomplish this task, in the future we could imagine the transfer and use of virtual 

extremely localized molecular orbitals (already available in the constructed ELMO 

libraries) to account for a more reliable ground state polarization and to directly 

introduce the response polarization of the environment. This would clearly lead to a 

more flexible technique for the treatment of local excitations in large systems. 

Finally, it is also worth stressing that the present work clearly showed that the 

QM/ELMO approach can be successfully extended also to quantum chemical methods 

for the investigation of excited-states. Therefore, in light of the obtained results, we 

envisage to couple the QM/ELMO philosophy both with simple ΔSCF methods (such 

as, the MOM92 and IMOM93 strategies proposed by Gill and coworkers) and with 

more sophisticated and computationally expensive multi-reference techniques (such 

as, CASSCF94,95 or CASPT296-98), for which the inclusion of the above-mentioned 

polarizable embedding will be crucial to treat the state-specific response. 
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