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Abstract: Circulant operators are useful tools to highlight the way in which the twelaadular matrix forms of
Pascal triangle (collectively referred to as G-matrices) relate to each dthhis paper, we recall the notions of
G-matrices and circulant operators, and then we present some mainaadgetoperties of these operators. We
generalize these operators to the case of any square matrix.
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1 Introduction Definition 2 - The SE/nw G-matrices

. . _— Go o, Ge.n, andG
This section recalls the definition of the twelve G- 2 6n 10,n

matrices,G,, 1 < k < 12 asin [2, 22]. In the

sequel, we write{Gkvn]ij to denote the coefficient at (Gl
the intersection of row and column; and denote by Y
G, the set of the twelve G-matrices. Generic bino-

mial coefficients —"— will be denoted(}). The [Gonlis

(a —b)!b!
Pascal triangle is assumed to comprise legels n.

[G1on];; =

_ J
1.1 The setg,, of G-matrices
The following definitions present the twelve triangu-

lar matrix forms of the Pascal triangle. They are orga-
nized into four subsets.

(nii> i i=0 ..m (4
{ (%Zf;j> ifitizn g

0 otherwise

(nfj> i i=0 ..n (6

gnSE/nw = {GQ,n7 Gﬁ,nv GlO,n}

Definition 3 - The SW/ne G-matrices

Definition 1 - The NE/sw G-matrices
Gl,n’ GB,n and G9,n

G3,na G7,n and Gll,n

N ) <"+7_i> ifi>]
(G5l = <Z:;> i,j=0..n (2 (Gl (Z;§> hI=0en (8
(Gonli; = {<n+§j> TSI g el <;> BI=0em O
0 otherwise 6,5V _ (G G Gro)
G VEIsY = (G, G5y Gon}



Definition 4 - The NW/se G-matrices
Gan, GgnandGia
> i, =0,

n—1
[G47n]ij = < j

<2t3> ifitisn g

0 otherwise

.y (10)

wun (11)

[GIZ,n]ij -

gnNW/Se = {G4,m GS,m G12,n}

Notation:
G, = gnNW/sw U gnSE/nw U gnSW/ne U gnNW/se (13)
It is easy to observes that:

Theorem 5 If B # B’ andb # b’ then
G, Bbrg, B —

Proof:
Considering definitions 1-4, one can easily establish
this statement.

Matrices like the above and other matrix forms de-
rived from the Pascal triangle are encountered in
[1, 3, 4,9, 10, 16, 8]. Every author simply refers to
a particular form encountered as the Pascal matrix.
Some authors refer t@; ,, andG; ,, respectively as
upper and lower triangular Pascal matrices [5, 19, 17,
18, 20, 21]. In [7, 8], the fourth G-matrixGy, 5, is
called binomial matrix. But, as it can be seen from the
above definitions, this is just one of the three possible
upper-left triangular forms. In some works, one rec-
ognizesG1z, », the third northwest triangular matrix
form. [12] refers toG~ ,, as the reflection ol711
about the main anti-diagonal.

Considering the matrix formulation (14) of the well-
known binomial theorem as proposed in [3],

(1 (1+t) (1+¢)? (1+8)") =
(0 @ (0)
0 (1) (1)
(1t ¢

) (14)

GLn

these matrices can be seen as some reordering of the
components of the polynomial power basis vector, and
hence of the polynomial space [3].

To our knowledge, this is the first attempt to system-
atically investigate matrix forms of the Pascal triangle
as mathematical objects in their own right.

Section 1.2 presents the four circulant operators and
the way they intervene in generating the set of the
twelve Pascal matrices, starting with one of them.
Section 3 generalize to the case of any square matrix.

1.2 The circulant operators

In this section, the circulant operators are presented as
transformations of the generic matrix subscript vector
(4,7) (0 < i, j <n).

Definition 6 - Circulant operator
Thea-circulant operator

(i,7) —=— (d,i+j) modn+]1

Theg-circulant operator

(i,j) 25 (—14i—j,j) modn+1
The~-circulant operator
(i,j) —"— (i—j,j) modn+1
Thed-circulant operator
(i,j) =2 (i,1+i+j) modn+1

Figure 1 illustrates how transforms a square matrix.

_____________________

Figure 1: Then-circulant operator

Circulant transformations carry circulant matrices
to associated row- or column-constant matrices. To
see this, consider the circulant matiix given be-
low and its associated row-constant matrix denated

C1 Cy C3 Cp,
Cn 1 C2 Cn—1

C = Ch—1 Cpn C1 Cn—2
C2 C3 (4 C1



which arise in thep-factor products (composition) of

Cn Cn Cn Cn circulant operatorgy(= 1, 2, 3).
Cn—1 Cp—-1 Cn—1 T Cn—1
C = Cn—2 Cp—2 Cp-2 T Cn—2

2.1 Notations and Definitions

Let's put forward these notations first:

C1 C1 C1 tee C1
; 30 <a>:{e a, o?, o a"}
One readily sees for example thét:= GC. » G G G e
<B>={e B, 0% 3% ..., 8"}
1.3 Circulant Operators action ong, <6>=1e 6,0, 8 o)
Theorem 7 Action of circulant operators og,,
<y>={e 7Y .. )
If i € {1, 9, 9} then ,BGz’n = Gi+1[12],n <& 0= {5’ 527 53’ . gn} VE e g,
If i € {2, 6, 10} then 5Gz,n = Gi+1 [12],n
Ifie {33 7, 11} then ’YGl,n = Gi+1 [12],n with € = o1 = ﬁnJrl ="t = 7n+1 anq
Ifie{4,8, 12} then aGin=Gif1pgn eM =M forall (n+1) x (n+ 1) matrix.

wherei +1[12] =i+ 1 mod 12.

Definition 8 - Empty string

From this stage one can now derived all the twelve G- - s
d ¢ is called empty string and V¢ € C,, ¢&° = ¢

matrices starting with any particular one. Thus start-
ing with G ,,, the twelve G-matrices can be derived

in their natural order by the following sequence: Definition 9 - k-circulant operator
An operator¢ is k-circulant if:

5
Gin g Gan G3n —— Gy —— G5, Jw € Cy,, such thatt = ¥
Gon —2 G —2 Grp —1L Gy —2 G
5,n 6,n 7 8gn —— Lgn Theorem 10 Forall &, ¥ € C,,
5
Gon 7 Giom Giin —— Giapy — Gin

<E>N<yY>=0 (15)
This is a cycle sincéad3)3G1,, = G1,,. Moreover,

it is readily verified that{ G ,,, G5, G} is glob- o ) ]

ally (ayd)-invariant. 2.2 ldentities without k-circulants

Similar inspections show tha(:yéﬂa)3G47n = Gupn,
(5ﬂa7)3G3,n = G3,n, (ﬁa76)3G2,n = G2,nv

The circulant transformations provide a useful frame-
work for investigating the G-matrices. Section 2 gives
some basic properties of these operators which arise
in the p-factor compositions. In section 3 we will 2.3 Two-factors identities
extend their application to square matrices to provide

new insights into the structure of the space of square Theorem 11

This section present all identities of exacthfactors
strings forp = 2, 3, 4 without k-circulant as sub-
string.

matrices.
The set of circulant operators will be denoted @y ad=da  Py=7p (16)
in dimensionn + 1.
Proof:
Itis easy to see that:
2 Maln algebraic properties of the ad(i,j) = 6(i,j)]
circulant operators = of(i, 1+i+j) mod (n+1)]
In this section the set,, is consider as aalphabet = af(i, 1+i+j)] mod (n+1)
The aim here is to give a complete list of identities = (i,142i4+7) mod (n+1)

3



and

da(i,j) = Ola(i,j)]
= 0[(i,i+j) mod (n+1)]
= 6[(i, 1 +j)] mod (n+1)
= (i,14+2i+j) mod (n+1)

This leads taxd = da.

The second identity is also established in the same

way.

2.4 Three-factors identities

We give above a collection of twelve identities.

One of the main results deriving from these identities

afa = faf
adf = daf
avyd = Bary
avyd = ~vof3
pay =~op
0fa =00
IS:
Theorem 12 -

aya = yary
ady = dary
avyd = 6fa
Bary = épa
806 =635
0y = vy

row-columnrow=columnsrow-column

Forall » € {a, v} and allc € {3, ¢},

rCcr = Crc

Proof:

(17)
(18)
(19)
(20)
(21)
(22)

2.5 k-circulants identities
2.5.1 Two-factors fork = 2

o262 = 5202 5272 — 4232 (23)
2.5.2 Three-factors fork = 2
a25252 _ 52Oé2ﬂ2 04252 2 _ 520[272 (24)
327202 = 123272 (24252 = 42326 (25)
2.5.3 Two-factors fork = 3
0363 = 5343 B3P = 333 (26)
2.5.4 Three-factors fork = 3
QBB = BB 353 = Badd (27)
ﬂS,ySaS — ’YgﬂSOéB 537353 — 735353 (28)

2.6 Identities involving k-circulant and cir-
culant operators (¢ > 2)

We give here a theorem which can be considered
as a basic tool to derive identities involving both
circulant and circulant operators.

Theorem 14
adt = dFa Byt = kg (30)
afs = saF Ry = 4p* (31)
Proof:

One can prove the first one (for example) by recur-
rence.

Using the same technic as for equations 16, it is easy Assuming that*s* = §*a* for ak € IN,

to verify that:

afa = faff and aya = yary on the one hand

866 = 666 and §v5 = ~d+ on the other hand.

Another result is provided by:

Theorem 13

avy 6 = PBay =6Ba =~

Proof:

It directly follows using the definitions.

These identities give the base on which all other
factor identities ¢ > 3) will be derived. From this
stage we now give some relevant identities with

circulant operators fok = 1, 2, 3.

antigktl = akagsk
= aFsadk1
— ak52a5k—1

— ak(;pa(sk—p—i-l

= a*6kad

= gkak—PHlgap

= dkasak
— skHlgk+1



or:

aFFHLgEL = qak ks
= adkaks
= addF ok 1as
= dadF 1ok 15

= dPadk—PaF—P5aP

= dFadak
= oF5aak
_ sk gk+1

On the other side:

adk = (ad)sF !
= Jadk!
= §(ad)sF2
= 02adF2

- SPadhP

= okq

This ends the proof.

3 Applications and generalizations

3.1 Triangular bipartition of a square matrix

Now, the four triangular bipartitions of any square
matrix as illustrated in figure 2 are presented. The
triangular sub-block in full line indicate which block

includes the main or anti diagonal.

Figure 2: Four bipartitions of a square matrix

Definition 15 - Triangular bipartitions
GivenA, a(n + 1) x (n + 1) matrix with subscripts
1 andj ranging from0 to n.

(i) The North-Eastkouth-west bipartition

The matricesd g and A,,,, such that:

Al ) <
[ANE]ij:{ ([) ki i; zij
and 4 f

[Asw]ij— 0 ! if i<

define theNorth-Eastsouthwest bipartition ofA and
A=ANE + Asw = ANE/sw
(ii) The South\Westhorth-east bipartition

The matricesd sy, and A,,., such that:

Al . S
R L
and n ;i<

ii 7 1<)
[Ane]ij: 0 ! if P>

define theSouth\Westhorth-east bipartition ofA and
A = ASW + Ane = ASW/ne
(iii) The North-Westbouth-east bipartition

The matricesA yy and A,., such that:

Ay if i4+i<n
[ANw]ij—{o if i4j>n
and

selij 0 if i+j<n

define theNorth-Westbouth-east bipartition ofA and
A= ANW + Ase = ANW/se
(iv) TheSouth-Easthorth-west bipartition

The matricesAsg and A,,,,, such that:

_ Ay if itizn
[ASE]ij_{ 0 if i+j<n
and
[A ]:{ [A]” Zf 1+j<n

nwlij 0 if i+ji>n

define theSouth-Easthorth-west bipartition ofA and
A= ASE + A = ASE/nw
Theorem 16

a (ANW/se) =a(Anw) + a(Ase) (32)
B(ANE/sw) = B(ANE) + B (Asw) (33)
) (ASE/nw) =0(Asg) + d (Anw) (34)
Y (Asw/ne) =7 (Asw) + 7 (Ane) (35)



’ Subsets ‘ Matrices ‘
gnNE/Sw Gl,n G5,n G9,n
gnSE [ G2,n Gﬁ,n GlO,n

gnSW ne
gnNW/se

G3n Grn Giip
G4,n GS,n G12,n

Table 1: Partition of the sé&f,,

Proof:

It is derived from the fact that:

— Ap and A, are triangular matrices (juste as
G-matrices),

— circulant operators, if judiciously applied, doesn't
mixe two triangular blocks in a square matrix as we
have seen it in the case of G-matrices.

3.2 Partition of the setg,, with the circulant
operators and generalization

The four bipartitions of the square matrix leads to a
partition of G,, into four subsets as it is described in

’ Subsets
NE/sw

‘ Matrices ‘
Al,n A5,n A97n
Asyp Asn Aton
Azn Arn Alip
Asp Agn Ar2p

.AEE nw

.AEW ne

AT];/W se

Table 2: Partition of the sed,,

B ifie{l,5,9}
)6 ified{2 6 10}

and O=19_ ific(3 7 11}

a ific {4, 8, 12}
Thus:

16} ) o' o

A1,n A2,n A3,n A4,n — A5,n
A5,n o A6,n g A7,n i A8,n = A9,n

)

B vy a
Agp —— Aoy — Aty —— Az —— Ain

This leads to the set,, of twelve new matrices from
the single matrixA. Figure 4 shows a graph with

table 1. One can observe that the subsets in the first An as set of Vertices1 and the circulant Operators as

column of this table (up to down) are globally invari-
ant by the action otvyés3, Bavyd, éBay and ydSBa
respectively.

Globally , it follows that:

B s Y
NE/sw nSE/nw gnSW/ne

n
N o N

gn W/se gn E/sw
o

_——

(T e s

\/

)

Figure 3: Four bipartitions linked by circulant opera-
tors

where —2 . denotes the transformation by the
operatorQ as shown in figure 3 which summarizes
the generalization to the case of any square matrix
A shown in table 2, wher®A; , = A; 19, and
Ay, = A, with:

i+ 1[12] =i+ 1 modulus 12,

transitions labels.

A10,n

Figure 4: Ring behavior of4,, with alphabet in
{Oé, ﬂv 77 5}

4 New structure of the space of
square matrices

Let A = <[A]i’j)0§i,j§n be a square matrix:
- the set of the coefficients o will be denoted by
Coef(A),

- the permutation group of(i, 5), 0 < 4,5 < n} will
be denoted byerm(n),
- For o € Perm(n):



o((i,5)) = (is , Jo)

[A];, 5, = [04],;, 0<i,j<n,

oA, ={0cA, Ac A,}

A ={0Akpn, 0 € Perm(n)} wherel <k <12

Definition 17 - A permutationc € Perm(n) pre-
serves a partitioM g ,, if their existso s ando;, such
that

O =0p0yp
where :

[Ab]i(,B,ng = [Ab]i,j Vi, j
[AB]iGb,jgb = [AB]z‘,j Vi, j

In the sequel this property will be denoted by the
following equality:o (Ag/) = Aps.

As example of such a permutation, one can easily
take the permutation derived from the composition

Bova

Theorem 18 -
Partition and exploration inU {c A},

o

If o; € Perm(n) ando (Ang/sw) = ANg/sw then

opAnNogA, =0 Vp#q
AnnmAs,n :w vr7é3

(36)
37)

Proof:
It follows directly from the definition of the sed, ,,.

The above theorem leads to a partitioning of the set
A, into orbitso A, ,, as represented in figure 5.

A4,n

Figure 5: Cobweb partitioning oU {c A},

5 Conclusion and discussions

In this work we have presented an investigation of
twelve triangular matrix forms of the Pascal Trian-
gle. We have then presented one way in which the
G-matrices relate to each other by introducing a set
of circulant operators. As algebraic tools, these oper-
ators have several properties among which we gave
some concerning their composition. Besides these
properties, these operators turn out to provide a new
insight into the structure of the space of square ma-
trices. We established that, beginning with a single
matrix, one can derive in this space concentric orbits
describing a cobweb partition graph. Exploring the
cobweb cyclically, one can reach the twelve matrices
(which can be seen as state of a grid system) through
the four bipartitions. On the other hand, a radial tra-
jectory enable to accessatesin which the two sets

of coefficients in the bipartition are globally invari-
ants. As matter of applications, this study can provide
some basic tools to effective simulations in the area of
grid networks.
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