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ABSTRACT: This paper describes a methodology based on genetic algorithms (GA) and 

experiments plan to optimize the availability and the cost of reparable parallel-series systems. It 

is a NP-hard problem of multi-objective combinatorial optimization, modeled with continuous 

and discrete variables. By using the weighting technique, the problem is transformed into a 

single-objective optimization problem whose constraints are then relaxed by the exterior penalty 

technique. We then propose a search of solution through GA, whose parameters are adjusted 

using experiments plan technique. A numerical example is used to assess the method. 
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NOTATIONS 

  : Availability target 

Cmax  : maximum cost admissible for the system 

s   : number of subsystems 

i   : index of a subsystem 

li   : failure rate of components in subsystems i 

l   : l = (l1, l2,...,ls) 

µi   : repair rate of components in subsystems i 

µ   : µ = (µ1, µ2,...,µs) 

ki   : number of components in subsystem i 

k   : k = (k1, k2,..., ks) 

lk, uk  : vector of minimum and maximum number of components allowable in each 

subsystem 

ll, ul  : vector of lower and upper bound of failure rate of components in each subsystem 

lµ, uµ  : vector of lower and upper bound of repair rate of components in each subsystem 

ai, bi, pi, qi  : coefficients of the cost function 

a, b, p, q : vector of ai, bi, pi, qi  

CS(l,µ,k)  : cost of the system 

AS(l,µ,k)  : asymptotic availability of the system 

w1, w2 : weighting factors respectively for the cost and the availability 

d1, d2  : relaxation coefficients respectively for the cost and the availability 

Qi   : sensitivity factors (i = 1,...,4) 

  : integer part of x such that  

Ngene : number of generation 

Tpop  : populations size 

objA

ë ûx ë û xx £
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pm   : mutation probability 

pc   : crossover probability 

s.t  . : subject to. 

1. INTRODUCTION 

Let us recall first of all that if the reliability of a system decreases toward 0 when its 

operating time tends to infinity (i.e. becomes very large), then its availability decreases to a value 

called asymptotic availability [1]. The main requirements for complex systems operating are 

usually specified in terms of cost and availability and/or of reliability, or equivalently in terms of 

mean operating time and/or of mean down time under cost constraint. These requirements have 

then to be taken into consideration in the system design stage in order to determine the 

appropriate reliability and availability of each of its components. The requirements, generally 

expressed by the owner of the system, correspond to a global dependability objective, which 

must be apportioned to each component of the system by the designer [3]. The result can then be 

used to conceive an appropriate logistic to support the system (determination of optimal stock of 

spare parts, development of an appropriate maintenance plan, etc.). 

The problem of availability allocation can be formulated as a multi-objective optimization 

problem: minimize the cost and maximize the availability of the global system. As constraints 

relating to both objectives, there are the system asymptotic availability must be smaller than the 

target availability Aobj on the one hand, and the cost of the system must be lower than a given 

maximum cost Cmax on the other hand. 

The decision variables of this problem are the number of components ki in each subsystem, 

the failure rate li and the repair rate µi of each component (i = 1, ..., s), which are also used to 

compute the cost and the availability of the system [4]. The objective and constraint functions of 
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the problem are non-linear, and in addition they depend on continuous and discrete variables 

(respectively the failure and repair rates, and the number of components). The considered 

optimization problem was proven NP-hard [29]. Therefore, an heuristic or a meta-heuristic such 

as  genetic algorithms can provide solutions close to the optimal solution with good efficiencies 

[31]. Indeed, optimization based on GA is known to be an efficient approach to solve classical 

problems of multi-objectives optimization under constraints ([5], [6], [30], [35] , [35]). Several 

papers relating to systems reliability optimization using GA was published these last few years 

([7], [8], [9], [10], [10], [10]). For all those reasons, we chose genetic algorithms to solve the 

optimization problem stated in section 2. 

In our approach, without loss of generality, we will consider only the case of parallel-series 

systems. Using appropriate objective functions and fitness functions, this approach can be 

generalized to other categories of system. More details on the use of GA for reliability 

optimization can be found in the state-of-the-art of Gen & Kim [11] or the one proposed by Kuo 

& Prasad [31]. To solve this problem, weights are used to transform the multi-objective 

functions into a single objective function. Then, we relax the constraints using an exterior 

penalty approach [12] to lead finally to a problem without constraint. The new objective function 

is then used as adaptation function (fitness function) of the GA for which we design an 

experiment plan to tune the parameters. Lastly, the methodology is applied to solve the 

availability allocation problem under cost constraint, for a repairable parallel-series system. 

Section 2 of the paper states the multi-objective optimization problem. Section 3 presents 

the method used to relax the constraints, and gives details on the cost function and the new 

formulation of the problem. Then, details on the implemented GA are presented in section 4. 

Next, we propose an experiment plan approach to tune the parameters of the algorithm in section 
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5. It enables to assess the sensitivity of each parameter on the GA effectiveness. Finally, section 

6  summarizes the main results obtained with the approach proposed to solve the specific 

optimization problem. 

2. STATEMENT AND FORMULATION OF THE PROBLEM 

2.1 General model of the problem 

Let us recall that a parallel-series system is a system made  of parallel subsystems put in serial 

(figure 1). A parallel subsystem works when at least one of its components works and a series 

system fails when at least one of its components fails. We suppose in all the remainder of the paper 

that the subsystems are parallel, and that in each subsystem all the components are identical. Here, 

the “identical” term means that the components have the same reliability and availability. The 

number of components in each subsystem, the availability of the system and the system cost will 

be denoted respectively by ki, AS and CS. Assume now that during the design stage of a parallel-

series system, the availability objective Aobj has to be apportioned to each component, with the aim 

of maximizing the availability and of minimizing simultaneously the total cost of the system. We 

then have a multi-objective optimization problem that can be formulated as follows: 

  ( ) (1) 

 
Figure 1: General structure of a parallel-series system. 
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For the parallel-series systems, the asymptotic availability and the cost are given by: 

  (2) 

  (3) 

where ai, bi, pi, and qi are real numbers such that : ai >0 , bi >0, pi < 0 , qi > 0 ( ). 

The decision variables of the problem modeled by equation (1) are li, µi, ki ( ). 

Since maximizing the availability AS is equivalent to minimizing the unavailability (1-AS), the 

problem can be solved through a vector minimization. In addition, the following observations 

about the cost model could help to formulate the problem. 

2.2 The cost model 

Equation (3) describes the cost model of the system. The cost of the system is obtained by the 

sum of the costs of all the components, which are supposed to be identical for a given subsystem. 

It then remains to choose the suitable models for the cost of components. The approach used in 

this paper consists in providing, for a given component, a cost model that depends on the main 

features enabling to describe the technical efficiency of the system. This technical efficiency is 

expressed in term of availability which depends on components failure and repair rates. Thus, in 

the formulation of a given component cost, there are two main contributions: 

• the failure rate li contribution : , where ai > 0, pi < 0, ( ) are real 

numbers, which means that the more the component failure rate is low the more the 

component will be expensive. 
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• the repair rate µi contribution : , where bi > 0, qi > 0, ( ) are real 

numbers, which means that the lower the  repair rate of the component is, the less 

expensive the component will be. 

In practice, the coefficients ai , bi, pi , qi ( ) may be obtained from a maintenance data 

base. If one assumes that (l(j), µ(j), k(j), ) ( ) are known for a set of h configurations of 

the system to design (where  is the cost of the jth configuration), the coefficients may be 

obtained by minimizing the quantity: 

 

ie. by using the least square regression: 

    (i = 1, …, s) (4) 

This set of 4s independent equations and 4s unknown have a solution [12]. There are various 

ways in engineering to model the cost of a component. For instance, Misra et al. [32] considered 

in their approach that the cost of a component may be modeled as a continuous function of the 

reliability. Recently, Giuggioli et al. [24] also used continuous functions to express the 

contribution of the reliability of the components to the cost of the system. In this cost model, 

they took into account the profit from the system operation, purchase and installation costs,  the 

repair costs, and  the penalty related to the downtime due to miss contract delivery of service. 

The interest of their model is to highlight its bonds with the intention of the designer. For 

example, the downtime of a component may not cause a penalty if one considers that in case of 

redundancy the service continues to be delivered. On the contrary, Levitin et al. (1998) [25] 

consider that it is more realistic to suppose that there is no analytic function that expresses the 

dependence of cost on its nominal performance. They consider that for the nominal performance, 

the supplier offers reliability and price characterizing each system or component version. Many 
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others continuous functions are presented in [2]. But let us say, in general, that the cost model 

depends on the studied problem. Hence, only an analysis of the problem can lead to a relevant 

formulation of the cost model.  

To our opinion, a solution could be found to the difficulties pointed out by Levitin et al. by 

building a cost function that depends on each version of component involved in the system. 

However, it is clear that there is no general solution to the problem and a tradeoff should be sought. 

In our paper, we choose to model the cost function by equation (3) taking only into account the 

parameters (li and µi), which enables to calculate the performance of the system expressed in 

terms of asymptotic availability. 

3. CONSTRAINTS RELAXATION AND NEW FORMULATION OF THE PROBLEM  

3.1 Multi-objective optimization 

In single-objective optimization problem, the optimum corresponds to the point that maximizes 

or minimizes the objective function in the feasible domain ([12], [13], [14]). But in multi-

objective optimization, the notion of optimal solution is replaced by the notion of Pareto optimal 

solution, i.e. a non-dominated solution ([14], [33], [34], [35]). 

Assume that a vector Z(x) has to be maximized i.e. Z(x) = (Z1(x),…,Zp(x)), where x IRn , with 

m constraints gi(x): 

  s.t.    gi(x)  0    (i = 1, … m) (5) 

a) Definition of a feasible solution 

A solution x* is a feasible solution of the optimization problem (5) , if and only if it satisfies 

all the constraints of the problem. The set of feasible solutions is called “feasible domain”. 

Î

( )xZMaximize £
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b) Definition [36] 

A solution x* in the feasible domain is Pareto-optimal or non dominated solution, if there is 

no solution x** in the feasible domain such that Zj(x**)  Zj(x*), j = 1,… , p , and Zl (x**) > 

Zl(x*) for at least one l [1, p]. 

A feasible solution x* is weakly Pareto-Optimal if there is no feasible solution x** such that 

Zj(x**) > Zj(x*) j [1, p]. 

c) Generation of a Pareto optimal solution 

There are several approaches to solve a multi-objective optimization problem to obtain a 

Pareto optimal solution ([14], [33], [34], [35], [36]). The existing methods can be classified in 

two categories:  

• the first one gathers the methods which are based on the preference of a decision maker. 

It consists of approaches based on the use of weightings, the constraint-based approach, 

or distances based approach [36]. The output of these methods is a single non-dominated 

solution, corresponding to the preference expressed by a decision maker for example. To 

obtain a set of Pareto-optimal solution, it is sufficient to consider a set of preferences, and 

to run the algorithm for each expressed preference. 

• the second one gathers methods using genetic algorithms, the main one are the Vector 

Evaluation Genetic Algorithms developed by Shaffer [36] and the Non dominated Sorting 

Genetic Algorithms (NSGA) developed by Srinivas et al. [34]. The output of these two 

methods is a set of Pareto-Optimal solutions. 

Let us present briefly the first category of methods. 

³

Î

Î
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Weighting-based approach [14][30][34] 

Consider wj > 0, j = 1,… , p. The weighting approach consists in solving the following single-

objective optimization problem: 

    s.t.   gi(x)  0   (i = 1, … m) (6) 

Consequently, the solution of (6) is also a solution of (5). The coefficients wj are arbitrarily 

chosen for this method, and depend on the decision maker preference. 

Constraints-based approach [30] [34] 

To solve equation (5) by the constraints-based approach, one needs to choose one component of 

the vector to be optimized as objective and some appropriate coefficients hj (according to the 

decision maker preference) and solve the following system (7), whose solution is also solution of 

(5): 

  (7) 

Approach based on distance function [30][34] 

This method consists of minimizing the objective chosen in the vector to optimize, compared to 

the specified target vector  of the problem. The multi-objective problem scalarization is: 

  (8) 

Where r Î N-{0}. The solution depends on the specified vector . The case r = 2 corresponds to 

the classical Euclidian metric. 
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Other specific methods used for genetic algorithms 

In the literature, there are some specific multi-objectives optimization methods based on genetic 

algorithms. The Vectors Optimization Genetic Algorithm (VEGA) for instance modifies the 

classical genetic algorithms by performing independent selection cycles according to each 

objective [36], and provides a set of Pareto optimal solutions. 

Equally, the Non-dominated Sorting Genetic Algorithms (NSGA) approach [34] provides a set 

of Pareto optimal solutions. 

3.2 Multi-objective optimization and constraints relaxation 

In this paper, we choose to use the weighting-based approach, more easy to implement. 

a) Weighting coefficients 

To a given set of weights (w1, w2) corresponds a Pareto optimal solution. Hence, if one wants to 

propose several choices to the decision maker, it will suffice to run the algorithm described in 

this paper the number of time it is necessary to obtain a set of Pareto optimal solutions. Indeed, 

the choice of weighting coefficients vector expresses a preference on the objective to be 

optimized. This approach may be time consumer with respect to the VEGA and NSGA [34] to 

perform the Pareto optimal search. But when the decision maker is sure on his preference (i.e. it 

does not need any other alternative), the simple weighting approach may be sufficient with a set 

of coefficients. 

By choosing the appropriate values for w1 > 0 and w2 > 0 according to the preference of the 

decision maker, the optimization problem could be stated as follows: 
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  (9) 

where !li, !µi and !ki respectively denote the lower bound of the failure rate, of the repair rate 

and of the number of components in a subsystem, and uli, uµi and uki respectively denote the 

upper bound of the same variables.  

On the basis of equation (9), the problem will be transformed into a single-objective optimization 

problem that can be solved by constraints relaxation. 

b) Penalty coefficients for constraints relaxation 

The exterior penalty methods are generally used to relax the constraints of a problem 

[7][26][27], and enable to solve an equivalent optimization problem without constraints. The 

choice of penalty coefficients takes into account the preference of the decision maker with 

respect to the constraints violation. Penalty coefficients are chosen according to practical 

implication of constraints violation. For example, the penalty on the cost will be large if the cost 

violation is less acceptable than the availability violation. 

Coit et al. 1996 [38] used adaptive coefficients to relax the constraints which are difficult to 

satisfy. They introduced the notion of “non feasible threshold solutions penalty”. 

In order to compare a solution with the same evaluation function, the penalty coefficients are 

chosen before the beginning of the simulation and are kept constant throughout the simulation. 

Thus, from a given generation i to i+1 (i = 1 to Ngene), the evaluation function which depends 

on weighting coefficients and penalty coefficients that will remain the same during all simulation 

enable to re-formulate the problem as follows: 
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   (10) 

where d1 and d2 are the penalty coefficients, and where the function F(l, µ , k) is defined as: 

  (11) 

A solution of (10) is also solution of (9) [14]. Thus, the search will use equation (10) which 

corresponds to a single-objective optimization problem. 

c) The evaluation function used in the genetic algorithm 

The new objective function F(l, µ , k) is bounded by a value Q such that for all li, µi, ki (i = 

1, …, s),  > 0. To prove this, it is sufficient to prove that the cost has an upper bound 

over the search space. Let us observe that if uk  = , then the following relation holds: 

 (12) 

In addition, according to Heine theorem [16], as the function  is continuous on a 

closed and bounded interval , it is bounded and reaches its upper and lower bounds on 

the interval. Here, we just need the fact that the function is upper-bounded. Let Mi Î IR+ be the 

upper bound, then the relation  holds. According to the continuity and the 

monotony of the function , the upper bound can be calculated as . 

Similarly, it can be proved that there exits a value Pi Î IR+ , , such that 
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Let us denote:             (13) 

Given that , , , and , 

then , because  and . 

Taking into account these properties, we can determine an upper bound of the objective 

function in equation (11) as: . 

Hence, for any positive real e, there exists a value Q such that , defined by 

. We chose e = 0 in this paper. 

Let , then the optimization problem can be stated as follows: 

  (14) 

By construction, the solutions of (14) satisfy the constraints related to the search domain 

[14]. Note that H is the scaling form of the objective function also called evaluation function 

because through this function, the decision maker preferences are taken into account from two 

points of view: 1) to obtain a single objective optimization problem, 2) to relax the constraints of 

the problem. 

The quality of the results of GA depends strongly on its adaptation function. The function H 

defined in this section is the adaptation function used in the proposed GA. H is also called fitness 

function or evaluation function. 
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4. PRINCIPLE OF GENETIC ALGORITHMS 

Genetic algorithms are introduced by John Holland at Michigan University in the late sixties [6]. 

Genetic algorithms belong to evolutionary algorithms and are devoted to simulate animals 

reproduction by using the Darwinian theory [17] which stipulates that only individuals that are 

strong may survive and will be able to reproduce. Then naturally the weak individuals will be 

eliminated. 

There are many papers that give details on this family of algorithm. The reader may refer to 

[6][18][26] for more details on the topic. A set of recent PhD dissertations [30], [33] on the topic 

shows that genetic algorithms are very efficient to solve NP-hard problems.  

The general schema of genetic algorithms may be summed up as follows (figure 2). First of 

all, an initial population (generation) of potential solutions (individuals) is generated randomly. 

One makes also evolve this population by recombination of individuals by the mean of crossover 

operator and/or mutation operator. A selection procedure based on a fitness function (also called 

evaluation function or adaptation function) enables to choose the individuals candidate for 

reproduction. The reproduction consists in recombining two individuals by the crossover 

operator, possibly followed by a mutation of the offspring. Therefore, from the initial population 

a new generation is obtained. From this new generation, a second new generation is produced by 

the same process and so on. The stop criterion is generally based on the number of generations. 
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Figure 2: Flowchart representing the GA’s principle. 

In the remainder of this section, the details of the items of the genetic algorithm we have 

implemented are presented with appropriate comments. 

4.1 Encoding of the solution 

A solution of equation (1) represents a chromosome which can be coded as a matrix of 

dimension 3´s. The first row of the matrix contains the failure rates li Î  of the 

components of the system. The second row contains the repair rates µi Î  and the third 

row contains the necessary number ki Î  of components in each subsystem such that the 

availability of the system reaches the target Aobj. This encoding appears to be simpler, in 

comparison to the binary encoding where the computing times are large without significant 

improvement in the search process [5]. 

The encoding proposed is phenotypic because the genes of the chromosomes are directly 

chosen in the variables space. One could have used a binary string to encode the chromosome of 
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solutions; in this case the gene would be a string of bits that would be decoded to obtain the 

solution in the variables space. This latter approach is a genotypic one. 

4.2 Generating the initial population 

The generation of an initial population is necessary to start solving the optimization problem 

with a GA. This process is based on the construction of initial solutions or individuals 

chromosomes by sampling randomly values of li, µi and ki in their appropriated interval. The 

size of any population is given and remains the same at each generation. The main difficulty in 

the initial population is that the individuals may not satisfy all or part of the constraints of the 

problem. A GA must improve the individuals of the populations throughout the successive 

generations, so as to tend towards the optimal solution. 

4.3 Selection of the individuals 

The selection principle is based on Darwin theory [17], which postulates that in a natural 

system, only strong individuals will survive. Selecting individuals who are prone to reproduction 

improves the new successive generations of individuals. Thus, the fitness of each individual of 

the population is evaluated in order to select the best individual who is in fact the individual that 

has the highest fitness. The mainly known selection processes are the roulette technique and the 

tournament technique. The first one may be consulted in [5] [18]. We shall present only the 

tournament technique used in this paper. 

The tournament technique 

The tournament technique consists in choosing M individuals at random (M < n), according 

to uniform law in (0,1) in a population and in retaining the m best individuals among M (m < M), 
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who will be inserted in the new generation that is being formed ([5], [20]) for the crossover. 

Generally, one chooses m = 1 ([5], [20]). 

In this paper, we use the tournament technique for selecting the individuals in the current 

population. The fitness of the individuals is measured by means of the adaptation function H 

defined in section 3.2, which corresponds to the relaxed form of the penalized objective function. 

4.4 Crossover operators 

There are several crossover operators in the literature [18]. The crossover must enable to 

obtain offspring whose chromosomes represent children who have kept the good properties of 

the parents. But it is not always possible to satisfy the latter crossover properties, and one defines 

crossover just to obtain new individuals that will be evaluated by the fitness function. Crossover 

operators must be adapted to the studied problem. The most current operators are the arithmetic 

crossover [5] [18]) and the crossover with one or several crossing points [20]. We shall present 

only the one point crossover, which is used in our paper. 

Crossover with one point 

Let [f1 f2 … fn] and [t1 t2 … tn] be two strings encoding two potential solutions of a problem. 

Let us choose randomly a value k in the set {1,…,n} following an uniform law. The crossover 

with one crossing point consists in creating two offspring as follows: f1f2...fktk+1...tn and t1t2...tk 

fk+1...fn. This crossover is the one used in our approach and simple to implement. It will be 

applied to each row of the chromosomes at the same position randomly chosen in each 

chromosome. 
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4.5 Mutation operators 

This operator is very relevant, for it enables to insert new genes in the chromosomes 

[6][18][27]. This can be seen as local reparation on the chromosome and thus brings new genes 

into the chromosomes of the individuals in order to increase diversity in the population. The 

mutation occurrence probability should be very low if one wants to ensure stability in the 

neighborhood of the current solution found by the algorithm. In our approach, the mutation 

consists in reducing the failure and the repair rates of 5% on 20% of the genes of the 

chromosomes. In addition, the number of components is increased by 1 in the corresponding 

genes. The values 5% and 20% are chosen because they appeared to be appropriate, but they 

could also be adjusted for instance by an experiment plan. But according to the importance of 

these parameters in the algorithm, we consider that it is not necessary to implement such a 

technique. 

4.6 Immigration technique 

In absence of sufficient diversity in the population, the algorithm can quickly converge 

towards a weak solution. This behavior is due to the heuristic character of the GA. To avoid such 

situation, we decide to change all or part of individuals of the current population when the best 

individual remains the same after a given number of successive generations. This process is 

called immigration [40]. In our case, it consists in removing randomly 50% of the individuals 

from the current population and in replacing them by new individuals generated randomly in the 

search space. This is performed when during  successive generations the algorithm 

has not improved the quality of the best individual, i.e. a new best individual is not obtained. 

ë û4/Ngene
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4.7 Tuning of the parameters of the algorithm  

The described GA needs the tuning of several parameters. The main parameters are the size 

of populations, the number of generations, the crossover probability, the mutation probability, 

and the stop criterion. The last one consists in stopping the algorithm after a given number of 

successive generations without any improvement of the best solution. But tuning the other 

parameters, remains a difficult task. To overcome this difficulty, we propose to study the 

sensitivity of each parameter on the results and the algorithm efficiencies, by using the 

experiment plan described in section 5. This approach gives two indications for the parameters 

algorithm adjustment: 

• the sensitivity of each parameter on the solution, 

• the optimal set of parameters that will be used for the algorithm. 

In 1986, Grefenstette [39] proposed to find the set of optimal parameters of genetic 

algorithms by means of efficiency criteria based on the objective function to be optimized (for 

unconstrained problems). He determined the set of optimal parameters by means of a meta GA to 

optimize the parameters of the GA to be designed. In our concerns, we not only take into account 

the objective to be optimized, but also the fact that the random process (seed) may have an effect 

on the simulation. 

a) Population size 

Usually, the number of individuals in the population which stands for the population size 

(Pop) depends on the problem to be solved. In the case where the initial population consists of 

feasible solutions, generally difficult to generate, we suggest to consider populations of small 

size. Indeed, in an optimization problem, find a feasible solution may be as difficult as to find the 
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optimal solution. Therefore, it is suggested to consider small size of populations, according to the 

computing time necessary to obtain such a solution, when the initial population is made up of 

feasible solutions. In the contrary case where the initial population is not made up of feasible 

solutions, it seems better to consider large size of populations. For our concern, we have 

generated non-feasible solutions and have relaxed the constraints. 

b) Number of generations 

The current population is called generation in GA. The number Ngene of generations must 

be fixed at the beginning of the algorithm by taking into account its convergence. This number 

may be large or not according to the problem under consideration. It is also one of the most used 

stop criteria. Let us observe that it is the computing time which will give a limitation to Ngene. 

Anyways, it is better to have largest size possible for Ngene. A good tradeoff must be found 

between the computing time and Ngene. 

c) Crossover probability 

The crossover probability (pc) is used to decide which couples of individuals constituting the 

current population to be crossed, according to the random variable u sampled in the interval (0, 

1): if u < pc, then the couple of individuals corresponding to this pulling is crossed. The value of 

pc is generally chosen bigger than 0.5, and is often considered equal to 0.6 [6]. In order to 

increase the possibility of obtaining good individuals among the populations generated during 

the successive improvements, we choose these two values for the crossover probability: 0.5 and 

0.8 for the experiment plan. 
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d) Mutation probability 

While referring to the natural systems, the mutation is a rare phenomenon, and occurs with a 

small probability. Thus, we adopted the usual values of the probability of mutation pm [6]: pm is 

generally chosen in the interval (0.03, 0.05). 

4.8 General structure of the algorithm 

1. Encode the solution; 

2. Define the parameters of the algorithm: Pop, pm, pc, Ngene;  m0 := 0, d = ëNgene/4û /*d immigration 

parameter */ 

3. Do n := 0  

4. Create randomly the initial population P(0) 

5. Select Pop individuals to be crossed, that constitute the population PCO of individuals to be 

crossed.  /* PCO is an intermediate population*/ 

6. For i = 1:2:Pop-1; 

u1 := rand(0,1); 

if u1 < pc; 

cross PCO(i) and PCO(i+1); /* CH1, CH2 are returned */ 

u2:= rand(0,1); 

if u2 < pc 

CH1 := mutate(CH1); /* CH1, CH2 are the children */ 

CH2 := mutate(CH2); /*mutate is the mutation operator */ 

endif 

else 

CH1:= PCO(i);  CH2:= PCO(i+1); 

endif; 

PCT(i) := CH1;     /* PCT current population */ 

PCT(i+1) := CH2; 

Endfor 

7. BEST(n) := best individual of PCT /*BEST stores the best individuals */ 

8. If BEST(n) is better than BEST(m0) 

m0 = n; 

endif 

9. If n-m0 > d; 

do immigration in PCT; 

endif 

10. If n < Ngene 

n:= n+1; 
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goto 5; 

else 

stop; 

endif; 

5. EXPERIMENT PLAN AND APPLICATION 

Generally, researchers use arbitrary parameters values in the algorithms they implemented. For 

example, some authors consider that a crossover probability value may range from 0.6 to 0.8 and 

a mutation probability may range from 0.0 to 0.05. The size of population and number of 

generation are parameters that authors used to choose arbitrary without any particular 

investigation. It seems important to find the set of parameters that would provide the best results 

in terms of search efficiency. This set of (optimal) parameters may be found by using 

experiments plan to tune the  parameters of the GA before running it with the set of optimal 

parameters. In this section, we present first of all the principle of experiments plan. Then, we 

present the application of this technique to help the tuning of the  parameters of the GA. For that, 

we present the main elements from which the tuning is performed: the coding of the concerned 

parameters, the experimental matrix, the sensitivity measurement function of the efficiency of 

the algorithm and the result in term of choice of the parameters. The selected parameters are 

those used in the experiment that gives the best value of adaptation function. Finally, some 

comments related to the results are given. 

5.1 The experiment plan 

The tuning of a complex process controlled by several parameters is a very hard time 

consuming task in practice. Achieving an optimal tuning of the parameters of the process may be 

ensured through an experiment plan ([19], [20]), which is an optimization technique easy to 

implement. This technique, which principle is the following, is based on effectiveness evaluation 
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and sensitivity analysis of the process compared to the parameters. It aims at finding the right 

parameters through a small number of experiments. Let k be the number of parameters whose 

variation can affect the effectiveness of the process, i.e. k is the dimension of the vector of 

parameters also called factors. To reduce the number of experiments during the tuning of the 

parameters, let us consider discrete values for each parameter and let m be the possible number 

of discrete values for each parameter. Hence, there are mk possible combinations of the values of, 

parameters enabling to evaluate the effectiveness of the process. This process can then be 

evaluated through mk experiments. The evaluations will be based, in this experiment plan, on the 

input and output data of the process and on given criteria functions. Let us note that an 

experiment represents the running of the algorithm with a combination of the values of the 

parameters. For example, according to the experiment plan used, the experiment #1 will consist 

in running the algorithm with parameters (Pop, pm, pc, Ngene) = (100, 0.02, 0.5, 200). 

5.2 Tuning the parameters of the GA 

The process under consideration here is the GA, and we define two levels (m = 2) for each 

of its factors or parameters (-1 for a low value, +1 for a high value), as in table 1. Four 

parameters (k = 4) are concerned {pc, pm, Pop, Ngene}. The optimal combination of parameters 

will be investigated in a factorial plan of dimension 24, i.e. 16 experiments will be performed to 

determine the best values combination of the parameters. The experiment plan can be modeled 

by a matrix M(i, j) in which the index of the rows corresponds to the experiment index, and index 

of the column corresponds to the index of the parameters. Let y be a parameter, y Î ( pc, pm, 

Pop Ngene). The matrix M defined as follows is summarized in table 2. 
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With this model, the evaluation of the sensitivity of the algorithm will be based on the 

following measurement functions with respect  to each parameter: 

,   j = 1, …, k 

The aim is to identify the best experiment, which is defined by the one that gives statistically 

the best results. The criteria that measure the best experiment will be the score Si of each 

experiment after a given number of runs of the algorithm with the experiment plan. To obtain the 

score of an experiment, it must be run during a given number of times with a change of the seed 

of the random generator. The score of each experiment corresponds to the number of times it 

finds the best solution. Thus, the sensitivity analysis will be done by the use of the score Si. The 

ad hoc sensitivity analysis is then given by: 

,   j = 1, …, k 

The input data of the optimization problem are the following: 

s= 5; Aobj = 0.999 Cmax= 600 units ; uk= 9x(1 1 1 1 1) 

w1 = 0.75; w2 =0.25 d1 = 100; d2 =10000 

p =-0.8x(0.4, 0.2, 1, 0.8, 1.2) q = 0.85 x (0.4, 0.2, 1, 0.8, 1.2) 

a = 0.01 x (4, 2, 5, 8, 12); b = 0.1 x (0.4, 0.2, 1, 0.8, 1.2) 

ll=10-3x(0.4, 0.4, 0.5, 0.3, 0.5) ul= 2.10-3 x (1, 1, 1, 1, 1)  

lµ =0.5 x (0.4, 0.7, 0.9, 0.8, 0.7) uµ= 0.85 x (0.4, 0.7, 0.9, 0.8, 0.7) 

The efficiency criterion according to experiment of index i is denoted Hi, which corresponds 

to the adaptation function defined in section 3.2. In this paper, the relevant criterion for the 

efficiency of the algorithm is the score Si defined above. The sensitivity measurement increases 

with the influence of the corresponding parameter. 
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Table 1 describes the encoding of the parameters and Table 2 shows the matrix of the 

experiment plan for the efficiency evaluation of the GA.  

Table 1: Factors of the experiment plan. 

Parameters -1 +1 

F1 = Pc  0.5 0.8 

F2 = pm 0.02 0.05 

F3 = Pop  60 90 

F4 = Ngene 100 200 

 

 
Figure 3: Experiments results. 

Table 2: Experiments matrix and statistics on 250 runs. 

N F1 F2 F3 F4  250 runs 
1 -1 -1 -1 -1  38 
2 +1 -1 -1 -1  20 
3 -1 +1 -1 -1  16 
4 +1 +1 -1 -1  9 
5 -1 -1 +1 -1  6 
6 +1 -1 +1 -1  6 
7 -1 +1 +1 -1  12 
8 +1 +1 +1 -1  11 
9 -1 -1 -1 +1  41* 

10 +1 -1 -1 +1  28 
11 -1 +1 -1 +1  20 
12 +1 +1 -1 +1  10 
13 -1 -1 +1 +1  11 
14 +1 -1 +1 +1  9 
15 -1 +1 +1 +1  6 
16 +1 +1 +1 +1  7 

Table 3: sensitivity measurement for 250 runs. 

Qj Q1  Q2 Q3 Q4 

250 runs 3,125 4,25 7,125 0,875 

 

5.3 Results and comments 

The adaptation function defined in section 3.2 is considered as an efficiency measurement 

function for the individuals of the GA. After 250 runs of the GA, the experiment #9 gives the 

best results according to the experiment plan (see Table 2). Indeed, this experiment has obtained 

the best score (number of maximum values of the adaptation function). The parameters of the 

experiment #9 are selected for implementing the GA to find the solution of the optimization 

problem. This helps to choose the parameters of the GA which enable to reach an optimal 
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solution. In addition, the sensitivity measurement of this experiment plan enables to identify the 

most sensitive parameters of the algorithm: Pop and pm (factors 3 and 2). In addition, it is 

interesting to notice that the factor 1 (Pc) is also important (see Table 3). 

5.4 Optimal search with GA 

The stability of the algorithm with respect to the parameters and even to the structure of the cost 

function constitutes a problem of thorough investigation. But, with regard to our optimization 

problem, the method which is suggested for tuning the parameter of the algorithm  remains 

statistically acceptable. By using the retained parameters in the case studied and referring to the 

experiment plan technique, experiment # 9 corresponding to factors level (-1, -1, -1, +1) gives 

the solution depicted in table 4 for our problem. For a sufficiently exhaustive search of solution 

and to ensure that the solution is close to the optimal solution, it is essential to increase the size 

of the population (300 for example) on the one hand. It can be also necessary to increase the 

number of factors considered in the implementation of the experiment plan on the other hand. 

But that orientation may be expensive in computing times and it thus becomes important to find 

very quickly a good compromise. 

The system considered consists of 5 parallel subsystems in serial (cf. figure 1). The 

successive improvements of the best individual at each generation, during the search of the 

optimal solution with the GA are plotted in figure 4. The curve in this figure shows the evolution 

of the best fitness or the adaptation function from the first generation to the current generation: 

, for .
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Table 4: Results obtained for the best solution 

i ki li(10-3h-1) µi (h-1) 

1 3 0.0721 0.2281 

2 3 0.1258 0.4349 

3 1 0.1991 0.6148 

4 3 0.1758 0.4713 

5 1 0.1952 0.5872 

As = 0.9993 CS = 546.43 units 

  

Figure 4: Max Fitness from the first generation 

Table 4 summarizes the optimization results, with the failure and repair rate and the number of 

components allocated to each subsystem. One notes that the  cost of the system is also less than 

CMax. 

6. CONCLUSION 

In this paper, a GA-based approach is proposed to solve a multi-objective optimization 

problem. It simultaneously aims at maximizing the availability and minimizing cost of repairable 

parallel-series systems. In a first step, we used the weighting technique to transform the problem 

into a problem of single objective optimization. Next we relaxed the constraints by mean of the 

technique of exact penalty to reformulate the problem and to find a solution. The objective 

function obtained is then used for adaptation in a GA. In a second step, we developed the GA for 

which we have tried to provide guidance to adjust the parameters and control the fitness. For that 

purpose, we designed an experiment plan that shows its relevance for the GA implementation. 

The use of experiment plans could also be suitable to solve the optimization problems with 

simulated annealing, where there are several parameters to adjust. The methodology can be 

structured in two steps as follows: 1) working out of an experiment plan for the tuning of the 

parameter of the algorithm; 2) selection of the best parameters and implementation of the GA for 



29 

the search of an optimal solution. Numerical experiments enable to illustrate the effectiveness of 

the approach. Even if GA do not give the optimal solution, it remains a practical way to search a 

solution complying at best with the problem constraints. 
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