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Abstract

We consider the large sum of DC (Difference of Convex) functions minimization prob-

lem which appear in several different areas, especially in stochastic optimization and

machine learning. Two DCA (DC Algorithm) based algorithms are proposed: stochas-

tic DCA and inexact stochastic DCA. We prove that the convergence of both algo-

rithms to a critical point is guaranteed with probability one. Furthermore, we develop

our stochastic DCA for solving an important problem in multi-task learning, namely

group variables selection in multi class logistic regression. The corresponding stochas-

tic DCA is very inexpensive, all computations are explicit. Numerical experiments

on several benchmark datasets and synthetic datasets illustrate the efficiency of our

algorithms and their superiority over existing methods, with respect to classification

accuracy, sparsity of solution as well as running time.

Keywords: Large sum of DC functions, DC Programming, DCA, Stochastic DCA,

Inexact Stochastic DCA, Multi-class Logistic Regression

∗Corresponding author

Email addresses: lethihoaiant@tdtu.edu.vn (Hoai An Le Thi ),

hoai-an.le-thi@univ-lorraine.fr (Hoai An Le Thi ), minh.le@univ-lorraine.fr

(Hoai Minh Le), duy-nhat.phan@univ-lorraine.fr (Duy Nhat Phan),

bach.tran@univ-lorraine.fr (Bach Tran)

Preprint submitted to Neural Network July 10, 2020

Stochastic DCA for minimizing a large sum of DC

functions with application to Multi-class Logistic

Regression

Hoai An Le Thia,b,c,∗, Hoai Minh Lec, Duy Nhat Phanc, Bach Tranc

aDepartment for Management of Science and Technology Development, Ton Duc Thang University, Ho Chi Minh 
City, Vietnam

bFaculty of Mathematics and Statistics, Ton Duc Thang University, Ho Chi Minh City, Vietnam
cDepartment of Computer Science and Applications, LGIPM,

University of Lorraine, France

© 2020 published by Elsevier. This manuscript is made available under the CC BY NC user license
https://creativecommons.org/licenses/by-nc/4.0/

Version of Record: https://www.sciencedirect.com/science/article/pii/S0893608020303233
Manuscript_845272159d3c4fd2e95a27c04131e8d2

https://creativecommons.org/licenses/by-nc/4.0/
https://www.sciencedirect.com/science/article/pii/S0893608020303233


1. Introduction

We address the so-called large sum of DC functions minimization problem which

takes the form

min
x∈Rd

{

F (x) :=
1

n

n
∑

i=1

Fi(x)

}

, (1)

where Fi are DC functions, i.e., Fi(x) = gi(x) − hi(x) with gi being lower semi-

continuous proper convex and hi being convex, and n is a very large integer number.

The problem of minimizing F over a convex set Ω is also of the type (1), as the convex

constraint x ∈ Ω can be incorporated into the objective function F via the indicator

function χΩ of Ω defined by χΩ(x) = 0 if x ∈ Ω, +∞ otherwise. Our study is

motivated by the fact that the problem (1) appears in several different contexts, espe-

cially in stochastic optimization and machine learning. For instance, let us consider the

minimization of expected loss in stochastic programming

min
x∈Ω

E[f(x, ξ)], (2)

where f is a loss function of variables x and ξ, and ξ is a random variable. A stan-

dard approach for solving (3) is the sample average method (Healy & Schruben, 1991)

which approximates the problem (2) by

min
x∈Ω

1

n

n
∑

i=1

f(x, ξi), (3)

where ξ1, ..., ξn are independent, identically distributed realizations of ξ. When the loss

function f is DC, the problem (3) takes the form of (1) with Fi(x) = f(x, ξi)+χΩ(x).

Obviously, the larger n is, the better approximation will be. Hence, a good approximate

model of the form (3) in average sample methods requires an extremely large number

n.

Furthermore, let us consider an important problem in machine learning, the multi-

task learning. Let T be the number of tasks. For the j-th task, the training set Dj

consists of nj labeled data points in the form of ordered pairs (xj
i , y

j
i ), i = 1, ..., nj,

with xj
i ∈ R

d and its corresponding output yj
i ∈ R. Multi-task learning aims to

estimate T predictive functions fj
θ (x) : R

d → R, j = 1, ..., T , which fit well the data.
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The multi-task learning can be formulated as

min
θ







T
∑

j=1

nj
∑

i=1

L(yj
i , f

j
θ (xj

i )) + λp(θ)







, (4)

where L denotes the loss function, p is a regularization term and λ > 0 is a trade-off

hyper-parameter. For a good learning process,
∑T

j=1 nj is, in general, a very large

number. Clearly, this problem takes the form of (1) when L and p are DC functions.

We observe that numerous loss functions in machine learning (e.g. least square loss,

squared hing loss, ramp loss, logistic loss, sigmoidal loss, etc) are DC. On another

hand, most of the existing regularizations can be expressed as DC functions. For in-

stance, in learning with sparsity problems involving the zero norm (which include,

among of others, variable / group variable selection in classification, sparse regression,

compressed sensing) all standard nonconvex regularizations studied in the literature are

DC functions (Le Thi et al., 2015). Moreover, in many applications dealing with big

data, the number of both variables and samples are very large.

The problem (1) has a double difficulties due to the nonconvexity of Fi and the

large value of n. Meanwhile, the sum structure of F enjoys an advantage: one can

work on Fi instead of the whole function F . Since all Fi are DC functions, F is DC

too, and therefore (1) is a standard DC program, i.e., minimizing a DC function under

a convex set and/or the whole space.

To the best of our knowledge, although several methods have been developed for

solving different special cases of (1), there is no existing work that considers the gen-

eral problem (1) as well. The stochastic gradient (SG) method was first introduced in

Robbins & Monro (1951) and then developed in Bottou (1998); LeCun et al. (1998) for

solving (3) in the unconstrained case (Ω = Rd) with f(·, ξi) being smooth functions.

The SG method chooses il ∈ {1, ..., n} randomly and performs the update

xl+1 = xl − αl∇f(xl, ξil
), (5)

where αl is the step size and ∇f(xl, ξil
) is a stochastic gradient. Later, Bertsekas

(2011, 2010) proposed the proximal stochastic subgradient methods (also referred as

incremental proximal methods) for solving (3) in convex case, i.e., Ω is a closed con-

vex set and f(·, ξi) are convex functions. The computational cost per iteration of these
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basic SG methods is very cheap, however, due to the variance introduced by random

sampling, their convergence rates are slower than the “full” gradient methods. Hence,

some SG methods for solving (3) in unconstrained differentiable convex case use ei-

ther the average of the stored past gradients or a multi-stage scheme to progressively

reduce the variance of the stochastic gradient (see e.g Schmidt et al. (2017); Shalev-

Schwartz & Zhang (2013); Defazio et al. (2014a,b); Johnson & Zhang (2013)). With

the variance reduction techniques, other variants of the SG method have been proposed

for nonconvex problem (3) where the L-smooth property is required (see e.g. Mairal

(2015); Reddi et al. (2016); Allen-Zhu & Yuan (2016)).

As (1) is a DC program, a natural way to tackle it is using DCA (DC Algorithm)

(see (Le Thi & Pham Dinh, 2005, 2018; Pham Dinh & Le Thi, 1998, 1997, 2014)

and references therein), an efficient approach in nonconvex programming framework.

DCA addresses the problem of minimizing a DC function on the whole space R
d or

on a closed convex set Ω ⊂ R
d. Generally speaking, a standard DC program takes the

form:

α = inf{F (x) := G(x)−H(x) | x ∈ R
d} (Pdc),

where G, H are lower semi-continuous proper convex functions on R
d. Such a func-

tion F is called a DC function, and G − H is a DC decomposition of F while G

and H are the DC components of F . DCA has been introduced in 1985 Pham Dinh

& Souad (1986) and extensively developed since 1993 ((Le Thi & Pham Dinh, 2005,

2018; Pham Dinh & Le Thi, 1998, 1997, 2014) and references therein) to become

now classic and increasingly popular. Most existing methods in convex/nonconvex

programming are special versions of DCA via appropriate DC decompositions (see

(Le Thi & Pham Dinh, 2018)). In recent years, numerous DCA-based algorithms have

been developed for successfully solving large-scale nonsmooth/nonconvex programs

appearing in several application areas, especially in machine learning, communication

system, biology, finance, etc. (see e.g. the list of references in Le Thi (Home Page);

Le Thi & Pham Dinh (2018)). DCA has been proved to be a fast and scalable ap-

proach which is, thanks to the effect of DC decompositions, more efficient than related

methods. For a comprehensible survey on thirty years of development of DCA, the
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reader is referred to the recent paper (Le Thi & Pham Dinh, 2018). New trends in

the development of DCA concern novel versions of DCA-based algorithms (e.g. on-

line/stochastic/approximate/like DCA) to accelerate the convergence and to deal with

large-scale setting and big data. Our present work follows this direction.

The original key idea of DCA relies on the DC structure of the objective function F .

DCA consists in iteratively approximating the considered DC program by a sequence

of convex ones. More precisely, at each iteration l, DCA approximates the second

DC component H(x) by its affine minorization Hl(x) := H(xl) + 〈x − xl, yl〉, with

yl ∈ ∂H(xl), and minimizes the resulting convex function.

Basic DCA scheme

Initialization: Let x0 ∈ dom ∂H , l = 0.

For l = 0, 1, . . . until convergence of {xl}:

k1: Calculate yl ∈ ∂H(xl);

k2: Calculate xl+1 ∈ argmin{G(x)−Hl(x) : x ∈ R
d} (Pl).

Paper’s contributions. We first propose the so-called stochastic DCA, by taking the

advantage of the sum structure of F , for solving (1). For the first time in the literature

a stochastic algorithm is investigated to the general problem (1) which is, as mentioned

above, a common model of various applications. Exploiting the efficiency of DCA, we

develop novel DCA-based algorithms to tackle the difficulty due to the large value of

n. The basic idea of stochastic DCA is to update, at each iteration, the minorant of only

some randomly chosen hi while keeping the minorant of the other hi. Hence the main

advantage of the stochastic DCA versus standard DCA is the computational reduction

in the step of computing a subgradient of H . Meanwhile, the convex subproblem is

the same in both standard DCA and stochastic DCA. The first work in this direction

was published in the conference paper Le Thi et al. (2017) where we only considered

a machine learning problem which is a special case of (1), namely

min
x

1

n

n
∑

i=1

fi(x) + λ‖x‖2,0,

where fi are L-Lipschitz functions. We rigorously studied the convergence properties

of this stochastic DCA and proved that its convergence is guaranteed with probability
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one. In the present work, we also prove the same convergence properties of stochastic

DCA for the general problem (1) where Fi is any DC function.

Secondly, to deal with the computational aspect in large-scale setting, we further

propose an inexact stochastic DCA version in which both subgradient of H and optimal

solution of the resulting convex program are approximately computed. We show that

the convergence properties of stochastic DCA are still valid for the inexact stochastic

DCA.

Thirdly, we show how to develop the proposed stochastic DCA for the group vari-

ables selection in multi-class logistic regression, a very important problem in machine

learning which takes the form (1). We consider three nonconvex regularizations `q,0

(q ∈ {1, 2,∞}) with two approximation functions of `q,0, and develop 12 algorithms

(6 versions of standard DCA and 6 versions of stochastic DCA) for this problem. For

the first time, a careful study is proposed in the literature. Thanks to a suitable DC de-

composition, all versions of our proposed algorithms are explicit, i.e. all calculations

are explicitly defined and no supplement solver is needed. Numerical experiments

on very large synthetic and real-world datasets show that our approach is much more

efficient, in both quality and rapidity, than four related methods.

The remainder of the paper is organized as follows. Solution methods based on

stochastic DCA for solving (1) are developed in Section 2 while the stochastic DCA for

the group variables selection in multi-class logistic regression is presented in Section

3. Numerical experiments are reported in Section 4. Finally, Section 5 concludes the

paper.

2. Stochastic DCA for minimizing a large sum of DC functions

Before presenting the stochastic DCA, let us recall some basic notations that will

be used in the sequel.

The modulus of a convex function θ : R
d → R ∪ {+∞} on Ω, denoted by ρ(θ, Ω)

or ρ(θ) if Ω = R
n, is given by

ρ(θ, Ω) = sup{ρ ≥ 0 : θ − (ρ/2)‖.‖2 is convex on Ω}.
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One says that θ is ρ-convex (resp. strongly convex) on Ω if ρ(θ, Ω) ≥ 0 (resp.

ρ(θ, Ω) > 0).

For ε > 0 and x0 ∈ dom θ, the ε-subdifferential of θ at x0, denoted ∂θε(x
0), is

defined by

∂θε(x
0) := {y ∈ R

d : θ(x) ≥ θ(x0) + 〈x − x0, y〉 − ε, ∀x ∈ R
d}, (6)

while ∂θ(x0) stands for the usual (or exact) subdifferential of θ at x0 (i.e. ε = 0 in

(6)).

For ε ≥ 0, a point xε is called an ε-solution of the problem inf{f(x) : x ∈ R
d} if

f(xε) ≤ f(x) + ε ∀x ∈ R
d.

2.1. Stochastic DCA

Now, let us introduce a stochastic version of DCA, named SDCA, for solving (1).

A natural DC formulation of the problem (1) is

min
{

F (x) = G(x)−H(x) : x ∈ R
d
}

, (7)

where

G(x) =
1

n

n
∑

i=1

gi(x) and H(x) =
1

n

n
∑

i=1

hi(x).

According to the generic DCA scheme, DCA for solving the problem (7) consists of

computing, at each iteration l, a subgradient vl ∈ ∂H(xl) and solving the convex

subproblem of the form

min
{

G(x)− 〈vl , x〉 : x ∈ R
d
}

. (8)

As H = 1
n

∑n
i=1 hi, the computation of subgradients of H requires the one of all

functions hi. This may be expensive when n is very large. The main idea of SDCA

is to update, at each iteration, the computation of subgradient of only some randomly

chosen hi while keeping the one of the other hi.

SDCA for solving the problem (7) is described in Algorithm 1 below.

7



Algorithm 1 SDCA for solving the problem (1)

Initialization: Choose x0 ∈ dom ∂H , s0 = {1, ..., n}, and l = 0.

Repeat

1. Compute vl
i ∈ ∂hi(x

l) if i ∈ sl and keep vl
i = vl−1

i if i /∈ sl, l > 0. Set

vl = 1
n

∑n
i=1 vl

i.

2. Compute xl+1 by solving the convex problem (8).

3. Set l = l + 1 and randomly choose a small subset sl ⊂ {1, ..., n}.

Until Stopping criterion.

Remark 1. SDCA differs from DCA only at the step 1. Instead of computing ∂H (by

computing ∂hi for all i = 1, . . . , n) as in DCA, SDCA updates only a small number

of ∂hi. Clearly, this technique reduces considerably the running time of DCA, and,

intuitively, SDCA should be much faster than DCA, in particular when the computation

of ∂hi is expensive. Naturally, such a technique may reduce the quality of solution, and

the crucial matter is the convergence properties of SDCA: do we get a critical point as

in DCA ?

The following theorem shows that the convergence properties of SDCA are guar-

anteed with probability one.

Theorem 1. Assume that α∗ = inf F (x) > −∞, and |sl| = b for all l > 0. Let {xl}

be a sequence generated by SDCA , the following statements hold.

a) {F (xl)} is the almost sure convergent sequence.

b) If mini ρ(hi) > 0, then
∑∞

l=1 ‖x
l− xl−1‖2 < +∞ and liml→∞ ‖xl − xl−1‖ =

0, almost surely.

c) If mini ρ(hi) > 0, then every limit point of {xl} is a critical point of F with

probability one.

Proof. a) Let x0
i be the copies of x0. We set xl+1

i = xl+1 for all i ∈ sl+1 and

xl+1
j = xl

j for j 6∈ sl+1 . We then have vl
i ∈ ∂hi(x

l
i) for i = 1, ..., n. Let T l

i be
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the function given by

T l
i (x) = gi(x)− hi(x

l
i)−

〈

x− xl
i, v

l
i

〉

.

It follows from vl
i ∈ ∂hi(x

l
i) that

hi(x) ≥ hi(x
l
i) +

〈

x− xl
i, v

l
i

〉

.

That implies T l
i (x) ≥ Fi(x) ≥ Fi(x) for all l ≥ 0, i = 1, ..., n. We also observe that

xl+1 is a solution to the following convex problem

min
x

T l(x) :=
1

n

n
∑

i=1

T l
i (x), (9)

Therefore

T l(xl+1) ≤ T l(xl) = T l−1(xl) +
1

n

∑

i∈sl

[T l
i (x

l)− T l−1
i (xl)]

= T l−1(xl) +
1

n

∑

i∈sl

[Fi(x
l) + 2εl − T l−1

i (xl)],

(10)

where the second equality follows from T l
i (x

l) = Fi(x
l) for all i ∈ sl. Let Fl denote

the σ-algebra generated by the entire history of SDCA up to the iteration l, i.e., F0 =

σ(x0) and Fl = σ(x0, ..., xl, s0, ..., sl−1) for all l ≥ 1. By taking the expectation of

the inequality (A.2) conditioned on Fl, we have

E
[

T l(xl+1)|Fl

]

≤ T l−1(xl)−
b

n

[

T l−1(xl) − F (xl)
]

.

By applying the supermartingale convergence theorem (Neveu, 1975; Bertsekas et al.,

2003) to the nonnegative sequences {T l−1(xl)−α∗}, { b
n
[T l−1(xl)−F (xl)]} and {0},

we conclude that the sequence {T l−1(xl, yl) − α∗} converges to T ∗ − α∗ and

∞
∑

l=1

[

T l−1(xl)− F (xl)
]

<∞, (11)

with probability 1. Therefore {F (xl)} converges almost surely to T ∗.

b) By vl−1
i ∈ ∂hi(x

l−1
i ), we have

hi(x) ≥ hi(x
l−1
i ) + 〈x− xl−1

i , vl−1
i 〉+

ρ(hi)

2
‖x− xl−1

i ‖2, ∀x ∈ R
d.

9



This implies

Fi(x) ≤ T l−1
i (x) −

ρ(hi)

2
‖x− xl−1

i ‖2. (12)

From (A.2) and (A.4) with x = xl, we have

T l(xl+1) ≤ T l−1(xl)−
1

n

∑

i∈sl

ρ(hi)

2
‖x− xl−1

i ‖2. (13)

Taking the expectation of the inequality (A.5) conditioned on Fl, we obtain

E
[

T l(xl+1)|Fl

]

≤ T l−1(xl) −
b

4n2

n
∑

i=1

ρ(hi)‖x
l − xl−1

i ‖
2 +

(

2b

n
+ 1

)

εl.

Combining this and ρ = mini=1,...,n ρ(hi) > 0 gives us

E
[

T l(xl+1)|Fl

]

≤ T l−1(xl)−
bρ

2n2

n
∑

i=1

‖xl − xl−1
i ‖2.

Applying the supermartingale convergence theorem to the nonnegative sequences {T l−1(xl)−

α∗}, { bρ
2n2

∑n
i=1 ‖x

l − xl−1
i ‖2} and {0}, we get

∞
∑

l=1

n
∑

i=1

‖xl − xl−1
i ‖2 <∞,

with probability 1. In particular, for i = 1, ..., n, we have

∞
∑

l=1

‖xl − xl−1
i ‖2 <∞, (14)

and hence liml→∞ ‖xl − xl−1
i ‖ = 0 almost surely.

c) Assume that there exists a sub-sequence {xlk} of {xl} such that xlk → x∗ almost

surely. From (A.6), we have ‖xlk+1−xlk
i ‖ → 0 almost surely. Therefore, by the finite

convexity of hi, without loss of generality, we can suppose that the sub-sequence vlk
i

tends to v∗i almost surely. Since vlk
i ∈ ∂hi(x

lk
i ) and by the closed property of the

subdifferential mapping ∂hi, we have v∗i ∈ ∂hi(x
∗). As xlk+1 is a solution of the

problem minx T lk (x), we obtain

0 ∈ ∂T lk (xlk+1). (15)

This is equivalent to

0 ∈ ∂
1

n

n
∑

i=1

gi(x
lk+1)−

1

n

n
∑

i=1

vlk
i = ∂G(xlk+1)−

1

n

n
∑

i=1

vlk
i . (16)
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Hence, 1
n

∑n
i=1 vlk

i ∈ ∂G(xlk+1). By the closedness property of the subdifferential

mapping ∂G, we obtain v∗ = 1
n

∑n
i=1 v∗i ∈ ∂G(x∗) with probability one. Therefore,

v∗ ∈ ∂G(x∗) ∩ ∂H(x∗), (17)

with probability 1. This implies that x∗ is a critical point of F with probability 1 and

the proof is then complete.

2.2. Inexact stochastic DCA

The SDCA scheme requires the exact computations of vl
i and xl+1. Observing that,

for standard DCA these computations are not necessarily exact ( Le Thi & Pham Dinh

(2018)), we are suggested to introduce an inexact version of SDCA. This could be use-

ful when the exact computations of vl
i and xl+1 are expensive. The inexact version

of SDCA computes ε-subgradients vl
i ∈ ∂εlhi(x

l) and an εl-solution xl+1 of the con-

vex problem (8) instead of exactly computing. The inexact version of SDCA, named

ISDCA, is described as follows.

Algorithm 2 ISDCA for solving the problem (1)

Initialization: Choose x0 ∈ dom ∂H , s0 = {1, ..., n}, ε0 ≥ 0 and l = 0.

Repeat

1. Compute vl
i ∈ ∂εlhi(x

l) if i ∈ sl and keep vl
i = vl−1

i if i /∈ sl, l > 0. Set

vl = 1
n

∑n
i=1 vl

i.

2. Compute an εl-solution xl+1 of the convex problem (8).

3. Set l = l + 1, randomly choose a small subset sl ⊂ {1, ..., n}, and update

εl ≥ 0.

Until Stopping criterion.

Remark 2. ISDCA should be less expensive than SDCA when the computation of ∂hi

and/or the solution of convex subproblems (8) is very hard and expensive. In such

cases ISDCA could be an effective algorithm. If the computation of all ∂hi as well as

the solution of convex subproblems (8) are defined in explicit forms, then this version

ISDCA is useless.
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Under an assumption that
∑∞

l=0 εl < +∞, the ISDCA has the same convergence

properties as SDCA, which are stated in the following theorem.

Theorem 2. Assume that α∗ = inf F (x) > −∞, and |sl| = b for all l > 0. Let {xl}

be a sequence generated by ISDCA with respect to a nonnegative sequence {εl} such

that
∑∞

l=0 εl < +∞ almost surely. The following statements hold.

a) {F (xl)} is the almost sure convergent sequence.

b) If mini ρ(hi) > 0, then
∑∞

l=1 ‖x
l− xl−1‖2 < +∞ and liml→∞ ‖xl − xl−1‖ =

0, almost surely.

c) If mini ρ(hi) > 0, then every limit point of {xl} is a critical point of F with

probability one.

This theorem is analogously proved as Theorem 1 and its proof is provided in Ap-

pendix A.

3. Application to Group Variables Selection in multi-class Logistic Regression

Logistic regression, introduced by D. Cox in 1958 Cox (1958), is undoubtedly

one of the most popular supervised learning methods. Logistic regression has been

successfully applied in various real-life problems such as cancer detection Kim et al.

(2008), medical Boyd et al. (1987); Bagley et al. (2001); Subasi & Erçelebi (2005),

social science King & Zeng (2001), etc. Especially, logistic regression combined with

feature selection has been proved to be suitable for high dimensional problems, for

instance, document classification Genkin et al. (2007) and microarray classification

Liao & Chin (2007); Kim et al. (2008).

The multi-class logistic regression problem can be described as follows. Let {(xi, yi) :

i = 1, ..., n} be a training set with observation vectors xi ∈ R
d and labels yi ∈

{1, ..., Q} where Q is the number of classes. Let W be the d × Q matrix whose

columns are W:,1, ..., W:,Q and b = (b1, ..., bQ) ∈ R
Q. The couple (W:,i, bi) forms the

hyperplane fi := WT
:,ix + bi that separates the class i from the other classes.

12



In the multi-class logistic regression problem, the conditional probability p(Y =

y|X = x) that an instance x belongs to a class y is defined as

p(Y = y|X = x) =
exp(by + WT

:,yx)
Q
∑

k=1

exp(bk + WT
:,kx)

. (18)

We aim to find (W, b) for which the total probability of the training observations xi

belonging to its correct classes yi is maximized. A natural way to estimate (W, b) is to

minimize the negative log-likelihood function which is defined by

L(W, b) :=
1

n

n
∑

i=1

`(xi, yi, W, b) (19)

where `(xi, yi, W, b) = − log p(Y = yi|X = xi). Moreover, in high-dimensional

settings, there are many irrelevant and/or redundant features. Hence, we need to select

important features in order to reduce overfitting of the training data. A feature j is to

be removed if and only if all components in the row j of W are zero. Therefore, it is

reasonable to consider rows of W as groups. Denote by Wj,: the j-th row of the matrix

W . The `q,0-norm of W , i.e., the number of non-zero rows of W , is defined by

‖W‖q,0 = |{j ∈ {1, ..., d} : ‖Wj,:‖q 6= 0}|.

Hence, the `q,0 regularized multi-class logistic regression problem is formulated as

follows

min
W,b

{

1

n

n
∑

i=1

`(xi, yi, W, b) + λ‖W‖q,0

}

. (20)

In this application, we use a non-convex approximation of the `q,0-norm based on

the following two penalty functions ηα(s):

Exponential: ηexp
α (s) = 1− exp(−αs),

Capped-`1: ηcap-`1
α (s) = min{1, αs}.

These penalty functions have shown their effectiveness in several problems, for in-

stance, individual variables selection in SVM Bradley & Mangasarian (1998); Le Thi

et al. (2008), sparse optimal scoring problem Le Thi & Phan (2016), sparse covariance

matrix estimation problem Phan et al. (2017), and bi-level/group variables selection

13



Le Thi et al. (2019); Phan & Thi (2019). For a more complete references on noncon-

vex approximation approaches for the `0 norm, refer to Le Thi et al. (2015).

The corresponding approximate problem of (20) takes the form:

min
W,b







1

n

n
∑

i=1

`(xi, yi, W, b) + λ

d
∑

j=1

ηα(‖Wj,:‖q)







. (21)

Since ηα is increasing on [0, +∞), the problem (21) can be equivalently reformulated

as follows

min
(W,b,t)







1

n

n
∑

i=1



`(xi, yi, W, b) + χΩ(W, b, t) + λ

d
∑

j=1

ηα(tj)











, (22)

where Ω = {(W, b, t) ∈ R
d×Q ×R

Q×R
d : ‖Wj,:‖q ≤ tj , j = 1, ..., d}. Moreover, as

`(xi, yi, W, b) is differentiable with L-Lipschitz continuous gradient and ηα is concave,

the problem (22) takes the form of (1) where the function Fi(W, b, t) is given by

Fi(W, b, t) = `(xi, yi, W, b)+χΩ(W, b, t)+λ

d
∑

j=1

ηα(tj) := gi(W, b, t)−hi(W, b, t),

where the DC components gi and hi are defined by (with ρ > L):

gi(W, b, t) =
ρ

2
‖(W, b)‖2 + χΩ(W, b, t),

hi(W, b, t) =
ρ

2
‖(W, b)‖2 − `(xi, yi, W, b)− λ

d
∑

j=1

ηα(tj).

Before presenting SDCA for solving (22), let us show how to apply standard DCA

to this problem.

3.1. Standard DCA for solving the problem (22)

We consider three norms corresponding to q ∈ {1, 2,∞}. DCA applied to (22)

consists of computing, at each iteration l, (U l, vl, zl) ∈ ∂H(W l, bl, tl), and solving

the convex sub-problem

min
(W,b,t)

{ρ

2
‖(W, b)‖2 + χΩ(W, b, t)− 〈U l, W 〉 − 〈vl , b〉 − 〈zl, t〉

}

. (23)

The computation of (U l, vl, zl) is explicitly defined as follows.

(U l, vl, zl) =
1

n

n
∑

i=1

(U l
i , v

l
i, z

l
i), (U

l
i , v

l
i, z

l
i) ∈ ∂hi(W

l, bl, tl),
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(U l
i ):,k = ρW l

:,k −
(

pl
k(xi)− δkyi

)

xi, k = 1, ...Q,

(vl
i)k = ρbl

k −
(

pl
k(xi)− δkyi

)

, k = 1, ...Q,

(zl
i)j =







−λα exp(−αtlj), j = 1, . . . , d if ηα = η
exp
α ,

−λα if αtlj ≤ 1, and 0 otherwise, j = 1, . . . , d, if ηα = η
cap−`1
α ,

(24)

with pl
k(xi) = exp(bl

k + (W l
:,k)T xi)/(

∑Q
h=1 bl

h + (W l
:,h)T xi)), δkyi

= 1 if k = yi

and 0 otherwise.

The convex sub-problem (23) can be solved as follows (note that zl
j ≤ 0 for j =

1, . . . , d)

W l+1 = arg min
W







ρ

2
‖W‖2 +

d
∑

j=1

(−zl
j )‖Wj,:‖q − 〈U

l, W 〉







, (25)

bl+1 = arg min
b

{ρ

2
‖b‖2 − 〈vl, b〉

}

=
1

ρ
vl , (26)

tl+1
j = ‖W l+1

j,: ‖q, j = 1, ..., d. (27)

Since the problem (25) is separable in rows of W , solving it amounts to solving d

independent sub-problems

W l+1
j,: = arg min

Wj,:

{ρ

2
‖Wj,:‖

2 + (−zl
j)‖Wj,:‖q − 〈U

l
j,:, Wj,:〉

}

(28)

W l+1
j,: can be explicitly computed as showing in Appendix B. We refer to Appendix

B for the calculation details.

Hence, DCA based algorithms for solving (22) with q ∈ {1, 2,∞} are described as

follows.

DCA-`q,0: DCA for solving (22) with q ∈ {1, 2,∞}

Initialization: Choose (W 0, b0) ∈ R
d×Q ×R

Q, ρ > L and l ← 0.

Repeat

1. Compute (U l, vl, zl) = 1
n

∑n
i=1(U

l
i , v

l
i, z

l
i), where (U l

i , v
l
i, z

l
i), i = 1, ..., n

are defined in (24).
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2. Compute (W l+1 , bl+1, tl+1) as follows

q = 1 : W l+1
j,: =

(

|U l
j,:|/ρ− (−zl

j )/ρ
)

+
◦ sign(U l

j,:)

q = 2 : W l+1
j,: =











(

1−
−zl

j

‖U l
j,:‖2

)

U l
j,:/ρ if ‖U l

j,:‖2 > −zl
j

0 if ‖U l
j,:‖2 ≤ −zl

j .

q =∞ : W l+1
j,: =











U l
j,:/ρ−

(

1
−zl

j

|U l
j,:| − δ

)

+
◦ sign(U l

j,:) if ‖U l
j,:‖1 > −zl

j

0 if ‖U l
j,:‖1 ≤ −zl

j ,

(29)

where δ satisfies
∑Q

k=1

(

1
−zl

j

|U l
j,k| − δ

)

+
= 1.

3. l ← l + 1.

Until Stopping criterion.

3.2. SDCA for solving the problem (22)

In SDCA, at each iteration l, we have to compute (U l
i , v

l
i, z

l
i) ∈ ∂hi(W

l, bl, tl) for

i ∈ sl and keep (U l
i , v

l
i, z

l
i) = (U l−1

i , vl−1
i , zl−1

i ) for i /∈ sl, where sl is a randomly

chosen subset of the indices, and solve the convex sub-problem taking the form of (23).

Hence, SDCA for solving (22) is described below.

SDCA-`q,0: SDCA for solving (22) with q ∈ {1, 2,∞}

Initialization: Choose (W 0, b0) ∈ R
d×Q × R

Q, t0j = ‖W 0
j,:‖q, ρ > L, s0 =

{1, ..., n} and l ← 0.

Repeat

1. Compute (U l
i , v

l
i, z

l
i) by (24) if i ∈ sl and keep (U l

i , v
l
i, z

l
i) = (U l−1

i , vl−1
i , zl−1

i )

if i /∈ sl. Set (U l, vl, zl) = 1
n

∑n
i=1(U

l
i , v

l
i, z

l
i).

2. Compute (W l+1 , bl+1, tl+1) according to step 2 of DCA.

3. l ← l + 1 and randomly choose a small subset sl ⊂ {1, ..., n}.

Until Stopping criterion.
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4. Numerical Experiment

We observe that all calculations of (U l
i , v

l
i, z

l
i) and (W l+1 , bl+1, tl+1) in DCA and

SDCA for the problem (22) are exactly defined in explicit form. Therefore the inexact

version ISDCA is useless (Remark 2). Hence in our experiments we consider only

SDCA.

4.1. Datasets

To evaluate the performance of algorithms, we performed numerical experiments

on two types of data: real datasets (covertype, madelon, miniboone, protein, sensit and

sensorless) and simulated datasets (sim 1, sim 2 and sim 3). All real-world datasets

are taken from the well-known UCI and LibSVM data repositories. The three synthetic

datasets (sim 1, sim 2 and sim 3) are generated by the same process proposed in Witten

& Tibshirani (2011). In the first dataset (sim 1), variables are independent and have

different means in each class. In dataset (sim 2), variables also have different means

in each class, but they are dependent. The last synthetic dataset (sim 3) has different

one-dimensional means in each class with independent variables.

More details of real-world datasets and the procedure for generating simulated

dataset are given in Appendix D.

4.2. Comparative algorithms

We will compare the performance of the proposed SDCA with standard DCA as

well as four other algorithms: the first two algorithms, named SPGD-`2,1 and msgl,

use the convex regularization `2,1 instead of `2,0 and deal with the following problem

min
W,b

{

1

n

n
∑

i=1

`(xi, yi, W, b) + λ‖W‖2,1

}

. (30)

SPGD-`2,1 is a version of stochastic gradient descent algorithm Bottou (1998); LeCun

et al. (1998), the most popular stochastic algorithm in machine learning, while msgl
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(Vincent & Hansen (2014)) is a coordinate gradient descent method. The last two

algorithms, named nm-APG (Li & Lin (2015)) and DC-PN (Rakotomamonjy et al.

(2016)), are the most recent which consider nonconvex regularization `2,0. We refer

to Appendix C for more details about these algorithms.

4.3. Experiment setting

We randomly split each dataset into a training set and a test set. The training set

contains 80% of the total number of points and the remaining 20% are used as a test

set.

We use the early-stopping condition for SDCA and SPGD-`2,1. Early-stopping is

a well-know technique in machine learning, especially in stochastic learning which

permits to avoid the over-fitting in learning. More precisely, after each epoch, we

compute the classification accuracy on a validation set which contains 20% randomly

chosen data points of training set. We stop SDCA and SPGD-`2,1 if the classification

accuracy is not improved after npatience = 5 epochs. The batch size of stochastic

algorithms (SDCA and SPGD-`2,1) is set to 10%. DCA is stopped if the difference

between two consecutive objective functions is smaller than a threshold εstop = 10−6.

For msgl, we use its default stopping parameters as in (Vincent & Hansen, 2014). We

also stop algorithms if they exceed 2 hours of running time in the training process.

The parameter α for controlling the tightness of zero-norm approximation is chosen

in the set {0.5, 1, 2, 5}. We use the solution-path procedure for the trade-off parameter

λ. Let λ1 > λ2 > ... > λl be a decreasing sequence of λ. At step k, we solve the

problem (20) with λ = λk from the initial point chosen as the solution of the previous

step k − 1. Starting with a large value of λ, we privilege the sparsity of solution (i.e.

selecting very few variables) over the classification ability. Then by decreasing the

value λ, we select more variables in order to increase the classification accuracy. In our

experiments, the sequence of λ is set to {104, 3× 103, 103, . . . , 3× 10−3, 10−3}.

All experiments are performed on a PC Intel (R) Xeon (R) E5-2630 v2 @2.60 GHz

with 32GB RAM. In order to evaluate the performance of algorithms, we consider the

following three criteria: the classification accuracy (percentage of well-classified points

on the test set), the sparsity of obtained solutions and the running time (measured in
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seconds). The sparsity is computed as the percentage of selected variables. Note that a

variable j ∈ {1, . . . , d} is considered to be removed if all components of the row j of

W are smaller than a threshold, i.e., |Wj,i| ≤ 10−8, ∀i ∈ 1, . . . , Q. We perform each

algorithm 10 times and report the average result over 10 runs.

Our experiment is composed of two parts.

Experiment 1: this is the main part of our experiment where we study the effec-

tiveness of SDCA compared with other algorithms. For this purpose, among three

regularizations `q,0 and two approximations of the `0 norm we fix the `2,0 regular-

ization and the capped-`1 approximation. As the capped-`1 function is nonsmooth,

the resulting approximate problem is nonsmooth (and nonconvex) (whereas the expo-

nential approximation is a smooth function). We perform comparative experiments

on SDCA-`2,0-cap`1, DCA-`2,0-cap`1, as well as the four comparative algorithms

mentioned above. The comparative results (the average on 10 runs) are reported in Ta-

ble 1. To simplify the presentation, in this experiment we use SDCA, DCA and SPGD

instead of SDCA-`2,0-cap`1, DCA-`2,0-cap`1 and SPGD-`2,1 respectively.

Experiment 2: for the purpose of feature selection, the effect of regularization terms

as well as of approximation functions is an important matter. In this experiment we

study the effectiveness of SDCA in terms of different non-convex regularizations `q,0

(q ∈ {1, 2, +∞}) by comparing three algorithms SDCA-`1,0-exp, SDCA-`2,0-exp

and SDCA-`∞,0-exp (the exponential approximation is fixed for this experiment).

The results are summarized in Table 2 (the columns 3–5). We also study the effect of

the approximation functions (capped-`1 and exponential approximation) by comparing

two algorithms: SDCA-`2,0-exp and

SDCA-`2,0-cap`1. The results are given in the same Table 2 (4th and 6th column).

4.4. Numerical results and Comments

Comments on Experiment 1.

Stochastic SDCA versus standard DCA:

As expected, in terms of classification accuracy, SDCA produces fairly similar re-

sults comparing with DCA, with a gap less than 1% on 8 out of 9 datasets. More
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Table 1: Experiment 1: The average results on 10 runs of six algorithms on all datasets. Bold values

correspond to the best results on each row. n, d and Q is the number of instances, the number of variables

and the number of classes respectively. NA means that the algorithm fails to furnish a result after 12 hours.

Dataset Performance SDCA DCA SPGD mgsl mn-APG DC-PN

covertype accuracy% 70.40 70.40 66.97 71.22 NA 71.43

n=581,012 sparsity% 57.41 57.41 100 68.52 NA 93.21

d=54, Q=7 time (s) 7.47 61.15 60.59 525.49 NA 64.95

madelon accuracy% 62.18 61.28 61.79 60.48 56.99 59.49

n=2,600 sparsity% 0.40 0.93 1.00 0.67 0.40 56.87

d=500, Q=2 time (s) 0.15 0.21 1.07 23.92 2.43 0.55

miniboone accuracy% 83.31 83.74 83.86 81.99 83.95 83.57

n=130,065 sparsity% 6.00 6.00 11.00 10.00 6.00 14.00

d=50, Q=2 time (s) 1.18 7.04 8.77 121.17 56.51 7.96

protein accuracy% 66.41 67.04 66.59 67.34 67.04 67.39

n=24,387 sparsity% 22.64 50.47 92.70 47.15 44.29 63.30

d=357, Q=3 time (s) 1.13 3.35 11.73 5.59 31.04 4.13

sensit accuracy% 78.59 78.92 79.52 79.02 79.16 79.20

n=98,528 sparsity% 33.80 56.67 27.00 23.00 14.33 50.33

d=100, Q=3 time (s) 2.94 26.36 22.44 11.16 332.58 10.42

sensorless accuracy% 84.77 89.60 86.07 85.06 89.09 87.66

n=58,509 sparsity% 68.06 53.47 88.89 50.00 36.81 97.22

d=48, Q=11 time (s) 2.45 24.75 8.16 199.00 360.02 30.11

sim 1 accuracy% 72.24 72.24 71.48 72.33 71.02 72.18

n=100,000 sparsity% 80.00 80.00 83.50 82.00 80.00 96.00

d=50, Q=4 time (s) 0.50 0.30 7.16 214.83 344.65 2.77

sim 2 accuracy% 68.50 67.70 67.62 68.42 66.96 67.50

n=150,000 sparsity% 80.00 80.00 82.00 82.00 80.00 88.00

d=50, Q=3 time (s) 1.02 4.29 7.77 367.29 319.28 3.93

sim 3 accuracy% 99.69 99.88 99.70 99.93 99.86 99.85

n=250,000 sparsity% 80.00 80.00 80.00 80.20 80.00 80.13

d=500, Q=4 time (s) 21.95 249.74 212.71 1581.44 571.19 144.72
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precisely, the gap is zero in two datasets, in favor of SDCA in 2 datasets, and in favor

of DCA in 5 datasets. For the remaining dataset sensorless the gap is 4.83% in favor of

DCA.

As for the sparsity of solution, the two algorithms give the same result on 5 out of

9 datasets, SDCA is better than DCA on 2 datasets (the gap is 27.83% and 22.87%), and

DCA is better than SDCA on 2 datasets (the gap is 0.53% and 14.59%).

Concerning the running time, not surprisingly, SDCA is much faster than DCA, the

ratio of gain varies from 1.41 (madelon) to 11.38 (sim 3) times on 8 out of 9 datasets.

Except for sim 1 where DCA is slightly faster than SDCA (0.5 versus 0.3 seconds).

Overall, SDCA achieves similar solutions’ quality in a much shorter time than DCA,

that is the aim of our work.

SDCA and DCA versus other algorithms.

In terms of classification accuracy, SDCA and DCA produce fairly similar re-

sults compared with the best results given by the four algorithms SPGD, mgsl,

mn-APG, DC-PN with a gap less than 1% on 8 out of 9 datasets (4 in favor of

SDCA/DCA, 4 in favor of the best among the four other algorithms) and equal to

1.03% in the remaining dataset (covertype). More concretely, comparing with the two

`2,1 (convex) regularization algorithms SPGD and mgsl, the gap versus SPGD (resp.

mgsl) is in favor of SDCA/DCA) on 6 (resp. 5) datasets. As for the two `2,0 (noncon-

vex) regularization algorithms mn-APG, DC-PN, the gap versus mn-APG as well as

DC-PN is in favor of SDCA/DCA on 6 datasets, and the gap versus mn-APG is zero on

1 dataset.

Regarding the sparsity, SDCA gives the sparsest solutions on 7 datasets, while DCA

as well as mn-APG get the best result on 5 datasets (these three algorithms furnish the

same sparsity of solutions on 4 datasets). The gain of SDCA versus the three remain-

ing algorithms is considerable. It varies from 0.68% (resp. 0.27%) to 70.06% (resp.

24.51%) comparing with SPGD (resp. mgsl). Relating to DC-PN, the gap varies from

16% to 56.47% on 6 datasets, and from 0.13% to 8% on 3 datasets. Altogether, SDCA

is the best while DC-PN is the worst.

Overall, combining the two criteria - accuracy and sparsity, SDCA is the best, followed

by DCA, and then mn-APG (not counting covertype for which mn-APG is failed after
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12 hours), while DC-PN is the worse.

In the matter of rapidity (running time), SDCA (resp. DCA) is the fastest on 8 (resp.

1) dataset(s). The gain of SDCA versus the four other algorithms is huge. The ratio of

gain varies from 3.33 (resp. 4.95 ) to 14.32 (resp. 360.09) times comparing with SPGD

(resp. mgsl), and from 16.20 (resp. 3.65 ) to 689.30 (resp. 12.29) times compared

with mn-APG (resp. DC-PN). Altogether, SDCA is the fastest algorithm, followed by

DCA, and then DC-PN, while mn-APG is the slowest, in particular it fails to get a

solution after 12 hours on covertype.

In summary, as expected, SDCA reduces considerably the running time of DCA

while achieving equivalent classification accuracy and better sparsity. Moreover, SDCA

outperforms the four related algorithms SPGD, msgl, mn-APG and DC-PN. Hence,

SDCA is the best algorithm on both quality (accuracy and sparsity) and rapidity.

Comments on Experiment 2.

SDCA with three regularizations `1,0, `2,0, `∞,0:

In terms of classification accuracy, the three algorithms SDCA-`1,0-exp,

SDCA-`2,0-exp and SDCA-`∞,0-exp get similar results with a gap less than 1%

on all datasets. In particular, the gap between SDCA-`1,0-exp and SDCA-`2,0-exp

is lower than 0.3% on 6 datasets. The gain is in favor of SDCA-`1,0 on 4 datasets,

of SDCA-`∞,0-exp on 4 datasets (they have the same best result on sim 1 and of

SDCA-`2,0-exp on 2 datasets.

As for the sparsity of solution, SDCA-`2,0-exp is the best on 7 datasets (ex-

cept for covertype and protein), while SDCA-`∞,0-exp is the worse on 8 datasets

(except for covertype it gives the best result). The gain of SDCA-`2,0-exp versus

SDCA-`1,0-exp (resp. SDCA-`∞,0-exp) varies from 0.25% to 17.19% (resp. from

0.30% to 60.42%), and the gain of SDCA-`1,0-exp versus SDCA-`∞,0-exp varies

from 0.05% to 43.23%.

Overall, combining the two criteria - accuracy and sparsity, SDCA-`1,0-exp and

SDCA-`2,0-exp realize a better trade-off between classification and sparsity of solu-

tion than SDCA-`∞,0-exp, and SDCA-`2,0-exp is the best.

In terms of rapidity, the three algorithms are comparable on 6 datasets where the

running time is less than 1.5 second. As for the 3 remaining datasets, each algorithm
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Table 2: The average results on 10 runs of Experiment 2 (SDCA with different regularization `q,0 , q ∈

{1,2, +∞}) and Experiment 3 (`2,0 regularization with exponential/cap1 approximations). Bold values

correspond to the best results on each row.

Dataset Performance `1,0-exp `2,0-exp `∞,0-exp `2,0-cap1

covertype accuracy% 71.34 71.62 69.92 70.40

sparsity% 69.91 61.11 60.49 57.41

time (s) 10.27 4.74 11.93 7.47

madelon accuracy% 61.92 62.12 61.68 62.18

sparsity% 0.65 0.40 0.70 0.40

time (s) 0.14 0.16 0.16 0.15

miniboone accuracy% 83.90 83.84 83.10 83.31

sparsity% 8.00 6.00 8.00 6.00

time (s) 1.57 3.60 1.62 1.18

protein accuracy% 67.23 67.84 68.13 66.41

sparsity% 63.67 64.89 92.79 22.64

time (s) 1.47 1.28 1.36 1.13

sensit accuracy% 79.64 78.67 79.73 78.59

sparsity% 34.00 28.33 53.67 33.80

time (s) 3.11 3.48 1.61 2.94

sensorless accuracy% 87.33 86.52 86.69 84.77

sparsity% 54.69 37.50 97.92 68.06

time (s) 1.40 1.47 1.41 2.25

sim 1 accuracy% 72.24 72.22 72.24 72.24

sparsity% 80.00 80.00 80.00 80.00

time (s) 0.46 0.46 0.56 0.50

sim 2 accuracy% 68.48 68.53 68.71 68.50

sparsity% 80.00 80.00 80.00 80.00

time (s) 0.73 0.79 0.97 1.02

sim 3 accuracy% 99.93 99.69 99.56 99.69

sparsity% 80.00 80.00 80.73 80.00

time (s) 10.74 36.61 22.11 21.45
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is winner on 1 dataset. SDCA-`2,0-exp is the winner on covertype with the ratio

of gain being 2.17 and 2.52 versus SDCA-`1,0-exp and SDCA-`1,0-exp respec-

tively. SDCA-`1,0-exp is 3.4 (resp. 2.06) times faster than SDCA-`2,0-exp (resp.

SDCA-`∞,0-exp) on sim 3 while SDCA-`∞,0-exp is 1.93 (resp. 2.16) times faster

than SDCA-`1,0-exp (resp. SDCA-`2,0-exp) on sensit.

SDCA-`1,0-exp is the fastest and SDCA-`2,0-exp is the slowest among the three

algorithms. SDCA-`1,0-exp is up to 3.4 time faster than SDCA-`2,0-exp and 2.06

times faster than SDCA-`∞,0-exp.

In summary, the two algorithms SDCA-`1,0-exp and SDCA-`2,0-exp are com-

parable and they are better than SDCA-`∞,0-exp on both quality and rapidity, in

particular in terms of sparsity. Hence, for feature selection purpose, it is suggested to

use the first two algorithms.

SDCA with the two approximations - exponential and cap`1 functions:

In terms of classification accuracy SDCA-`2,0-exp is slightly better than

SDCA-`2,0-cap`1 on 8 datasets with a gap less than 1% on 5 datasets and less than

1.8% on 3 datasets. For the remain dataset (sim 1) the gain is only 0.02% in favor of

SDCA-`2,0-cap`1.

Regarding sparsity, the two algorithms get the same result on 5 datasets,

SDCA-`2,0-cap`1 is winner on covertype and protein with the gain 3.7% and 42.25%

respectively, while SDCA-`2,0-exp is winner on sensit and sensorless with the gain

5.47% and 43.56% respectively.

As for running time, SDCA-`2,0-exp is faster than SDCA-`2,0-cap`1 from 1.08

to 1.57 times on 4 datasets, while the later is faster than the former from 1.13 to 3.05

times on 5 datasets.

Overall, SDCA-`2,0-exp seems to be better for the purpose of classification, and

it realizes a better trade-off between quality and rapidity in most cases.

5. Conclusion

We have proposed two novel DCA-based algorithms, stochastic DCA and inexact

stochastic DCA for minimizing a large sum of DC functions, with the aim of reducing
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the computation cost of DCA in large-scale setting. The sum structure of the objec-

tive function F permits us to work separately on the component functions Fi. The

stochastic DCA is then proposed to tackle problems with huge numbers of Fi while the

inexact stochastic DCA aims to address large-scale setting and big data. We have care-

fully studied the convergence properties of the proposed algorithms. It turns out that

the convergence to a critical point of both stochastic DCA and inexact stochastic DCA

is guaranteed with probability 1. Furthermore, we have developed DCA and SDCA

to group variables selection in multi-class logistic regression, an important problem in

machine learning. By using a suitable DC decomposition of the objective function we

have designed a DCA scheme in which all computations are explicit and inexpensive.

Consequently SDCA is very inexpensive. Numerical results showed that, as expected,

SDCA reduces considerably the running time of standard DCA while achieving equiva-

lent classification accuracy and better sparsity. Moreover, SDCA outperforms the four

related algorithms on both quality and rapidity, and the gain is considerable. We are

convinced that SDCA is an efficient variant of DCA, especially for large-scale setting

and Big data.

Continuing this research direction, in future works we will develop novel versions

of DCA-based algorithms (e.g. online/stochastic/approximate/like DCA) for other

problems in order to accelerate the convergence of DCA and to deal with large-scale

setting and Big data.
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Appendix A. Proof of Theorem 2

To prove Theorem 2, we will use the following lemma.
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Lemma 1. Let f : R
d → R ∩ {+∞} be a ρ-convex function. For any ε ≥ 0 and any

v ∈ ∂εf(x) with x ∈ dom f , we have

2ε + f(y) ≥ f(x) + 〈v, y − x〉+
ρ

4
‖y − x‖2, ∀y ∈ R

d.

Proof. Since v ∈ ∂εf(x), we have

ε + f(z) ≥ f(x) + 〈v, z − x〉, ∀z ∈ R
d.

Replacing z with x + t(y − x) in this inequality gives that

ε + f(x + t(y − x)) ≥ f(x) + t〈v, y − x〉, ∀y ∈ R
d.

It follows from the ρ-convexity of f that for y ∈ R
d and t ∈ (0, 1),

tf(y) + (1− t)f(x) ≥ f(x + t(y − x)) +
ρt(1− t)

2
‖y − x‖2.

Summing the two above inequalities gives us

ε + tf(y) ≥ tf(x) + t〈v, y − x〉+
ρt(1− t)

2
‖y − x‖2.

Thus, the conclusion follows from this inequality with t = 1/2.

Proof. (of Theorem 2) a) Let x0
i be the copies of x0. We set xl+1

i = xl+1 for all

i ∈ sl+1 and xl+1
j = xl

j for j 6∈ sl+1 . Set ε0i = ε0 and εl+1
i = εl+1 if i ∈ sl+1 , εl

i

otherwise. We then have vl
i ∈ ∂εl

i
hi(x

l
i) for i = 1, ..., n. Let T l

i be the function given

by

T l
i (x) = gi(x)− hi(x

l
i)−

〈

x− xl
i, v

l
i

〉

+ 2εl
i.

It follows from vl
i ∈ ∂εl

i
hi(x

l
i) that

εl
i + hi(x) ≥ hi(x

l
i) +

〈

x− xl
i, v

l
i

〉

.

This implies T l
i (x) ≥ Fi(x) + εl

i ≥ Fi(x) for all l ≥ 0, i = 1, ..., n. We also observe

that xl+1 is an εl-solution of the following convex problem

min
x

T l(x) :=
1

n

n
∑

i=1

T l
i (x) (A.1)
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Therefore

T l(xl+1) ≤ T l(xl) + εl = T l−1(xl) +
1

n

∑

i∈sl

[T l
i (x

l)− T l−1
i (xl)] + εl

= T l−1(xl) +
1

n

∑

i∈sl

[Fi(x
l) + 2εl − T l−1

i (xl)] + εl,

(A.2)

where the second equality follows from T l
i (x

l) = Fi(x
l) + 2εl for all i ∈ sl. Let Fl

denote the σ-algebra generated by the entire history of ISDCA up to the iteration l, i.e.,

F0 = σ(x0, ε0) and Fl = σ(x0, ..., xl, ε0, ..., εl, s0, ..., sl−1) for all l ≥ 1. By taking

the expectation of the inequality (A.2) conditioned on Fl, we have

E
[

T l(xl+1)|Fl

]

≤ T l−1(xl)−
b

n

[

T l−1(xl)− F (xl)
]

+

(

2b

n
+ 1

)

εl.

Since
∑∞

l=0 εl
i < +∞ with probability 1, by applying the supermartingale conver-

gence theorem (Neveu, 1975; Bertsekas et al., 2003) to the nonnegative sequences

{T l−1(xl) − α∗}, { b
n [T l−1(xl) − F (xl)]} and {(2b

n + 1)εl}, we conclude that the

sequence {T l−1(xl, yl)− α∗} converges to T ∗ − α∗ and

∞
∑

l=1

[

T l−1(xl)− F (xl)
]

<∞, (A.3)

with probability 1. Therefore {F (xl)} converges almost surely to T ∗.

b) By vl−1
i ∈ ∂εl−1

i
hi(x

l−1
i ) and Lemma 1, we have

2εl−1
i + hi(x) ≥ hi(x

l−1
i ) + 〈x− xl−1

i , vl−1
i 〉+

ρ(hi)

4
‖x− xl−1

i ‖2, ∀x ∈ R
d.

This implies

Fi(x) ≤ T l−1
i (x) −

ρ(hi)

4
‖x− xl−1

i ‖2. (A.4)

From (A.2) and (A.4) with x = xl, we have

T l(xl+1) ≤ T l−1(xl) −
1

n

∑

i∈sl

ρ(hi)

4
‖x− xl−1

i ‖2 +

(

2b

n
+ 1

)

εl. (A.5)

Taking the expectation of the inequality (A.5) conditioned on Fl, we obtain

E
[

T l(xl+1)|Fl

]

≤ T l−1(xl) −
b

4n2

n
∑

i=1

ρ(hi)‖x
l − xl−1

i ‖
2 +

(

2b

n
+ 1

)

εl.
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Combining this and ρ = mini=1,...,n ρ(hi) > 0 gives us

E
[

T l(xl+1)|Fl

]

≤ T l−1(xl)−
bρ

4n2

n
∑

i=1

‖xl − xl−1
i ‖2 +

(

2b

n
+ 1

)

εl.

Applying the supermartingale convergence theorem to the nonnegative sequences {T l−1(xl)−

α∗}, { b
4ρn2

∑n
i=1 ‖x

l − xl−1
i ‖2} and {(2b

n
+ 1)εl}, we get

∞
∑

l=1

n
∑

i=1

‖xl − xl−1
i ‖2 <∞,

with probability 1. In particular, for i = 1, ..., n, we have

∞
∑

l=1

‖xl − xl−1
i ‖2 <∞, (A.6)

and hence liml→∞ ‖xl − xl−1
i ‖ = 0 almost surely.

c) Assume that there exists a sub-sequence {xlk} of {xl} such that xlk → x∗

almost surely. From (A.6), we have ‖xlk+1 − xlk
i ‖ → 0 almost surely. Without loss

of generality, we can suppose that the sub-sequence vlk
i → v∗i almost surely. From the

proof of (a), we have

1

n

n
∑

i=1

εl
i ≤ T l(xl+1)− F (xl+1).

From this and (A.3) it follows that εl
i converges to 0 as l → +∞ with probability 1.

Since vlk
i ∈ ∂

ε
lk
i

hi(x
lk
i ), εlk

i → 0 with probability 1, and by the closedness property

of the ε-subdifferential mapping ∂
ε

lk
i

hi, we have v∗i ∈ ∂hi(x
∗). Since xlk+1 is a εlk -

solution of the problem minx T lk (x), we obtain

T lk(xlk+1) ≤ T lk(x) + εlk . (A.7)

Taking k→ ∞ gives us

lim sup
lk→+∞

G(xlk+1) ≤ G(x)− 〈x− x∗, v∗〉, ∀x ∈ R
d,

with probability 1, where v∗ = 1
n

∑n
i=1 v∗i ∈ ∂H(x∗) almost surely. It follows from

this with x = x∗ that

lim sup
lk→+∞

G(xlk+1) ≤ G(x∗),
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almost surely. Combining this with the lower semi-continuity of G gives us that

lim
lk→+∞

G(xlk+1) = G(x∗),

almost surely. Thus, we have

G(x∗) ≤ G(x)− 〈x− x∗, v∗〉, ∀x ∈ R
d,

almost surely. This implies

v∗ ∈ ∂G(x∗), (A.8)

with probability one. Therefore,

v∗ ∈ ∂G(x∗) ∩ ∂H(x∗), (A.9)

with probability 1. This implies that x∗ is a critical point of F with probability 1 and

the proof is then complete.

Appendix B. Calculation details of W
l+1

j,: in DCA

From (28) we can write

W l+1
j,: = arg min

Wj,:

{

1

2
‖Wj,: − U l

j,:/ρ‖2 + (−zl
j)‖Wj,:‖q

}

.

W l+1
j,: = prox(−zl

j
)/ρ‖·‖q

(

U l
j,:/ρ

)

,

where the proximal operator proxf (ν) is defined by

proxf (ν) = arg min
t

{

1

2
‖t− ν‖2 + f(t)

}

.

The proximal operator of (−zl
j)/ρ‖ · ‖q can be efficiently computed (Parikh & Boyd,

2014). The computation of prox(−zl
j
)/ρ‖.‖q

(ν/ρ) can be summarized in Table B.3.

Appendix C. About comparative algorithms

Appendix C.1. Stochastic Proximal Gradient Descent algorithm

SPGD-`2,1: Stochastic Proximal Gradient Descent for solving (30)
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Table B.3: Computation of W l+1
j,: = prox(−zl

j
)/ρ‖.‖q

“

U l
j,:/ρ

”

corresponding to q ∈ {1,2,∞}.

q prox(−zl
j
)/ρ‖.‖q

(

U l
j,:/ρ

)

1
(

|U l
j,:|/ρ− (−zl

j )/ρ
)

+
◦ sign(U l

j,:)

2











(

1−
−zl

j

‖U l
j,:

‖2

)

U l
j,:/ρ if ‖U l

j,:‖2 > −zl
j

0 if ‖U l
j,:‖2 ≤ −zl

j .

∞











U l
j,:/ρ−

(

1
−zl

j

|U l
j,:| − δ

)

+
◦ sign(U l

j,:) if ‖U l
j,:‖1 > −zl

j

0 if ‖U l
j,:‖1 ≤ −zl

j ,

where δ satisfies
∑Q

k=1

(

1
−zl

j

|U l
j,k| − δ

)

+
= 1.

Initialization: Choose (W 0, b0) ∈ R
d×Q ×R

Q, and l← 0.

Repeat

1. Randomly choose a small subset sl ⊂ {1, ..., n}. Set αl = n
10l . Compute

Ū l
:,k = W l

:,k −
αl

|sl|

∑

i∈sl

(

pl
k(xi)− δkyi

)

xi, k = 1, ...Q.

2. Compute (W l+1 , bl+1) by

W l+1
j,: =

(

‖Ū l
j,:‖2 − αlλ

)

+

Ū l
j,:

‖Ū l
j,:‖2

, j = 1, ..., d

bl+1
k = bl

k −
αl

|sl|

∑

i∈sl

(

pl
k(xi)− δkyi

)

, k = 1, ..., Q.

(C.1)

3. l ← l + 1.

Until Stopping criterion.

Appendix C.2. msgl

msgl is a coordinate gradient descent proposed in Vincent & Hansen (2014) to

solve the problem (30).
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Appendix C.3. Non-monotone Accelerated Proximal Gradient algorithm (nm-APG)

nm-APG Li & Lin (2015) is an accelerated proximal gradient based method for

minimizing f(x)+r(x) where f(x) is a differentiable function with L-Lipschitz gradi-

ent and r(x) is a nonconvex function. nm-APG requires to compute the proximal map-

ping of the DC function ηα. However, this proximal mapping does not have a closed

form. We therefore use DCA to compute the proximal mapping of ηα in nm-APG.

Appendix C.4. DC-Proximal Newton algorithm (DC-PN)

DC-PNwas proposed in Rakotomamonjy et al. (2016) for minimizing f(x)+h(x),

where f(x) = f1(x)−f2(x) is a DC function, twice differentiable, with f(x) verifying

the L-Lipschitz gradient property; h(x) = h1(x) − h2(x) where both h1 and h2 are

convex functions and (possibly) non-differential. Note that, in DC-PN, L-BFGS is

employed for approximating the Hessian matrix Hk; and the sub-problem is solved by

minFunc solver 1.

Appendix D. Datasets in numerical experiments

covertype belongs to the Forest Cover Type Prediction from strictly cartographic

variables challenge2. It is a very large dataset containing 581, 012 points described by

54 variables.

madelon is one of five datasets used in the NIPS 2003 feature selection challenge3.

The dataset contains 2600 points, each point is represented by 500 variables. Among

500 variables, there are only 5 informative variables and 15 redundant variables (which

are created by linear combinations of 5 informative variables). The 480 others variables

were added and have no predictive power. Notice that madelon is a highly non-linear

dataset.

1minFunc: unconstrained differentiable multivariate optimization in Matlab. http://www.cs.

ubc.ca/˜schmidtm/Software/minFunc.html
2https://archive.ics.uci.edu/ml/datasets/Covertype
3https://archive.ics.uci.edu/ml/datasets/Madelon
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miniboone is taken form the MiniBooNE experiment to observe neutrino oscilla-

tions4, containing 130, 065 data points.

protein 5 is a dataset for classifying protein second structure state (α, β, and coil)

of each residue in amino acid sequences, including 24, 387 data points.

sensit 5 dataset obtained from distributed sensor network for vehicle classification.

It consists of 98, 528 data points categorized into 3 classes: Assault Amphibian Vehicle

(AAV), Dragon Wagon (DW) and noise.

sensorless measures electric current drive signals from different operating condi-

tions, which is classified into 11 different classes 6. It is a huge dataset, which contains

58, 509 data points, described by 48 variables.

For sim 1: we generate a four-classes classification problem. Each class is assumed

to have a multivariate normal distributionN (µk, I), k = 1, 2, 3, 4 with dimension of

d = 50. The first 10 components of µ1 are 0.5, µ2j = 0.5 if 11 ≤ j ≤ 20, µ3j = 0.5

if 21 ≤ j ≤ 30, µ4j = 0.5 if 31 ≤ j ≤ 40 and 0 otherwise. We generate 250, 000

instances with equal probabilities.

For sim 2: this synthetic dataset contains three classes of multivariate normal distri-

butionsN (µk, Σ), k = 1, 2, 3, each of dimension d = 50. The components of µ1 = 0,

µ2j = 0.4 and µ3j = 0.8 if j ≤ 40 and 0 otherwise. The covariance matrix Σ is the

block diagonal matrix with five blocks of dimension 10× 10 whose element (j, j′) is

0.6|j−j′|. We generate 150, 000 instances.

For sim 3: this synthetic dataset consists of four classes. For class k = 1, 2, 3, 4,

i ∈ Ck then Xij ∼ N (0, 1) for j > 100, and Xij ∼ N (k−1
3 , 1) otherwise, where

N (µ, σ2) denotes the Gaussian distribution with mean µ and variance σ2. We generate

62, 500 data points for each class.

4https://archive.ics.uci.edu/ml/datasets/MiniBooNE+particle+

identification
5https://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/multiclass.

html
6https://archive.ics.uci.edu/ml/datasets/Dataset+for+Sensorless+

Drive+Diagnosis
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