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#### Abstract

We investigate a nonconvex, nonsmooth optimization approach based on DC (Difference of Convex functions) programming and DCA (DC Algorithm) for the so-called DC fitting problem, which aims to fit a given set of data points by a DC function. The problem is tackled as minimizing the squared Euclidean norm fitting error. It is formulated as a DC program for which a standard DCA scheme is developed. Furthermore, a modified DCA scheme with successive DC decomposition is proposed. These standard/modified versions of DCA are applied for solving the continuous piecewise-linear fitting problem. Numerical experiments on many synthetic and real datasets with small-to-large sizes show the efficiency of our DCA-based approach in comparison with the existing approaches for constructing continuous piecewiselinear models.
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## 1. Introduction

The fundamental problem of fitting a certain mathematical function to a given set of data points has been studied extensively. The fitting problem often involves, e.g., smoothing to remove noise from datasets but preserve important patterns, or interpolation/extrapolation to construct new data points within/beyond the range of the given datasets. The obtained fitting models can be used for data visualization, for estimating the relationships among variables, and for predicting values of a function at unavailable data points.

The related works considered many fitting functions: for example, linear/polynomial functions, convex/nonconvex continuous piecewise-linear functions, exponential functions, logarithms, etc. In this paper, we take into account a DC (Difference of Convex functions) fitting function that covers most of all existing fitting functions. Here, a function $F$ is called a DC function if it takes the form $F=G-H$ (with $G, H$ being convex functions); and $G-H$ is called a DC decomposition of $F$, while $G$ and $H$ are DC components of $F$ (see, e.g., $[1,2,3]$ ).

Let us introduce the so-called DC fitting problem that fits a given set of $m$ points $\left(\boldsymbol{x}_{i}, y_{i}\right) \in \mathbb{R}^{p} \times \mathbb{R}$ by a DC function $\phi: \mathbb{R}^{p} \rightarrow \mathbb{R}$ with the form

$$
\phi(\boldsymbol{x}):=f(\boldsymbol{x}, \boldsymbol{\alpha})
$$

where, for two variables $\boldsymbol{x} \in \mathbb{R}^{p}$ and $\boldsymbol{\alpha} \in \mathbb{R}^{n}$, the function $f: \mathbb{R}^{p} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is DC in each variable when the other variable is fixed. The set of such functions $\phi$ is denoted by $\mathcal{F}$.

With the least-squares fitting criterion, the objective of DC fitting problem is to find the parameter vector $\boldsymbol{\alpha} \in \mathbb{R}^{n}$ such that the mean-square error, defined by

$$
\begin{equation*}
\frac{1}{m} \sum_{i=1}^{m}\left[\phi\left(\boldsymbol{x}_{i}\right)-y_{i}\right]^{2}=\frac{1}{m} \sum_{i=1}^{m}\left[f\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)-y_{i}\right]^{2} \tag{1}
\end{equation*}
$$

is as small as possible. It can be expressed as the following squared $\ell_{2}$-norm (or Euclidean norm) optimization formulation

$$
\begin{equation*}
\min \left\{F(\boldsymbol{\alpha}):=\sum_{i=1}^{m}\left[f\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)-y_{i}\right]^{2}: \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{2}
\end{equation*}
$$

Note that the optimization problem (2) is, in general, nonconvex and nonsmooth. Thus, globally solving such a problem is very difficult in large-scale setting.

The backbone of our approach for solving the problem (2) is DC programming and DCA (DC Algorithm) (see, e.g., $[1,4,2,3,5,6,7]$ and the references in [6]) which are well-known as powerful nonsmooth, nonconvex optimization tools. DCA aims to solve a standard DC program that consists in minimizing a DC function $F=G-H$ over a convex set or on the whole space. The idea of standard DCA is, at each iteration $k$, approximating the second DC component $H$ by its affine minorant $H_{k}$ and then solving the resulting convex subproblem. In other words, one approximates the DC function $F$ by the convex majorization $F^{k}:=G-H_{k}$. It is clear that the closer to $F$ the function $F^{k}$ is, the better DCA could be. The recent work [6] has introduced a modified version of the standard DCA scheme, named DCA with successive $D C$ decomposition. In this version, the DC decomposition of $F$ is successively updated during DCA iterations in order to better approximate the DC function $F$ i.e. $F:=G^{k}-H^{k}$ at each iteration $k$ and its corresponding convex majorization is $F^{k}:=G^{k}-H_{k}^{k}$. The "successive DC decomposition" idea has been used in the recent works $[8,9]$. Le Thi et al. [8, 9] have investigated the standard/modified DCA scheme for minimizing the sum of squared convex (piecewise-linear) functions, which is a particular case of this work.

Contributions: We investigate DC programming and DCA for solving the general DC fitting problem (2). Particularly, the problem (2) is formulated as a DC program for which a standard DCA scheme is developed. A modified version of DCA with successive DC decomposition for the problem (2) is proposed to better approximate the DC objective function. Next, we apply the proposed DCA schemes for solving a class of continuous piecewiselinear fitting problems. We provide numerical experiments of our DCA-based algorithms on both synthetic and real datasets with small-to-large size of data points in comparison to the existing approaches for constructing the piecewise-linear models.

The rest of the paper is organized as follows. Section 2 shows how to apply DC programming and DCA for solving the squared $\ell_{2}$-norm optimization formulation of DC fitting problem. In Section 3, we develop two DCAbased algorithms for solving a continuous piecewise-linear fitting problem. Section 4 reports the numerical results on several test problems. Finally, Section 5 concludes the paper.

## 2. Solution methods based on DC programming and DCA

DC programming and DCA were introduced by Pham Dinh Tao in a preliminary form in 1985 as a natural and logical extension of his previous works on convex maximization since 1974 (see e.g. [10, 11]), and have been extensively developed by Le Thi Hoai An and Pham Dinh Tao since 1994. DCA is well-known as an efficient approach in the nonconvex programming framework. In recent years, numerous DCA-based algorithms have successfully solved large-scale nonsmooth/nonconvex problems arising in several application areas (see, e.g., $[5,6,8,12,13,14,15,16,17]$ and the list of references in [6]). For a comprehensive survey on thirty years of development of DCA, the reader is referred to the recent paper [6].

The original key idea of DCA relies on the DC structure of the objective function $F$. The standard DCA scheme is described as follows.

## Standard DCA scheme

Initialization: Let $\boldsymbol{\alpha}^{0} \in \mathbb{R}^{n}$ be a best guess. Set $k=0$.
repeat

1. Calculate $\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)$.
2. Calculate $\boldsymbol{\alpha}^{k+1} \in \operatorname{argmin}\left\{G(\boldsymbol{\alpha})-H\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle: \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\}$.
3. $k=k+1$.
until convergence of $\left\{\boldsymbol{\alpha}^{k}\right\}_{k}$.
Convergence properties of the standard DCA are described completely in $[5,2,3]$.

### 2.1. Standard DCA for solving the problem (2)

The squared $\ell_{2}$-norm formulation (2) of DC fitting problem can be rewritten as

$$
\begin{equation*}
\min \left\{F(\boldsymbol{\alpha})=\sum_{i=1}^{m}\left[p_{i}(\boldsymbol{\alpha})\right]^{2}: \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{3}
\end{equation*}
$$

where for $i=1, \ldots, m$, the function $p_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is defined as

$$
p_{i}(\boldsymbol{\alpha}):=f\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)-y_{i} .
$$

From the definition of $\mathcal{F}$, we assume that $f\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)$ is a DC function, for $i=1, \ldots, m$, with DC decomposition

$$
f\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)=g_{i}(\boldsymbol{\alpha})-h_{i}(\boldsymbol{\alpha}),
$$

where $g_{i}$ and $h_{i}$ are continuous convex functions. Thus, $p_{i}$ is also a DC function with DC components

$$
p_{i 1}(\boldsymbol{\alpha})=g_{i}(\boldsymbol{\alpha})-y_{i} \text { and } p_{i 2}(\boldsymbol{\alpha})=h_{i}(\boldsymbol{\alpha}) .
$$

Knowing that (see, e.g., [2]) if the function $p_{i}$ is DC with a nonnegative DC decomposition then $\left[p_{i}\right]^{2}$ is DC too, we will exploit the convexity of $p_{i j}$ $(j \in\{1,2\})$ to highlight a nonnegative DC decomposition of $p_{i}$. In particular, we define the affine minorization of $p_{i 1}$ and $p_{i 2}(i=1, \ldots, m)$ at an arbitrary point $\overline{\boldsymbol{\alpha}} \in \mathbb{R}^{n}$ as follows:

$$
\begin{equation*}
l_{i j}(\boldsymbol{\alpha}):=p_{i j}(\overline{\boldsymbol{\alpha}})+\left\langle\boldsymbol{\alpha}-\overline{\boldsymbol{\alpha}}, \bar{\gamma}_{i j}\right\rangle \text { with } \overline{\boldsymbol{\gamma}}_{i j} \in \partial p_{i j}(\overline{\boldsymbol{\alpha}}), j \in\{1,2\} . \tag{4}
\end{equation*}
$$

Let us define

$$
l_{i}:=\max \left\{-l_{i 1},-l_{i 2}\right\} .
$$

Then the functions $p_{i 1}+l_{i}$ and $p_{i 2}+l_{i}$ are nonnegative and convex on $\mathbb{R}^{n}$, and so are $\left[p_{i 1}+l_{i}\right]^{2}$ and $\left[p_{i 2}+l_{i}\right]^{2}$.

We consider the following nonnegative DC decomposition of $p_{i}$ :

$$
p_{i}=\left[p_{i 1}+l_{i}\right]-\left[p_{i 2}+l_{i}\right] .
$$

Applying the equality $(a-b)^{2}=2\left(a^{2}+b^{2}\right)-(a+b)^{2}$ for $a=p_{i 1}+l_{i}$ and $p_{i 2}+l_{i}$, we get a DC decomposition of $\left[p_{i}\right]^{2}$, that is,

$$
\left[p_{i}\right]^{2}=2\left\{\left[p_{i 1}+l_{i}\right]^{2}+\left[p_{i 2}+l_{i}\right]^{2}\right\}-\left[p_{i 1}+p_{i 2}+2 l_{i}\right]^{2} .
$$

As a result, $F$ is a DC function. We thus derive the DC formulation of (3) as follows:

$$
\begin{equation*}
\min \left\{F(\boldsymbol{\alpha}):=G(\boldsymbol{\alpha})-H(\boldsymbol{\alpha}): \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{5}
\end{equation*}
$$

where

$$
G=\sum_{i=1}^{m} 2\left\{\left[p_{i 1}+l_{i}\right]^{2}+\left[p_{i 2}+l_{i}\right]^{2}\right\}, H=\sum_{i=1}^{m}\left[p_{i 1}+p_{i 2}+2 l_{i}\right]^{2} .
$$

Applying the standard DCA scheme to (5) leads us, at the iteration $k$, to compute a subgradient $\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)$ and find an optimal solution $\boldsymbol{\alpha}^{k+1}$ to the following convex subproblem

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{m} 2\left\{\left[p_{i 1}(\boldsymbol{\alpha})+l_{i}(\boldsymbol{\alpha})\right]^{2}+\left[p_{i 2}(\boldsymbol{\alpha})+l_{i}(\boldsymbol{\alpha})\right]^{2}\right\}-\left\langle\boldsymbol{\beta}^{k}, \boldsymbol{\alpha}\right\rangle: \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{6}
\end{equation*}
$$

```
Standard DCA for solving (5) (DCA)
    Initialization: Let \(\boldsymbol{\alpha}^{0} \in \mathbb{R}^{n}\). Set \(k=0\).
    repeat
        1. Compute \(\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)\).
        2. Solve the convex program (6) to obtain \(\boldsymbol{\alpha}^{k+1}\).
        3. \(k=k+1\).
    until Stopping criteria are satisfied.
```

Finally, standard DCA applied to (5) is summarized below.
As direct consequences of the convergence properties of standard DC programs (see, e.g., [5, 2]), we have the convergence properties of DCA in Theorem 1.

Theorem 1. Convergence properties of DCA
i) DCA generates the sequence $\left\{\boldsymbol{\alpha}^{k}\right\}$ such that the sequence $\left\{F\left(\boldsymbol{\alpha}^{k}\right)\right\}$ is nonincreasing.
ii) If the sequences $\left\{\boldsymbol{\alpha}^{k}\right\}$ and $\left\{\boldsymbol{\beta}^{k}\right\}$ are bounded, then every limit point $\boldsymbol{\alpha}^{*}$ of the sequence $\left\{\boldsymbol{\alpha}^{k}\right\}$ is a critical point of $G-H$ i.e. $\partial G\left(\boldsymbol{\alpha}^{*}\right) \cap \partial H\left(\boldsymbol{\alpha}^{*}\right) \neq \emptyset$.
2.2. $D C A$ with successive $D C$ decomposition for solving the problem (2)

We see from (4) that for $i=1, \ldots, m, j \in\{1,2\}$, the affine minorization $l_{i j}$ of $p_{i j}$ can be computed easily with any point $\overline{\boldsymbol{\alpha}}$. From the fact that the closer to $p_{i j}$ the function $l_{i j}$ is, the better DCA could be, we suggest a modified DCA with successive DC decomposition for the problem (2), i.e. $l_{i j}$ is updated during DCA iterations by choosing $\overline{\boldsymbol{\alpha}}=\boldsymbol{\alpha}^{k}$. Particularly, at the iteration $k$, we set

$$
\gamma_{i j}^{k} \in \partial p_{i j}\left(\boldsymbol{\alpha}^{k}\right), \quad l_{i j}^{k}(\boldsymbol{\alpha}):=p_{i j}\left(\boldsymbol{\alpha}^{k}\right)+\left\langle\boldsymbol{\alpha}-\boldsymbol{\alpha}^{k}, \gamma_{i j}^{k}\right\rangle
$$

Let us define $l_{i}^{k}:=\max \left\{-l_{i 1}^{k},-l_{i 2}^{k}\right\}$. The resulting DC formulation of (2) takes the form

$$
\begin{equation*}
\min \left\{F(\boldsymbol{\alpha}):=G^{k}(\boldsymbol{\alpha})-H^{k}(\boldsymbol{\alpha}): \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{7}
\end{equation*}
$$

where

$$
G^{k}=\sum_{i=1}^{m} 2\left\{\left[p_{i 1}+l_{i}^{k}\right]^{2}+\left[p_{i 2}+l_{i}^{k}\right]^{2}\right\}, H^{k}=\sum_{i=1}^{m}\left[p_{i 1}+p_{i 2}+2 l_{i}^{k}\right]^{2}
$$

Similarly, DCA with successive DC decomposition applied to (7), named $\mathrm{DCA}^{k}$, consists in computing two sequences $\left\{\boldsymbol{\beta}^{k}\right\}$ and $\left\{\boldsymbol{\alpha}^{k}\right\}$ such that $\boldsymbol{\beta}^{k} \in$ $\partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$ and $\boldsymbol{\alpha}^{k+1}$ is an optimal solution to the following convex subproblem

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{m} 2\left\{\left[p_{i 1}(\boldsymbol{\alpha})+l_{i}^{k}(\boldsymbol{\alpha})\right]^{2}+\left[p_{i 2}(\boldsymbol{\alpha})+l_{i}^{k}(\boldsymbol{\alpha})\right]^{2}\right\}-\left\langle\boldsymbol{\beta}^{k}, \boldsymbol{\alpha}\right\rangle: \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{8}
\end{equation*}
$$

DCA with successive DC decomposition for solving (7) (DCA ${ }^{k}$ )
Initialization: Let $\boldsymbol{\alpha}^{0} \in \mathbb{R}^{n}$. Set $k=0$.
repeat

1. Compute $\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$.
2. Solve the convex program (8) to obtain $\boldsymbol{\alpha}^{k+1}$.
3. $k=k+1$.
until Stopping criteria are satisfied.

Especially, the convergence properties of DCA is still valid for $\mathrm{DCA}^{k}$ as stated in Theorem 2.

Theorem 2. Convergence properties of $\mathrm{DCA}^{k}$
i) $\mathrm{DCA}^{k}$ generates the sequence $\left\{\boldsymbol{\alpha}^{k}\right\}$ such that the sequence $\left\{F\left(\boldsymbol{\alpha}^{k}\right)\right\}$ is nonincreasing.
ii) If the sequences $\left\{\boldsymbol{\alpha}^{k}\right\}$ and $\left\{\boldsymbol{\beta}^{k}\right\}$ are bounded, then every limit point $\boldsymbol{\alpha}^{*}$ of the sequence $\left\{\boldsymbol{\alpha}^{k}\right\}$ is a critical point of $F=G^{\infty}-H^{\infty}$ where

$$
\begin{aligned}
G^{\infty} & =\sum_{i=1}^{m} 2\left\{\left[p_{i 1}+l_{i}^{\infty}\right]^{2}+\left[p_{i 2}+l_{i}^{\infty}\right]^{2}\right\} \\
H^{\infty} & =\sum_{i=1}^{m}\left[p_{i 1}+p_{i 2}+2 l_{i}^{\infty}\right]^{2}
\end{aligned}
$$

and for $i=1, \ldots, m, j \in\{1,2\}$, $l_{i j}^{\infty}$ is the affine minorization of $p_{i j}$ at $\boldsymbol{\alpha}^{*}$, $l_{i}^{\infty}:=\max \left\{-l_{i 1}^{\infty},-l_{i 2}^{\infty}\right\}$.

Proof. i) $\mathrm{DCA}^{k}$ consists in constructing two sequences $\left\{\boldsymbol{\alpha}^{k}\right\}$ and $\left\{\boldsymbol{\beta}^{k}\right\}$ such that $\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$ and $\boldsymbol{\alpha}^{k+1} \in \operatorname{argmin}\left\{G^{k}(\boldsymbol{\alpha})-\left\langle\boldsymbol{\alpha}, \boldsymbol{\beta}^{k}\right\rangle\right\}$, which is equivalent to $\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$ and $\boldsymbol{\alpha}^{k+1} \in \partial\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)$, where the conjugate of $G$, denoted $G^{*}$, is defined by $G^{*}(\boldsymbol{w})=\sup \left\{\langle\boldsymbol{\alpha}, \boldsymbol{w}\rangle-G(\boldsymbol{\alpha}): \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\}$.

The first inclusion $\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$ implies that

$$
H^{k}\left(\boldsymbol{\alpha}^{k+1}\right) \geq H^{k}\left(\boldsymbol{\alpha}^{k}\right)+\left\langle\boldsymbol{\alpha}^{k+1}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle
$$

Consequently,

$$
\begin{equation*}
G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)-H^{k}\left(\boldsymbol{\alpha}^{k+1}\right) \leq G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)-H^{k}\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}^{k+1}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle . \tag{9}
\end{equation*}
$$

Similarly, we derive from the second inclusion $\boldsymbol{\alpha}^{k+1} \in \partial\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)$ that

$$
\begin{equation*}
G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)-H^{k}\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}^{k+1}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle \leq\left(G^{k}-H^{k}\right)\left(\boldsymbol{\alpha}^{k}\right) . \tag{10}
\end{equation*}
$$

As a result, we have $F\left(\boldsymbol{\alpha}^{k+1}\right)=\left(G^{k}-H^{k}\right)\left(\boldsymbol{\alpha}^{k+1}\right) \leq\left(G^{k}-H^{k}\right)\left(\boldsymbol{\alpha}^{k}\right)=F\left(\boldsymbol{\alpha}^{k}\right)$. That is, the sequence $\left\{F\left(\boldsymbol{\alpha}^{k}\right)\right\}$ is non-increasing.
ii) For the sake of simplicity, we write $\lim _{k \rightarrow+\infty} \boldsymbol{\alpha}^{k}=\boldsymbol{\alpha}^{*}$. Since the sequence $\left\{\boldsymbol{\beta}^{k}\right\}$ is bounded, we imply that for $i=1, \ldots, m$ and $j=1,2$, the sequence $\left\{\gamma_{i j}^{k}\right\}$ is bounded too. We can suppose (by extracting a subsequence if necessary) that $\left\{\boldsymbol{\beta}^{k}\right\}_{k}$ (resp. $\left\{\boldsymbol{\gamma}_{i j}^{k}\right\}$ ) converges to $\boldsymbol{\beta}^{*}$ (resp. $\boldsymbol{\gamma}_{i j}^{*}$ ).

From Theorem 24.4 in [18] and $\gamma_{i j}^{k} \in \partial p_{i j}\left(\boldsymbol{\alpha}^{k}\right)$, we get $\gamma_{i j}^{*} \in \partial p_{i j}\left(\boldsymbol{\alpha}^{*}\right)$. Let us define the affine minorization $l_{i j}^{\infty}$ of $p_{i j}$ at $\boldsymbol{\alpha}^{*}$ as

$$
l_{i j}^{\infty}(\boldsymbol{\alpha})=p_{i j}\left(\boldsymbol{\alpha}^{*}\right)+\left\langle\boldsymbol{\alpha}-\boldsymbol{\alpha}^{*}, \boldsymbol{\gamma}_{i j}^{*}\right\rangle .
$$

From the definition of $l_{i}^{k}(k \geq 1, i=1, \ldots, m)$ and the continuity of $p_{i j}$ $(i=1, \ldots, m, j=1,2)$, we derive that

$$
\lim _{k \rightarrow+\infty} l_{i}^{k}\left(\boldsymbol{\alpha}^{k}\right)=\lim _{k \rightarrow+\infty} p_{i j}\left(\boldsymbol{\alpha}^{k}\right)=p_{i j}\left(\boldsymbol{\alpha}^{*}\right)=l_{i}^{\infty}\left(\boldsymbol{\alpha}^{*}\right)
$$

and for each $\boldsymbol{\alpha}$,

$$
\lim _{k \rightarrow+\infty} l_{i}^{k}(\boldsymbol{\alpha})=\lim _{k \rightarrow+\infty} \max _{j=1,2}\left(-l_{i j}^{k}(\boldsymbol{\alpha})\right)=\max _{j=1,2}\left(-l_{i j}^{\infty}(\boldsymbol{\alpha})\right)=l_{i}^{\infty}(\boldsymbol{\alpha})
$$

Similarly, we also have:

$$
\lim _{k \rightarrow+\infty} G^{k}\left(\boldsymbol{\alpha}^{k}\right)=G^{\infty}\left(\boldsymbol{\alpha}^{*}\right), \lim _{k \rightarrow+\infty} H^{k}\left(\boldsymbol{\alpha}^{k}\right)=H^{\infty}\left(\boldsymbol{\alpha}^{*}\right)
$$

From the definition of both convex functions $G^{\infty}$ and $H^{\infty}$, we see that $F=$ $G^{\infty}-H^{\infty}$ i.e. $G^{\infty}-H^{\infty}$ is a DC decomposition of $F$.

We derive from Lemma 2 in [2] and the convergence properties of a series of conjugate convex functions (see e.g. [19, 20]) that

$$
\lim _{k \rightarrow+\infty}\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)=\left(G^{\infty}\right)^{*}\left(\boldsymbol{\beta}^{*}\right), \lim _{k \rightarrow+\infty}\left(H^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)=\left(H^{\infty}\right)^{*}\left(\boldsymbol{\beta}^{*}\right)
$$

Now, we will show that $\boldsymbol{\alpha}^{*}$ is a critical point of $G^{\infty}-H^{\infty}$. From the inclusions $\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$ and $\boldsymbol{\alpha}^{k+1} \in \partial\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)$, we get

$$
\begin{equation*}
\left\langle\boldsymbol{\alpha}^{k+1}, \boldsymbol{\beta}^{k}\right\rangle=G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)+\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right) \text { and }\left\langle\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle=H^{k}\left(\boldsymbol{\alpha}^{k}\right)+\left(H^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right) \tag{11}
\end{equation*}
$$

By taking the limit of the second equality of (11), we get

$$
\left\langle\boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}\right\rangle=H^{\infty}\left(\boldsymbol{\alpha}^{*}\right)+\left(H^{\infty}\right)^{*}\left(\boldsymbol{\beta}^{*}\right)
$$

Therefore, we yield $\boldsymbol{\beta}^{*} \in \partial H^{\infty}\left(\boldsymbol{\alpha}^{*}\right)$.
To indicate the inclusion $\boldsymbol{\beta}^{*} \in \partial G^{\infty}\left(\boldsymbol{\alpha}^{*}\right)$, it suffices to show that

$$
\begin{equation*}
\lim _{k \rightarrow+\infty}\left\{\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)+G^{k}\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle\right\}=0 \tag{12}
\end{equation*}
$$

It results from $i$ ) and $F(\boldsymbol{\alpha}) \geq 0$ for all $\boldsymbol{\alpha} \in \mathbb{R}^{n}$ that the sequence $\left\{\left(G^{k}-\right.\right.$ $\left.\left.H^{k}\right)\left(\boldsymbol{\alpha}^{k}\right)\right\}$ is non-increasing and converges to the limit $\delta \geq 0$.

We imply from (11) that

$$
\begin{equation*}
\left(H^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)-\left(G^{k}\right)^{*}\left(\boldsymbol{\beta}^{k}\right)=G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)-H^{k}\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}^{k+1}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle \tag{13}
\end{equation*}
$$

Combining (13) with (9) and (10), we see that the sequence $\left\{\left[\left(H^{k}\right)^{*}-\right.\right.$ $\left.\left.\left(G^{k}\right)^{*}\right]\left(\boldsymbol{\beta}^{k}\right)\right\}$ is non-increasing and also converges to the limit $\delta \geq 0$.

Taking (13) and the same limit of two above sequences into account, we have
$\lim _{k \rightarrow+\infty}\left\{G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)-H^{k}\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}^{k+1}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle\right\}=\lim _{k \rightarrow+\infty}\left\{\left(G^{k}\right)\left(\boldsymbol{\alpha}^{k}\right)-\left(H^{k}\right)\left(\boldsymbol{\alpha}^{k}\right)\right\}$.
Thus,

$$
\lim _{k \rightarrow+\infty}\left\{G^{k}\left(\boldsymbol{\alpha}^{k+1}\right)-G^{k}\left(\boldsymbol{\alpha}^{k}\right)-\left\langle\boldsymbol{\alpha}^{k+1}-\boldsymbol{\alpha}^{k}, \boldsymbol{\beta}^{k}\right\rangle\right\}=0 .
$$

From (11), we obtain (12). The proof of $i$ i) is complete.

## 3. DCA and $\mathrm{DCA}^{k}$ for continuous piecewise-linear fitting problem

The piecewise-linear fitting problem is finding a piecewise-linear function that furnishes the smallest mean-square fitting error (1) to a given set of data points. The importance of using a piecewise-linear function has been emphasized in many real-world applications due to a number of its merits: they are compact, easy to compute, visualize, interpret, and able to approximate even highly complex nonlinear functions (e.g., concave/convex function) [21].

Its application areas include from mathematical modeling/optimization (see, e.g., $[21,22,23,24,25,26,27,28])$ to econometrics, transportation, prediction and forecasting (see, e.g., $[29,30,31,32,33]$ ), and to statistics, machine learning and data mining (see, e.g., [34, 21, 35, 36, 37, 38] and references therein), etc. In machine learning, developing regression techniques using the piecewise-linear function plays an important role for practical problems such as energy storage optimization with a solar source, beer brewery optimization, customer demand forecasting (see, e.g., [34, 35, 37] for more practical problems). Previous and relevant works for piecewise-linear fitting functions are given completely in several works (see, e.g., [34, 21, 24, 26, 27, 35, 37]).

Piecewise-linear fitting problems can be classified into two categories: discontinuous and continuous ones. As for the discontinuous category, the problem focuses on constructing the general piecewise-linear model whose each affine submodel tries to fit the data points on the corresponding continuous subdomain. In related works (see, e.g., [21, 26]), the problem can be divided into two sequential subproblems. The first is a clustering problem for partitioning the data points and building the affine fitting submodels while the second is a classification problem for partitioning the domain with respect to the obtained submodels and the corresponding point partition. The recent work [21] considered the problem of minimizing the mean-absolute error with a piecewise-linearly separable domain partition. The authors proposed a mix-integer linear program formulation with big- $M$ for small-scale instances and then developed a four-step heuristic algorithm for solving it in medium-to-large-scale datasets.

Works in the class of continuous piecewise-linear fitting problems can be found in, e.g., [27, 39, 40]. The work [40] proposed the well-known Multivariate Adaptive Regression Splines (MARS) method which consists in constructing the continuous fitting model in the form of an expansion in a set of basis functions (see, e.g., [34, 40, 41, 42]). There are three forms of basis functions: a constant, a hinge function, and the multiplication of a number of hinge functions. Jekabsons [42] developed an open source Matlab/Octave toolbox for building piecewise-linear and piecewise-cubic regression models using the MARS method. Another approach for solving this problem is based on discrete optimization and mixed-integer programming. The authors in [27] introduced mixed-binary models under various conditions with the additional convexity-enforcing constraints. A drawback of this approach is the scalability of the obtained models. In addition, the work [39] considered the continuous piecewise-linear fitting problem with the MSE criterion over the
class of maxima of minima of linear functions. In general, this problem is nonsmooth, nonconvex. Exploiting the semismooth, quasidifferentiable and piecewise partially separable properties of the objective function, the authors described a technique to approximate its subdifferential and then applied the Discrete Gradient Method (DGM) for directly solving the minimization problem. This method is impractical for large datasets. In the same direction but with the use of another method based on DC optimization, Bagirov et al. [43] indicated that the objective function is, in general, a DC function without highlighting a DC decomposition. The authors designed a descent algorithm with a line search to find critical points. It computes search directions by calculating the distance between two polytopes approximating subdifferentials of DC components (without knowing the explicit form of these DC components). However, the computation of these subdifferentials stated in Proposition 2 of [43] is not correct. A counterexample is given in Appendix A.

In this section, we consider the class of continuous piecewise-linear fitting problems. We show that these fitting problems can be formulated as the DC fitting problem (2) for which two proposed algorithms DCA and $\mathrm{DCA}^{k}$ in Section 2 are applied.

### 3.1. Problem formulation

It is well-known from [44] that any continuous piecewise-linear function can be represented as a DC function:

$$
\phi(\boldsymbol{x})=f(\boldsymbol{x}, \boldsymbol{\alpha})=\max _{j=1, \ldots, K}\left\{\left\langle\boldsymbol{x}, \boldsymbol{a}_{j}\right\rangle+b_{j}\right\}-\max _{q=1, \ldots, M}\left\{\left\langle\boldsymbol{x}, \boldsymbol{a}_{K+q}\right\rangle+b_{K+q}\right\},
$$

where the parameters $\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{K+M} \in \mathbb{R}^{p}, b_{1}, \ldots, b_{K+M} \in \mathbb{R}, n=(K+$ $M)(p+1)$, and $\boldsymbol{\alpha}=\left(\boldsymbol{a}_{1}, b_{1}, \ldots, \boldsymbol{a}_{K}, b_{K}, \boldsymbol{a}_{K+1}, b_{K+1}, \ldots, \boldsymbol{a}_{K+M}, b_{K+M}\right) \in \mathbb{R}^{n}$. Obviously, $\phi \in \mathcal{F}$. Thus, the continuous piecewise-linear fitting problem can be rewritten as a DC fitting problem (2)

$$
\begin{equation*}
\min \left\{F(\boldsymbol{\alpha})=\sum_{i=1}^{m}\left[\left(g_{i}(\boldsymbol{\alpha})-y_{i}\right)-h_{i}(\boldsymbol{\alpha})\right]^{2}: \boldsymbol{\alpha} \in \mathbb{R}^{n}\right\} \tag{14}
\end{equation*}
$$

where

$$
g_{i}(\boldsymbol{\alpha}):=\max _{j=1, \ldots, K}\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}\right\rangle, h_{i}(\boldsymbol{\alpha}):=\max _{q=1, \ldots, M}\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}\right\rangle
$$

and for $i=1, \ldots, m, j=1, \ldots, K, q=1, \ldots, M$, the vectors

$$
\begin{aligned}
\boldsymbol{u}^{(i, j)} & =\left(\boldsymbol{u}_{1}^{(i, j)}, \ldots, \boldsymbol{u}_{K}^{(i, j)}, \boldsymbol{u}_{K+1}^{(i, j)}, \ldots, \boldsymbol{u}_{K+M}^{(i, j)}\right) \in \mathbb{R}^{n}, \\
\boldsymbol{v}^{(i, q)} & =\left(\boldsymbol{v}_{1}^{(i, q)}, \ldots, \boldsymbol{v}_{K}^{(i, q)}, \boldsymbol{v}_{K+1}^{(i, q)}, \ldots, \boldsymbol{v}_{K+M}^{(i, q)}\right) \in \mathbb{R}^{n},
\end{aligned}
$$

with $\boldsymbol{u}_{r}^{(i, j)}=\left(\boldsymbol{x}_{i}, 1\right)$ if $r=j,(\mathbf{0}, 0)$ if $r \neq j ; \boldsymbol{v}_{r}^{(i, q)}=\left(\boldsymbol{x}_{i}, 1\right)$ if $r=K+q,(\mathbf{0}, 0)$ if $r \neq K+q$.

Next, we apply DCA and $\mathrm{DCA}^{k}$ for solving the continuous piecewiselinear fitting problem (14). In particular, we first show how to compute a subgradient, then solve the convex subproblem, and finally derive the resulting algorithms, named $\mathrm{DCA}-\mathrm{PL}$ and $\mathrm{DCA}^{k}-\mathrm{PL}$ respectively.

## 3.2. $D C A$ for solving the problem (14)

Compute a subgradient $\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)$ :
By the definition of $H$ in (5), the subdifferential of $H$ is defined as

$$
\partial H=\sum_{i=1}^{m} \partial\left[p_{i 1}+p_{i 2}+2 l_{i}\right]^{2}
$$

Applying the inclusion $2 r_{i}(\boldsymbol{\alpha}) \partial r_{i}(\boldsymbol{\alpha}) \subset \partial\left[r_{i}(\boldsymbol{\alpha})\right]^{2}$ for $r_{i}=p_{i 1}+p_{i 2}+2 l_{i}$, and summing this inclusion over $i=1, \ldots, m$, we have

$$
\sum_{i=1}^{m} 2\left[p_{i 1}(\boldsymbol{\alpha})+p_{i 2}(\boldsymbol{\alpha})+2 l_{i}(\boldsymbol{\alpha})\right]\left[\partial p_{i 1}(\boldsymbol{\alpha})+\partial p_{i 2}(\boldsymbol{\alpha})+\partial\left(2 l_{i}\right)(\boldsymbol{\alpha})\right] \subset \partial H(\boldsymbol{\alpha})
$$

Thus, we can choose a subgradient $\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)$ as follows:

$$
\boldsymbol{\beta}^{k} \in \sum_{i=1}^{m} 2\left[p_{i 1}\left(\boldsymbol{\alpha}^{k}\right)+p_{i 2}\left(\boldsymbol{\alpha}^{k}\right)+2 l_{i}\left(\boldsymbol{\alpha}^{k}\right)\right]\left[\partial p_{i 1}\left(\boldsymbol{\alpha}^{k}\right)+\partial p_{i 2}\left(\boldsymbol{\alpha}^{k}\right)+\partial\left(2 l_{i}\right)\left(\boldsymbol{\alpha}^{k}\right)\right]
$$

Now, we need to compute subgradients $\bar{\gamma}_{i 1} \in \partial p_{i 1}(\overline{\boldsymbol{\alpha}}), \bar{\gamma}_{i 2} \in \partial p_{i 2}(\overline{\boldsymbol{\alpha}})$, $\gamma_{i 1}^{k} \in \partial p_{i 1}\left(\boldsymbol{\alpha}^{k}\right), \gamma_{i 2}^{k} \in \partial p_{i 2}\left(\boldsymbol{\alpha}^{k}\right)$. In particular, by the definition of $p_{i 1}, p_{i 2}$, $l_{i}$ and according to the rule of computing the subdifferential of a function
being the maximum of a finite family of convex functions [45], we have

$$
\begin{aligned}
& \partial l_{i}(\boldsymbol{\alpha})=\left\{-\bar{\gamma}_{i 1}\right\} \text { if } l_{i 1}(\boldsymbol{\alpha})<l_{i 2}(\boldsymbol{\alpha}),\left\{-\bar{\gamma}_{i 2}\right\} \text { if } l_{i 1}(\boldsymbol{\alpha})>l_{i 2}(\boldsymbol{\alpha}), \\
& {\left[-\bar{\gamma}_{i 1},-\bar{\gamma}_{i 2}\right] \text { otherwise, } } \\
& \partial p_{i 1}(\boldsymbol{\alpha})= \partial\left[\max _{j=1, \ldots, K}\left\{\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}\right\rangle-y_{i}\right\}\right]=\operatorname{co}\left\{\boldsymbol{u}^{\left(i, j_{i}\right)}: j_{i} \in I_{i 1}(\boldsymbol{\alpha})\right\}, \\
& \partial p_{i 2}(\boldsymbol{\alpha})= \partial\left[\max _{q=1, \ldots, M}\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}\right\rangle\right]=\operatorname{co}\left\{\boldsymbol{v}^{\left(i, q_{i}\right)}: q_{i} \in I_{i 2}(\boldsymbol{\alpha})\right\}, \text { and } \\
& I_{i 1}(\boldsymbol{\alpha}):=\operatorname{argmax}_{j=1, \ldots, K}\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}\right\rangle, I_{i 2}(\boldsymbol{\alpha}):=\operatorname{argmax}_{q=1, \ldots, M}\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}\right\rangle .
\end{aligned}
$$

Here $[\boldsymbol{a}, \boldsymbol{b}]$ is a line segment between $\boldsymbol{a}$ and $\boldsymbol{b}$, co denotes the convex hull of a set of points. Thus, we can take $\bar{\gamma}_{i 1}=\boldsymbol{u}^{\left(i, \bar{J}_{i}\right)}, \bar{\gamma}_{i 2}=\boldsymbol{v}^{\left(i, \bar{q}_{i}\right)}, \gamma_{i 1}^{k}=\boldsymbol{u}^{\left(i, j_{i}^{k}\right)}, \gamma_{i 2}^{k}=$ $\boldsymbol{v}^{\left(i, q_{i}^{k}\right)}$ where $\bar{j}_{i} \in I_{i 1}(\overline{\boldsymbol{\alpha}}), \bar{q}_{i} \in I_{i 2}(\overline{\boldsymbol{\alpha}}), j_{i}^{k} \in I_{i 1}\left(\boldsymbol{\alpha}^{k}\right), q_{i}^{k} \in I_{i 2}\left(\boldsymbol{\alpha}^{k}\right), i=1, \ldots, m$. Finally, the subgradient $\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)$ is computed as

$$
\begin{align*}
\boldsymbol{\beta}^{k}=2 \sum_{i=1}^{m} & {\left[p_{i 1}\left(\boldsymbol{\alpha}^{k}\right)+p_{i 2}\left(\boldsymbol{\alpha}^{k}\right)+2 l_{i}\left(\boldsymbol{\alpha}^{k}\right)\right] \times } \\
& \quad\left[\gamma_{i 1}^{k}+\gamma_{i 2}^{k}-2 \bar{\gamma}_{i 1}-2\left(\bar{\gamma}_{i 2}-\bar{\gamma}_{i 1}\right) \mathbb{1}_{\left\{l_{i 1}(\boldsymbol{\alpha})>l_{i 2}(\boldsymbol{\alpha})\right\}}\left(\boldsymbol{\alpha}^{k}\right)\right] . \tag{15}
\end{align*}
$$

Here the function $\mathbb{1}_{\mathcal{A}}(\boldsymbol{\alpha})=1$ if $\boldsymbol{\alpha} \in \mathcal{A}, 0$ otherwise.
Solve the convex subproblem (6):
The convex subproblem (6) can be reformulated as

which is in fact a convex quadratic program of the form

$$
\left\{\begin{array}{c}
\min _{\boldsymbol{\alpha}, t, \tau} \sum_{i=1}^{m} 2\left(t_{i}\right)^{2}+\sum_{i=1}^{m} 2\left(\tau_{i}\right)^{2}-\left\langle\boldsymbol{\beta}^{k}, \boldsymbol{\alpha}\right\rangle,  \tag{16}\\
\text { s.t. } t_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}-\boldsymbol{u}^{\left(i, \bar{j}_{i}\right)}\right\rangle, i=1, \ldots, m, j=1, \ldots, K, \\
t_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}-\boldsymbol{v}^{\left(i, \bar{q}_{i}\right)}\right\rangle-y_{i}, i=1, \ldots, m, j=1, \ldots, K, \\
\tau_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}-\boldsymbol{u}^{\left(i, \bar{j}_{j}\right)}\right\rangle+y_{i}, i=1, \ldots, m, q=1, \ldots, M, \\
\left.\tau_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}-\boldsymbol{v}^{\left(i, \bar{q}_{i}\right.}\right\rangle\right\rangle, i=1, \ldots, m, q=1, \ldots, M .
\end{array}\right.
$$

```
Algorithm 1 DCA for the problem (14) (DCA-PL)
    Initialization: Let \(\boldsymbol{\alpha}^{0} \in \mathbb{R}^{n}\). Set \(k=0\).
    repeat
        1. Compute \(\boldsymbol{\beta}^{k} \in \partial H\left(\boldsymbol{\alpha}^{k}\right)\) using (15).
        2. Solve the convex quadratic program (16) to obtain \(\left(\boldsymbol{\alpha}^{k+1}, \boldsymbol{t}^{k+1}, \boldsymbol{\tau}^{k+1}\right)\).
        3. \(k=k+1\).
    until Stopping criteria are satisfied.
```


## 3.3. $D C A^{k}$ for solving the problem (14)

At the iteration $k$ in $\mathrm{DCA}^{k}$, we choose $\overline{\boldsymbol{\alpha}}=\boldsymbol{\alpha}^{k}$. In this case, $\bar{j}_{i}=j_{i}^{k}$, $\bar{q}_{i}=q_{i}^{k}$, and $l_{i j}\left(\boldsymbol{\alpha}^{k}\right)=p_{i j}\left(\boldsymbol{\alpha}^{k}\right), \bar{\gamma}_{i j}=\gamma_{i j}^{k}$. The computation of $\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)$ becomes simpler than (15) as follows:

$$
\begin{equation*}
\boldsymbol{\beta}^{k}=2 \sum_{i=1}^{m} p_{i}\left(\boldsymbol{\alpha}^{k}\right)\left[\boldsymbol{u}^{\left(i, j_{i}^{k}\right)}-\boldsymbol{v}^{\left(i, q_{i}^{k}\right)}\right], j_{i}^{k} \in I_{i 1}\left(\boldsymbol{\alpha}^{k}\right), q_{i}^{k} \in I_{i 2}\left(\boldsymbol{\alpha}^{k}\right) . \tag{17}
\end{equation*}
$$

And the convex program in $\mathrm{DCA}^{k}$ is the same as the convex quadratic program (16) with the indexes $\bar{j}_{i}\left(\right.$ resp. $\left.\bar{q}_{i}\right)$ replaced by $j_{i}^{k}$ (resp. $q_{i}^{k}$ ):

$$
\left\{\begin{align*}
& \min _{\boldsymbol{\alpha}, \boldsymbol{t}, \boldsymbol{\tau}} \sum_{i=1}^{m} 2\left(t_{i}\right)^{2}+\sum_{i=1}^{m} 2\left(\tau_{i}\right)^{2}-\left\langle\boldsymbol{\beta}^{k}, \boldsymbol{\alpha}\right\rangle,  \tag{18}\\
& \text { s.t. } t_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}-\boldsymbol{u}^{\left(i, j_{i}^{k}\right)}\right\rangle, i=1, \ldots, m, j=1, \ldots, K, \\
& t_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{u}^{(i, j)}-\boldsymbol{v}^{\left(i, q_{i}^{k}\right)}\right\rangle-y_{i}, i=1, \ldots, m, j=1, \ldots, K, \\
& \tau_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}-\boldsymbol{u}^{\left(i, j_{i}^{k}\right)}\right\rangle+y_{i}, i=1, \ldots, m, q=1, \ldots, M, \\
& \tau_{i} \geq\left\langle\boldsymbol{\alpha}, \boldsymbol{v}^{(i, q)}-\boldsymbol{v}^{\left(i, q_{i}^{k}\right)}\right\rangle, i=1, \ldots, m, q=1, \ldots, M .
\end{align*}\right.
$$

Hence, $\mathrm{DCA}^{k}$ differs from DCA by computing the subgradient $\boldsymbol{\beta}^{k}$ and solving the convex quadratic program in the step 1 and step 2 respectively. The algorithm, named $\mathrm{DCA}^{k}-\mathrm{PL}$, can be described as follows.

### 3.4. Starting point for the proposed $D C A$ algorithms

In this section, we suggest a deterministic strategy to compute the starting point $\boldsymbol{\alpha}^{0} \in \mathbb{R}^{n}$ for the proposed DCA algorithms. From the fact that

$$
f\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)-y_{i}=\left(g\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)-y_{i} / 2\right)-\left(h\left(\boldsymbol{x}_{i}, \boldsymbol{\alpha}\right)+y_{i} / 2\right),
$$

the idea is to fit the convex functions $g(\boldsymbol{x}, \boldsymbol{\alpha})$ (resp. $h(\boldsymbol{x}, \boldsymbol{\alpha})$ ) to the data points $\left\{\left(\boldsymbol{x}_{i}, y_{i} / 2\right)\right\}_{i=1, \ldots, m}$ (resp. $\left.\left\{\left(\boldsymbol{x}_{i},-y_{i} / 2\right)\right\}_{i=1, \ldots, m}\right)$, by the following strategy which is quite similar to the random version in [24]:

```
Algorithm \(2 \mathrm{DCA}^{k}\) for the problem (14) ( \(\mathrm{DCA}^{k}-\mathrm{PL}\) )
    Initialization: Let \(\boldsymbol{\alpha}^{0} \in \mathbb{R}^{n}\). Set \(k=0\).
    repeat
        1. Compute \(\boldsymbol{\beta}^{k} \in \partial H^{k}\left(\boldsymbol{\alpha}^{k}\right)\) using (17).
        2. Solve the convex quadratic program (18) to obtain \(\left(\boldsymbol{\alpha}^{k+1}, \boldsymbol{t}^{k+1}, \boldsymbol{\tau}^{k+1}\right)\).
        3. \(k=k+1\).
    until Stopping criteria are satisfied.
```

Step 1: generate the set $\mathcal{X}_{1}$ of $K$ points in $\mathcal{X}=\left\{\boldsymbol{x}_{i}\right\}_{i=1, \ldots, m}$ using the KKZ method [46] with the first point $\overline{\boldsymbol{x}}=\frac{1}{m} \sum_{i=1}^{m} \boldsymbol{x}_{i}$; then, similarly generate the set $\mathcal{X}_{2}$ of $M$ points in the set $\mathcal{X} \backslash \mathcal{X}_{1}$ with the same first point $\overline{\boldsymbol{x}}$ in the KKZ method.
Step 2: find an index $j_{i}^{1} \in\{1, \ldots, K\}\left(\right.$ resp. $\left.j_{i}^{2} \in\{1, \ldots, M\}\right)(i=1, \ldots, m)$ such that the $j_{i}^{1}$-th point in $\mathcal{X}_{1}$ (resp. the $j_{i}^{2}$-th point in $\mathcal{X}_{2}$ ) is closest to the point $\boldsymbol{x}_{i}$ (see Voronoi partitions in [24] for more details).
Step 3: compute the starting point

$$
\boldsymbol{\alpha}^{0}=\left(\boldsymbol{a}_{1}^{0}, b_{1}^{0}, \ldots, \boldsymbol{a}_{K}^{0}, b_{K}^{0}, \boldsymbol{a}_{K+1}^{0}, b_{K+1}^{0}, \ldots, \boldsymbol{a}_{K+M}^{0}, b_{K+M}^{0}\right)
$$

where for $j=1, \ldots, K,\left(\boldsymbol{a}_{j}^{0}, b_{j}^{0}\right)$ is an optimal solution to the linear leastsquare problem

$$
\min _{\left(\boldsymbol{a}_{j}, b_{j}\right)} \sum_{i \in \mathcal{J}_{1}(j)}\left(\left\langle\boldsymbol{a}_{j}, \boldsymbol{x}_{i}\right\rangle+b_{j}-y_{i} / 2\right)^{2},
$$

with $\mathcal{J}_{1}(j):=\left\{i \in\{1, \ldots, m\}: j_{i}^{1}=j\right\}$; and for $j=1, \ldots, M,\left(\boldsymbol{a}_{K+j}^{0}, b_{K+j}^{0}\right)$ is an optimal solution to the linear least-square problem

$$
\min _{\left(\boldsymbol{a}_{K+j}, b_{K+j}\right)} \sum_{i \in \mathcal{J}_{2}(j)}\left(\left\langle\boldsymbol{a}_{K+j}, \boldsymbol{x}_{i}\right\rangle+b_{K+j}+y_{i} / 2\right)^{2},
$$

with $\mathcal{J}_{2}(j):=\left\{i \in\{1, \ldots, m\}: j_{i}^{2}=j\right\}$.

## 4. Numerical experiments

In this section, our experiments aim to show the efficiency of our DCAbased approach for solving the continuous piecewise-linear fitting problem (14). In particular, we make a comparison between our algorithms DCA-PL and $\mathrm{DCA}^{k}-\mathrm{PL}$ with two methods mentioned in Section 3: Discrete Gradient

Method (DGM) [39] for directly solving the problem (14) and Multivariate Adaptive Regression Splines (MARS) [40] for constructing a piecewise-linear model. We test the four algorithms on two synthetic datasets D1-D2 and seven real datasets D3-D9, which are summarized in Table 1. We generate a synthetic dataset of the points $\left\{\left(\boldsymbol{x}_{i}, y_{i}=\varphi\left(\boldsymbol{x}_{i}\right)\right)\right\}_{i=1, \ldots, m}$ where $\boldsymbol{x}_{i} \in \mathcal{X}=$ $\{-v,-v+1, \ldots, v-1, v\}^{3}$ and the function $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is defined as

$$
\varphi(\boldsymbol{x})=\varphi\left(x_{1}, x_{2}, x_{3}\right)=\ln \left(\exp \left(x_{1}\right)+2 \exp \left(x_{2}\right)\right)-\ln \left(\exp \left(x_{2}\right)+\exp \left(x_{3}\right)\right) .
$$

Two synthetic datasets, named $\log -\exp 6, \log -\exp 7$, corresponds to the value of $v \in\{6,7\}$, respectively. Their numbers of data points, $m$, are 3375, 9261, respectively. The real datasets in many areas are taken from UCI machine learning repository ${ }^{1}$ and LIBSVM website ${ }^{2}$.

Table 1: Descriptions of datasets: $p$ is the dimension of the space; $m$ is the number of data points.

| Data | Name | $m$ | $p$ |
| :--- | :--- | ---: | ---: |
| D1 | $\log -\exp 6$ | 3375 | 3 |
| D2 | log-exp7 | 9261 | 3 |
| D3 | Yacht hydrodynamics | 308 | 6 |
| D4 | housing | 506 | 13 |
| D5 | abalone | 4177 | 8 |
| D6 | White wine quality | 4898 | 11 |
| D7 | Combined cycle power plant | 9568 | 4 |
| D8 | cadata | 20640 | 8 |
| D9 | Physicochemical properties of | 45730 | 9 |
|  | protein tertiary structure |  |  |

Comparison criteria: We are interested in the following criteria to evaluate the effectiveness of DCA-PL and $\mathrm{DCA}^{k}$-PL when comparing with

[^1]DGM and MARS: the mean-square error (MSE) defined as

$$
\operatorname{MSE}(\boldsymbol{\alpha}):=\frac{1}{m} \sum_{i=1}^{m}\left[p_{i}(\boldsymbol{\alpha})\right]^{2}
$$

and the CPU time (in seconds).
Set up experiments: All experiments were performed on a PC Intel(R) Xeon(R) CPU E5-2630 v2, @2.60GHz of 32GB RAM and implemented in Matlab R2016b. The software CPLEX 12.8 was used for solving convex quadratic programs in DCA-PL, DCA ${ }^{k}-\mathrm{PL}$, and DGM. The parameters of DGM are set the same as in [39]. The MARS method is implemented in a Matlab toolbox ARESLab [42] and its parameters are set by default for building piecewise-linear models. The stopping criterion at the iteration $k$ for DCA-PL and $\mathrm{DCA}^{k}-\mathrm{PL}$ is

$$
\left|\operatorname{MSE}\left(\boldsymbol{\alpha}^{k}\right)-\operatorname{MSE}\left(\boldsymbol{\alpha}^{k-1}\right)\right| \leq \varepsilon\left(1+\operatorname{MSE}\left(\boldsymbol{\alpha}^{k-1}\right)\right)
$$

or the CPU time exceeds the maximum time. The default tolerance $\varepsilon$ is set to $10^{-4}$. The maximum time for all algorithms is set to 3600 seconds for D9 and 1800 seconds for the others. As for the synthetic datasets D1-D2, the pair $(K, M)$ belongs to the set $\{(2,4),(2,6),(3,2),(3,3),(4,3),(4,5),(6,5),(6,7)$, $(8,5),(8,7)\}$ while it is set to $(3,2)$ for the real datasets D3-D9 due to the best trade-off between rapidity and quality of solutions on synthetic datasets. The same starting point of three algorithms DCA-PL, DCA ${ }^{k}$-PL, and DGM is described in Section 3.4. The point $\overline{\boldsymbol{\alpha}}$ in DCA-PL is set to $\boldsymbol{\alpha}^{0}$. We perform a validation procedure on real datasets to evaluate the piecewise-linear model obtained by the algorithm. In particular, each dataset is divided into two subsets: training set containing $80 \%$ of dataset, and test set containing $20 \%$ of dataset. First, we learn a piecewise-linear model on the training set. Then, we use that piecewise-linear model on the test set to compute the MSE.

Descriptions of results' tables: The comparative results of all four algorithms on two synthetic datasets in terms of the MSE and the CPU time with different pairs of $(K, M)$ are reported in Table 2. As for seven real datasets, we report the MSE and the CPU time of our notable algorithm $\mathrm{DCA}^{k}$-PL and two existing algorithms DGM, MARS in Table 3.

Table 2: Comparative results of four algorithms DCA-PL, $\mathrm{DCA}^{k}$-PL, DGM and MARS on two synthetic datasets D1 and D2 in terms of Mean-Square Error (MSE) and CPU time (in seconds). Bold values indicate the best results for each pair ( $K, M$ ).

| Data | K | M | Mean-Square Error MSE |  |  | CPU (in seconds) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | DCA-PL | $\mathrm{DCA}^{k}$-PL | DGM | DCA-PL | $\mathrm{DCA}^{k}-\mathrm{PL}$ | DGM |
| D1 | 2 | 4 | $2.19 \mathrm{e}-02$ | $1.33 \mathrm{e}-02$ | 2.36e-02 | $2.94 \mathrm{e}+02$ | $4.78 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | 2 | 6 | $1.92 \mathrm{e}-02$ | $1.29 \mathrm{e}-02$ | $2.64 \mathrm{e}-02$ | $3.28 \mathrm{e}+02$ | $5.81 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | 3 | 2 | $1.89 \mathrm{e}-02$ | $1.93 \mathrm{e}-02$ | $4.32 \mathrm{e}-02$ | $1.44 \mathrm{e}+02$ | $3.51 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | 3 | 3 | $6.92 \mathrm{e}-03$ | $7.71 \mathrm{e}-03$ | $2.37 \mathrm{e}-02$ | $2.37 \mathrm{e}+02$ | $3.73 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | 4 | 3 | 8.18e-03 | $2.75 \mathrm{e}-03$ | $2.42 \mathrm{e}-02$ | $2.49 \mathrm{e}+02$ | $6.81 e+01$ | $1.80 \mathrm{e}+03$ |
|  | 4 | 5 | 8.13e-03 | 4.31e-03 | $2.40 \mathrm{e}-02$ | $3.00 \mathrm{e}+02$ | $7.60 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | 6 | 5 | $7.73 \mathrm{e}-03$ | $1.48 \mathrm{e}-03$ | $2.25 \mathrm{e}-02$ | $6.16 \mathrm{e}+02$ | $1.05 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 6 | 7 | $1.68 \mathrm{e}-02$ | $2.03 \mathrm{e}-03$ | $1.22 \mathrm{e}-02$ | $8.25 \mathrm{e}+02$ | $1.40 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 8 | 5 | $3.74 \mathrm{e}-03$ | 5.63e-04 | $2.37 \mathrm{e}-02$ | $4.06 \mathrm{e}+02$ | $9.32 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | 8 | 7 | $6.03 \mathrm{e}-03$ | $1.05 \mathrm{e}-03$ | $2.33 \mathrm{e}-02$ | $3.46 \mathrm{e}+02$ | $1.20 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | MARS |  | $\mathrm{MSE}=4.26 \mathrm{e}+00$ |  |  | $\mathrm{CPU}=2.43 \mathrm{e}-01$ |  |  |
| D2 | 2 | 4 | $2.38 \mathrm{e}-02$ | $1.30 \mathrm{e}-02$ | $2.56 \mathrm{e}-02$ | $1.18 \mathrm{e}+03$ | $1.70 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 2 | 6 | $1.81 \mathrm{e}-02$ | $1.30 \mathrm{e}-02$ | $4.27 \mathrm{e}+00$ | $1.16 \mathrm{e}+03$ | $2.21 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 3 | 2 | $1.89 \mathrm{e}-02$ | $1.92 \mathrm{e}-02$ | $2.57 \mathrm{e}-02$ | $6.34 \mathrm{e}+02$ | $1.13 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 3 | 3 | $1.82 \mathrm{e}-02$ | $5.94 \mathrm{e}-03$ | $2.53 \mathrm{e}-02$ | $7.27 \mathrm{e}+02$ | $1.27 e+02$ | $1.80 \mathrm{e}+03$ |
|  | 4 | 3 | $5.72 \mathrm{e}-03$ | $2.47 \mathrm{e}-03$ | $2.56 \mathrm{e}-02$ | $9.59 \mathrm{e}+02$ | $2.38 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 4 | 5 | $7.59 \mathrm{e}-03$ | $4.12 \mathrm{e}-03$ | $3.19 \mathrm{e}-02$ | $1.16 \mathrm{e}+03$ | $2.84 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 6 | 5 | $1.15 \mathrm{e}-02$ | $1.40 \mathrm{e}-03$ | $2.39 \mathrm{e}-02$ | $1.81 \mathrm{e}+03$ | $3.32 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 6 | 7 | $5.78 \mathrm{e}-02$ | $2.04 \mathrm{e}-03$ | $4.80 \mathrm{e}-02$ | $1.80 \mathrm{e}+03$ | $4.12 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 8 | 5 | $6.53 \mathrm{e}-03$ | $4.76 \mathrm{e}-04$ | $2.82 \mathrm{e}-02$ | $1.80 \mathrm{e}+03$ | $2.95 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  | 8 | 7 | $9.43 \mathrm{e}-03$ | $9.88 \mathrm{e}-04$ | $2.36 \mathrm{e}-02$ | $1.83 \mathrm{e}+03$ | $5.23 \mathrm{e}+02$ | $1.80 \mathrm{e}+03$ |
|  |  |  | $\mathrm{MSE}=8.97 \mathrm{e}+00$ |  |  | $\mathrm{CPU}=5.13 \mathrm{e}-01$ |  |  |


|  |  |  |  |  | MSE |  |  | U (in second |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Data | m | $p$ | DCA ${ }^{k}$-PL | MARS | DGM | DCA ${ }^{k}$-PL | MARS | DGM |
|  | D3 | 308 | 6 | $2.03 \mathrm{e}+00$ | $3.04 \mathrm{e}+00$ | 7.11e+01 | $3.45 \mathrm{e}+01$ | $1.91 \mathrm{e}-01$ | $2.94 \mathrm{e}+02$ |
|  | D4 | 506 | 13 | $1.04 \mathrm{e}+01$ | $1.68 \mathrm{e}+01$ | $1.11 \mathrm{e}+01$ | $1.48 \mathrm{e}+02$ | $1.18 \mathrm{e}+00$ | $1.80 \mathrm{e}+03$ |
|  | D5 | 4177 | 8 | $4.13 \mathrm{e}+00$ | $4.34 \mathrm{e}+00$ | $4.15 \mathrm{e}+00$ | $5.31 \mathrm{e}+01$ | $8.92 \mathrm{e}+00$ | $1.80 \mathrm{e}+03$ |
|  | D6 | 4898 | 11 | $5.58 \mathrm{e}-01$ | $6.35 \mathrm{e}-01$ | $6.29 \mathrm{e}-01$ | $5.76 \mathrm{e}+01$ | $6.26 \mathrm{e}+00$ | $1.80 \mathrm{e}+03$ |
|  | D7 | 9568 | 4 | $1.68 \mathrm{e}+01$ | $1.81 \mathrm{e}+01$ | $2.25 \mathrm{e}+01$ | $7.71 \mathrm{e}+01$ | $1.98 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
|  | D8 | 20640 | 8 | $4.10 \mathrm{e}+09$ | $4.32 \mathrm{e}+09$ | $5.23 \mathrm{e}+09$ | $9.55 \mathrm{e}+02$ | $7.31 \mathrm{e}+01$ | $1.80 \mathrm{e}+03$ |
| $\bigcirc$ | D9 | 45730 | 9 | $4.10 \mathrm{e}+00$ | $4.30 \mathrm{e}+00$ | $8.21 \mathrm{e}+00$ | $3.31 \mathrm{e}+03$ | $5.14 \mathrm{e}+02$ | $3.60 \mathrm{e}+03$ |

## Comments on computational results:

a) On two synthetic datasets D1-D2 (see Table 2): our DCA-based approach is more efficient than the others on both datasets with different pairs of $(K, M)$. Indeed, the MSE of DCA-PL is better than that of DGM and MARS in most cases of D1-D2 - the ratio of gain of DCA-PL versus DGM and MARS in D1 (resp. D2) varies from $7.21 \%$ to $84.1 \%$ in $9 / 10$ cases (resp. from $6.98 \%$ to $99.5 \%$ in $9 / 10$ cases) and from $99.4 \%$ to $99.9 \%$ (resp. from $99.3 \%$ to $99.9 \%$ ) in all cases, respectively. Meanwhile, $\mathrm{DCA}^{k}$-PL usually obtains the best fitting error with the ratio of gain versus DCA-PL, DGM, and MARS in D1 (resp. D2) from $32.7 \%$ to $87.9 \%$ in $8 / 10$ cases (resp. from $28.2 \%$ to $96.4 \%$ in $9 / 10$ cases), from $43.6 \%$ to $97.6 \%$ (resp. from $25.2 \%$ to $99.7 \%$ ) in all cases, and from $99.5 \%$ to $99.9 \%$ (resp. from $99.7 \%$ to $99.9 \%$ ) in all cases, respectively. On these two datasets, the MSE of DGM is smaller than that of MARS in all cases; MARS furnishes the worst MSE. In terms of CPU times, MARS runs the fastest while $\mathrm{DCA}^{k}$-PL is the best among three algorithms $\mathrm{DCA}^{k}$-PL, DCA-PL, and DGM for solving the same problem (14). The ratio of gain of $\mathrm{DCA}^{k}-\mathrm{PL}$ versus DCA-PL and DGM on the dataset D1 (resp. D2) varies from 2.88 times to 6.36 times (resp. from 3.50 times to 6.94 times) and from 12.8 times to 51.3 times (resp. from 3.44 times to 15.9 times), respectively. DCA-PL is faster than DGM in all cases of D1 (resp. in 6/10 cases of D2) with the ratio from 2.18 times to 12.5 times (resp. from 1.52 times to 2.84 times). Note that DGM always exceeds the limited time ( 1800 seconds) on both datasets.
b) On seven real datasets D3-D9 (see Table 3): concerning the MSE, $\mathrm{DCA}^{k}-\mathrm{PL}$ is more efficient than DGM and MARS on all seven datasets, specially large-scale datasets D7-D9. The ratio of gain of $\mathrm{DCA}^{k}-\mathrm{PL}$ versus DGM and MARS in terms of MSE varies from $0.59 \%$ to $97.1 \%$ and from $4.65 \%$ to $37.8 \%$, respectively. Meanwhile, MARS is better than DGM on $4 / 7$ datasets and runs the fastest. Regarding the CPU time for solving the problem (14), DGM consumes more time than $\mathrm{DCA}^{k}$-PL on all datasets the ratio of gain of $\mathrm{DCA}^{k}$ - PL versus DGM varies from 1.09 times to 33.9 times.

## 5. Conclusions

We have investigated DC programming and DCA for solving a wide class of DC fitting problems. Two DCA schemes have been developed: a standard DCA and its modified version $\mathrm{DCA}^{k}$ with successive DC decomposition. The
$\mathrm{DCA}^{k}$ differs from the DCA in that the DC decompositions are updated during DCA iterations in order to better approximate the DC objective function. These two DCA-based algorithms have been deployed for solving the continuous piecewise-linear fitting problem. The numerical results on nine synthetic and real datasets with small-to-large sizes have turned out that, on both quality and rapidity, the proposed DCAs outperform the related existing approaches and the $\mathrm{DCA}^{k}$ is better than the standard DCA. We plan in future works to develop our DC programming and DCA-based approach for fitting applications.
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## Appendix A.

In this appendix, we indicate a falsehood of Proposition 2 from the article [43]. Before doing that, we briefly introduce the maxima of minima of linear fitting problem presented in [43].

Given the set of data $A=\left\{\left(\boldsymbol{a}^{i}, b_{i}\right) \in \mathbb{R}^{n} \times \mathbb{R}: i \in I:=\{1, \ldots, m\}\right\}$, the optimization problem can take of the form

$$
\min \left\{\frac{1}{m} \sum_{i=1}^{m}\left(\varphi\left(\boldsymbol{a}^{i}\right)-b_{i}\right)^{2}: \varphi \in \mathcal{F}\right\}
$$

where the set of continuous piecewise linear functions, denoted $\mathcal{F}$, is defined as: for $K \in \mathbb{N}, M_{1}, \ldots, M_{K} \in \mathbb{N}$,

$$
\mathcal{F}=\left\{\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}: \begin{array}{l}
\varphi(\boldsymbol{a})=\max _{k=1, \ldots, K} \min _{j=1, \ldots, M_{k}}\left(\left\langle\boldsymbol{x}^{k j}, \boldsymbol{a}\right\rangle+y_{k j}\right), \\
\boldsymbol{a} \in \mathbb{R}^{n}, \text { for some } \boldsymbol{x}^{k j} \in \mathbb{R}^{n}, y_{k j} \in \mathbb{R}
\end{array}\right\} .
$$

It can be reformulated as

$$
\begin{align*}
\min F(\boldsymbol{x}, \boldsymbol{y}) & :=\frac{1}{m} \sum_{i=1}^{m}\left(\max _{k=1, \ldots, K} \min _{j=1, \ldots, M_{k}}\left(\left\langle\boldsymbol{x}^{k j}, \boldsymbol{a}^{i}\right\rangle+y_{k j}\right)-b_{i}\right)^{2} \\
& =\frac{1}{m} \sum_{i=1}^{m}\left(\varphi_{i}(\boldsymbol{x}, \boldsymbol{y})-b_{i}\right)^{2} \tag{A.1}
\end{align*}
$$

where

$$
\begin{aligned}
\boldsymbol{x} & =\left(x_{1}^{11}, \ldots, x_{n}^{11}, \ldots, x_{1}^{K M_{K}}, \ldots, x_{n}^{K M_{K}}\right) \in \mathbb{R}^{n q}, \\
\boldsymbol{y} & =\left(y_{11}, \ldots, y_{K M_{K}}\right) \in \mathbb{R}^{q}, \\
q & =\sum_{k=1}^{K} M_{k}, \\
\varphi_{i}(\boldsymbol{x}, \boldsymbol{y}) & =\max _{k=1, \ldots, K} \psi_{i k}(\boldsymbol{x}, \boldsymbol{y}), \\
\psi_{i k}(\boldsymbol{x}, \boldsymbol{y}) & =\min _{j=1, \ldots, M_{k}}\left\{\left\langle\boldsymbol{x}^{k j}, \boldsymbol{a}^{i}\right\rangle+y_{k j}\right\}, i=1, \ldots, m, k=1, \ldots, K .
\end{aligned}
$$

Let us define the functions

$$
\begin{aligned}
& \psi_{i k}^{1}(\boldsymbol{x}, \boldsymbol{y})=\sum_{j=1}^{M_{k}}\left(\left\langle\boldsymbol{x}^{k j}, \boldsymbol{a}^{i}\right\rangle+y_{k j}\right), i=1, \ldots, m, k=1, \ldots, K, \\
& \psi_{i k}^{2}(\boldsymbol{x}, \boldsymbol{y})=\max _{j=1, \ldots, M_{k}} \sum_{t=1, t \neq j}^{M_{k}}\left(\left\langle\boldsymbol{x}^{k t}, \boldsymbol{a}^{i}\right\rangle+y_{k t}\right), i=1, \ldots, m, k=1, \ldots, K, \\
& \varphi_{i 1}(\boldsymbol{x}, \boldsymbol{y})=\max _{k=1, \ldots, K}\left(\psi_{i k}^{1}(\boldsymbol{x}, \boldsymbol{y})+\sum_{j=1, j \neq k}^{K} \psi_{i j}^{2}(\boldsymbol{x}, \boldsymbol{y})\right), i=1, \ldots, m, \\
& \varphi_{i 2}(\boldsymbol{x}, \boldsymbol{y})=\sum_{j=1}^{K} \psi_{i j}^{2}(\boldsymbol{x}, \boldsymbol{y}), i=1, \ldots, m .
\end{aligned}
$$

As stated in Proposition 1 in [43], the function $F$ is a DC function without its explicit DC representation. The functions $\psi_{i k}$ and $\varphi_{i}$ are DC, and their DC decompositions are

$$
\begin{aligned}
\psi_{i k}(\boldsymbol{x}, \boldsymbol{y}) & =\psi_{i k}^{1}(\boldsymbol{x}, \boldsymbol{y})-\psi_{i k}^{2}(\boldsymbol{x}, \boldsymbol{y}), \\
\varphi_{i}(\boldsymbol{x}, \boldsymbol{y}) & =\varphi_{i 1}(\boldsymbol{x}, \boldsymbol{y})-\varphi_{i 2}(\boldsymbol{x}, \boldsymbol{y})
\end{aligned}
$$

Proposition 2 in [43] was stated as follows.
Let $F_{1}$ and $F_{2}$ be DC components of the function $F: F(\boldsymbol{x}, \boldsymbol{y})=F_{1}(\boldsymbol{x}, \boldsymbol{y})-$ $F_{2}(\boldsymbol{x}, \boldsymbol{y}),(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{R}^{n q} \times \mathbb{R}^{q}$. Then subdifferentials of the functions $F_{1}$ and
$F_{2}$ at $(\boldsymbol{x}, \boldsymbol{y})$ can be expressed as:

$$
\begin{align*}
& \partial F_{1}(\boldsymbol{x}, \boldsymbol{y})=2\left[\sum_{i \in I_{+}(\boldsymbol{x}, \boldsymbol{y})}\left(\varphi_{i}(\boldsymbol{x}, \boldsymbol{y})-b_{i}\right) \partial \varphi_{i 1}(\boldsymbol{x}, \boldsymbol{y})-\right. \\
& \left.\sum_{i \in I_{-}(\boldsymbol{x}, \boldsymbol{y})}\left(\varphi_{i}(\boldsymbol{x}, \boldsymbol{y})-b_{i}\right) \partial \varphi_{i 2}(\boldsymbol{x}, \boldsymbol{y})\right],  \tag{A.2}\\
& \partial F_{2}(\boldsymbol{x}, \boldsymbol{y})=2\left[\sum_{i \in I_{+}(\boldsymbol{x}, \boldsymbol{y})}\left(\varphi_{i}(\boldsymbol{x}, \boldsymbol{y})-b_{i}\right) \partial \varphi_{i 2}(\boldsymbol{x}, \boldsymbol{y})-\right. \\
& \left.\sum_{i \in I_{-(\boldsymbol{x}, \boldsymbol{y})}}\left(\varphi_{i}(\boldsymbol{x}, \boldsymbol{y})-b_{i}\right) \partial \varphi_{i 1}(\boldsymbol{x}, \boldsymbol{y})\right] . \tag{A.3}
\end{align*}
$$

Here $I_{+}(\boldsymbol{x}, \boldsymbol{y})=\left\{i \in I: \varphi_{i}(\boldsymbol{x}, \boldsymbol{y})>b_{i}\right\}, I_{-}(\boldsymbol{x}, \boldsymbol{y})=\left\{i \in I: \varphi_{i}(\boldsymbol{x}, \boldsymbol{y})<b_{i}\right\}$.
We see that this proposition is not true for any DC components $F_{1}$ and $F_{2}$ of $F$, and the following is a counterexample. We consider the linear regression problem, a special case of the considered problem when $K=1$ and $M_{K}=1$. The problem (A.1) becomes

$$
\min \quad F(\boldsymbol{x}, y):=\frac{1}{m} \sum_{i=1}^{m}\left[\left(\left\langle\boldsymbol{x}, \boldsymbol{a}^{i}\right\rangle+y\right)-b_{i}\right]^{2},
$$

Moreover, we have that $\varphi_{i}(\boldsymbol{x}, y)=\psi_{i 1}(\boldsymbol{x}, y)=\left\langle\boldsymbol{x}, \boldsymbol{a}^{i}\right\rangle+y, \psi_{i 1}^{1}(\boldsymbol{x}, y)=$ $\psi_{i 1}(\boldsymbol{x}, y), \psi_{i 1}^{2}(\boldsymbol{x}, y)=0, \varphi_{i 1}(\boldsymbol{x}, y)=\varphi_{i}(\boldsymbol{x}, y)$, and $\varphi_{i 2}(\boldsymbol{x}, y)=0$.

It is obvious that $F$ is a convex function and thus, we have trivial DC components of $F$ :

$$
\begin{equation*}
F_{1}=F \text { and } F_{2}=0 \tag{A.4}
\end{equation*}
$$

Consequently, the subdifferential $\partial F_{2}(\boldsymbol{x}, y)=\{\boldsymbol{0}\}$ for all $(\boldsymbol{x}, y)$, which contradicts the fact from (A.3) that $\partial F_{2}(\boldsymbol{x}, y)=-\sum_{i \in I_{-}(\boldsymbol{x}, y)}\left(\varphi_{i}(\boldsymbol{x}, y)-b_{i}\right) \partial \varphi_{i}(\boldsymbol{x}, y)$. It concludes that the subdifferentials (A.2) and (A.3) do not hold for any DC components of $F$ - that is to say, Proposition 2 is false.
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