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ABSTRACT 

We introduce a novel method for automated slip trace detection and analysis based on the 
Hough transform algorithm and apply it to Electron Channelling Contrast Imaging 
micrographs. This is further augmented with an automation procedure for the 
determination of slip-trace crystallography in conjunction with orientation data acquired 
via electron backscattered diffraction. Automation is required for faster indexation of the 
slip traces and for more reliable statistical studies. The automation procedure was applied 
to different regions of interest on a β-Ti21S sample loaded in situ in tension. β-Ti21S is 
a BCC alloy with 48 slip systems available to accommodate plastic deformation, 
including all complexities associated with pencil glide. Multiple regions of interest were 
analyzed using the automation procedure. The acquired slip distribution statistics reveals 
that the majority of the slip traces belong to the {112} and {123} slip families. The 
deformation response of the observed regions of interest was also simulated using a full-
field crystal plasticity model implemented in DAMASK, based on a phenomenological 
power law based constitutive formulation, incorporating all potentially active 48 slip 
systems. The slip system activity distribution from modelling is compared with the slip 
distribution statistics observed experimentally. The plasticity parameters for β-Ti21S 
were taken from the literature and the Critically Resolved Shear Stress (CRSS) values 
were adjusted to match the experimentally observed yield stress value. We begin with 
uniform CRSS ratios for all three potential slip system families and tune the CRSS ratios 
to match the slip-distribution statistics experimentally, keeping the average CRSS value 
the same for all cases. Thus, a method has been introduced to tune average CRSS values 
and ratios by considering both the macroscopic stress-strain response and the locally 
observed slip-distribution statistics, obtained via automated slip trace detection 
procedure. 
 
Keywords: In situ tensile test; slip trace analysis, Full-field Crystal plasticity 

modelling; ECCI; β-Ti21S. 
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1 Introduction 

Crystal plasticity modelling is a powerful tool to gain insights into the dependence of 

mechanical properties on the microstructural features of crystalline materials. The 

description of internal micro-structure exists at different length scales, ranging from the 

atomic level description of defects to micron sized features such as slip-lines and grain 

boundaries to macroscopic textures of polycrystalline metals. Advances in 

instrumentation and experimental techniques have progressively led to a refinement of 

the microstructural information available at sub-micron length scales. This has been 

accompanied by a parallel development in the mechanistic description at these length 

scales and the successful integration of multi-physics modules in a hierarchical format by 

different micro-mechanical modelling tools [1], [2]. Analytical homogenization theories, 

traditionally applied as mean-field effective response of statistically-defined classes of 

poly-crystals are being replaced by full-field models, which allow for the determination 

of the statistical distribution of micro-mechanical fields inside poly-crystalline materials 

[1]. The statistical description of the distribution of these micro-mechanical fields is 

becoming increasingly relevant due to concurrent advancements in experimental 

techniques that provide direct evidence for the heterogeneity and localization of such 

micro-mechanical fields at the nanometer scale, where dislocation mechanisms are active.  

The phenomenological description of elasto-plastic deformation is expressed via flow 

rules that involve various material parameters. For example, in a phenomenological 

power law description of poly-crystalline plasticity, first described by Hutchinson et al. 

[3] for FCC polycrystals, one of the parameters represents the dependence of shearing 

rates of different slip systems on the resolved shear stresses on these slip systems via the 

strain rate sensitivity exponent. The flow rule is typically expressed either by a power 

law, an exponential law or a hyperbolic sine type expression [4]–[6] for modelling 
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deformation by creep at elevated temperatures. There are other parameters that describe 

the interactions between different active slip systems and lead to macroscopic hardening 

behaviour [7], [8]. Parameter identification is generally carried out using a range of 

different experimental techniques available in the literature like nano-indentation 

experiments, micro-pillar compression experiments, strain maps from High Resolution 

Digital Image Correlation (HR-DIC) experiments, experiments on single crystals etc. [9]–

[18]. These methods carried out at the grain scale are usually time consuming [15]. There 

is an increased effort towards utilizing local micro-mechanical fields such as HR-DIC 

strain maps or slip traces [19] for parameter identification. This is because modelling the 

macroscopic experimental stress-strain response for parameter identification does not 

always lead to a unique solution as multiple deformation states can be accommodated by 

the same macroscopic response [20]. Such coupled approaches can provide information 

on textures, Geometrically Necessary Dislocation (GND) density patterning, plastic strain 

localization and transfer across grain boundaries, etc. In particular, the increasing use of 

machine learning techniques [21], [22], genetic algorithms [15] and artificial neural 

networks [23] for capturing experimentally observed micro-mechanical response such as 

stress hotspots, micro-crack propagation, spatial strain localization etc. are becoming very 

popular. Among the results, such coupled modeling-experimental methods show 

importantly that it is possible to connect the evolution of microstructures to their stress-

strain state and to fine-tune the modelling parameters to match the experimentally 

observed local deformation response. 

The experimental approach adopted in the following study is based on Scanning Electron 

Microscopy (SEM) images of slip traces which are used for quantifying the local 

dislocation slip activity in a given region of interest. These images were obtained using 

the Electron Channeling Contrast Imaging (ECCI) technique, which offers the ability to 
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provide transmission electron microscopy-like diffraction contrast imaging of near-

surface defects in bulk samples with a good accuracy. Moreover, ECCI enables a large 

area of view [24]–[29], thus providing relevant statistical information for comparison 

with the modelling procedure. An optimized procedure referred as Accurate Electron 

Channeling Contrast Imaging (A-ECCI), and based on the precise control of the 

channeling conditions taking advantage of the 0.1° angular resolution of  High Resolution 

Selected Area Channeling Patterns with an improved spatial resolution of 500nm was 

developed some years ago [27], [28], [30], [31]. A-ECCI thus enables the comprehensive 

characterization of defects such as stacking faults or dislocations, and can be used in 

conjunction with in situ tensile test inside the SEM [32], [33]. This technique provides 

access to multiple regions of interest; from sample scale to dislocation scale; with one 

unique tool while loading a bulk sample, thus providing access to large datasets amenable 

to the application of data mining procedures. This technique also provides a clear contrast 

for resolving slip-lines in a large region of interest. This is quite useful in enumerating 

relevant statistical parameters from the description of microstructural features available 

at different length scales.  

The material β-Ti21S with chemical composition Ti-15Mo-3Nb-3Al-0.2Si is a 

metastable titanium alloy with a body centered cubic (BCC) structure that was introduced 

in 1989 and designed for high temperature strength and creep resistance, good cold 

formability, good corrosion/oxidation resistance and thermal stability for applications up 

to 593°C, making it a suitable candidate material for aerospace applications and bio-

medical implants [34]–[38]. For this study, in situ tensile tests were conducted on β-

Ti21S. Slip-line images from multiple regions were acquired at the onset of plasticity. 

Field outputs from the full-field modelling procedure are compared with the experimental 

slip-line distribution in terms of slip system activities and accumulated plastic slip strain 
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distributions. For the majority of metals, dislocation and slip system activation at yield 

follows the well-known Schmid law, but BCC metals are reported to violate this law and 

show anomalous slip behavior as reported in many experimental studies [39]–[43]. More 

recent work proposed a modified parameter-free Schmid law to quantify the deviations 

from the Schmid law based on the deviations of the screw dislocation trajectory away 

from a straight path between equilibrium configurations [44]. This deviation from the 

Schmid law is a material dependent property and depends also on other aspects such as 

alloy composition, testing temperature and strain rate [45]. Furthermore, the number of 

activated slip systems in BCC metals can be as high as 24 or even 48, and pencil glide is 

frequently reported in experiments [46]–[49]. For these reasons, we choose a BCC metal 

as a challenging benchmark for our proposed experimental / theoretical strategy viz. β-

Ti21S.  

The experimental and modelling work that we describe below is driven by the following 

objectives, namely (i) to perform in situ tensile tests on a bulk Ti21S specimen, (ii)  

observation of slip traces and following their evolution during deformation using ECCI, 

(iii) development of an automation algorithm to detect slip traces, (iv) and determination 

of the crystallographic slip plane associated with the slip trace in conjunction with 

Electron Back Scattered Diffraction (EBSD) data for multiple points on the detected slip 

traces. This can be used further to quantify the distribution of slip activity amongst 

different active slip families in different regions of interest, (v) run full-field crystal 

plasticity simulations using EBSD-data based digitized microstructures of different 

regions of interest, based on the open-source Düsseldorf Advanced Materials Simulation 

Kit (DAMASK), (vi) collecting local simulated field outputs such as the accumulated 

plastic shear and quantifying the slip-family activity distributions in different regions 

based on these field outputs, (vii) tuning the critically resolved shear stress (CRSS) values 
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to match the slip family distribution observed via the automation procedure and thus to 

provide CRSS ratios between different slip families for describing the slip-family 

distribution observed experimentally.  

2 Materials and experimental procedures 

2.1 Sample preparation and mechanical testing: 

The details of the experimental procedure and the mechanical testing have been detailed 

elsewhere [32] and briefly recapitulated here. The tensile sample was cut from a 1.78 mm 

thickness rolled sheet of β-Ti21S alloy, produced by Titanium Metals Corporation. The 

chemical composition of the material is Ti-15.9Mo-2.7Nb-2.9Al-0.2Fe-0.2Si. Tensile 

testing was performed at room temperature with a DEBEN micro-tensile testing machine. 

The tensile deformation was performed under an imposed initial strain rate of 

3.3	 ×	10!"	s!#	. The sample was mechanically polished with 1 µm diamond paste, 

followed by chemo-mechanical polishing with colloidal silica suspension and 

subsequently ion-polished in a PECS II ion polishing system with a 3 keV beam. The in 

situ microstructural characterization during deformation, was performed by A-ECCI for 

a precise analysis of defects (Dislocations/Slip-lines), in a Zeiss Auriga Scanning 

Electron Microscope operating at 10 kV. EBSD based orientation mapping was carried 

out on the different regions of interest to provide grain orientation mapping to an accuracy 

of about 2° in a Zeiss Supra 40 SEM operating at 20 kV. 

2.2 Procedure for detecting slip lines in the deformed region of interest and 

establishing the slip-family distribution statistics: 

An automation procedure was set up in MATLAB to detect slip lines in a given region of 

interest consisting of multiple grains with the objective of tagging multiple lines by an 

index number, establishing the co-ordinates of the detected lines and the slope of the slip 
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line with respect to the tensile axis. The slope of the detected slip line would be compared 

with the possible slip traces of active slip families obtained through orientation maps from 

EBSD to determine the active slip-plane family closest to the detected slip trace. Section 

2.2.1 outlines the details of the slip-line detection algorithm and Section 2.2.2 describes 

the procedure adopted for slip-plane family identification.  

2.2.1 Automation procedure for slip line detection 

The ECC micrographs were segmented to a binary format with a thresholding procedure 

available in Image-J [50], as shown in Figure 1, to highlight the slip lines in a given region 

of interest and to eliminate all other sources of contrast.  

 

Figure 1: ECC micrograph of a plastically deformed region of interest and its 

corresponding binary image used for the slip line detection algorithm. 

 

The thresholding procedure is necessary to make the edges of the slip lines visible to an 

edge detection operator. The edges corresponding to each line and their corresponding 

pixels (x,y) are detected using a ‘Canny edge detection operator’ available in MATLAB 

which utilizes the first order gradients of the binary image. Subsequently, the linear 

Hough transform algorithm [51] is used for detecting lines corresponding to these edges. 

which is achieved by parameterizing the cartesian space in the polar Hough space. The 
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edge coordinates in the image are known and therefore serve as constants in the 

parametric line equation, expressed in terms of unit vectors 𝚤	&	𝚥 in the Cartesian space 

𝑟 = 𝑥 cos 𝜃 ∙ 𝚤 + 𝑦 sin 𝜃 ∙ 𝚥        (1) 

where 𝑟 and 𝜃 are the unknown variables we seek. For each edge pixel in the image with 

the position (xi,yi), infinitely many lines can pass through it. By using Equation 1 all these 

lines can be transformed into the Hough space, which gives a sinusoidal curve that is 

unique for that pixel. The same procedure when repeated for another neighbouring pixel 

gives another curve that intersects the first curve in one point, in the Hough space. This 

point represents the line, in the image space, that goes through both pixels. This can be 

repeated for all the pixel coordinates corresponding to the detected edges. When the 

Hough transform is made on the image for all the detected edge pixels, the lines passing 

through the maximum number of edge pixels can be found. The maximum number of 

pixels considered to be belonging to one line can be fixed on the basis of the minimum 

length of the line to detected. The result of the Hough transform is stored in a matrix that 

often called an accumulator [51]. One dimension of this matrix is the 𝜃 values and the 

other dimension is the 𝑟 values, and each element has a value telling how many pixels lie 

on the line with the parameters	(𝑟, 𝜃). The element with the highest value indicates the 

line that is best represented in the input image. 

When viewed in Hough parameter space, points which are collinear in the Cartesian 

image space become readily apparent as they yield curves with common intersection 

points as highlighted by the red boxes in Figure 2(ii). The Hough peaks function available 

in MATLAB is used to locate the peaks in the Hough transform matrix by specifying the 

number of peaks and the threshold value for detecting the minimum value to be 

considered as a peak. The Hough lines function is subsequently used to extract line 

segments from the binary image associated with the relevant Hough transform bins. The 
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Hough lines function allows us to specify the minimum line length to be detected and the 

minimum distance between two lines associated with the same Hough transform bin. 

Each detected line (highlighted in green) is indexed by a line number and the two end 

points are highlighted with red and blue, respectively, as shown in Figure 2(i). Once the 

end-points of the line are detected, co-ordinates for intermediate points can be extracted 

by iteratively finding the mid-points of the detected line segment. An example for finding 

the point co-ordinates corresponding to detected line divided into eight segments is shown 

in Figure 2(iii). In general, for a line with end points 𝑥#, 𝑦# and 𝑥$, 𝑦$	,	the kth division 

will divide the line into 2k segments and 2k-1 intermediate points. The general formula for 

the co-ordinates of the 2k-1 intermediate points following the kth division, would be:  

($!!#)'"(($!!($!!#))'#
$!

, ($
!!#))"(($!!($!!#)))#

$!
  for point 1 

($!!*)'"(($!!($!!*))'#
$!

, ($
!!*))"(($!!($!!*)))#

$!
		for point 2 

($!!+)'"(($!!($!!+))'#
$!

, ($
!!+))"(($!!($!!+)))#

$!
		for point 3	

.

.

.
 

($!!($!!#))'"(	($!!#)'#
$!

, ($
!!($!!#)))"(	($!!#))#

$!
	for the 2k-1 point. 

The upper limit on the number of chosen intermediate points is based on the spatial 

resolution of the EBSD data. To compute the minimum number of points chosen on a 

given slip trace, we divide the length of the shortest slip trace as observed by ECCI by 

the scaling factor (number of pixels/unit length) as obtained from EBSD. This would be 

the minimum number of points that should be chosen for slip system identification. In our 

study, this number is around 9 points. For the three areas analyzed in the present study, 

n=9 is the upper limit for the number of points on the detected slip line without any 

overlapping for the points at which the measurements were made. The points will overlap 
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if the number of points chosen on a slip trace for slip system identification exceeds the 

number of pixels which constitute the slip trace, as per the EBSD resolution. The angle 

‘𝛼-'./’ (computed with respect to the loading direction) for all the points on a detected 

line, for each line, along with its pixel co-ordinates and label number are stored as an 

output, subsequent to the Hough transform. 

 

Figure 2: Hough transform based automated slip line detection algorithm. (i) Detected 

slip lines highlighted in green marked by red and blue end points, (ii) Hough space 

representation of the binary image with identified peaks, (iii) co-ordinates for the 

intermediate points on a detected line, given the co-ordinates of the end-points. 
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2.2.2 Procedure for determining the crystallography of slip for different points on the 

detected lines in conjunction with EBSD 

With the EBSD map of the investigated zone all the theoretical plane traces corresponding 

to each plane family ({110}, {112}, {123}) were determined using ATEX software [52] 

as well as their associated angles (𝛼0123) with respect to the loading direction. These 

were computed at each pixel location within the EBSD (Figure 3 (b, c, d)). For all points 

corresponding to the detected lines using the automation algorithm, the angular difference 

(|𝛼-'./ – 𝛼0123 |) corresponding to the slip line angle and the theoretical angle of a given 

slip plane family is used to determine the most probable active slip plane family observed. 

The correlation co-efficient for each detected line, based on the angular difference is 

defined as follows: 

  

 

 

with 

;𝛼-'./	–	𝛼0123; ∈ >0,
4
$
?. 

and 𝑟5 (i = 1,2,3) corresponding to the {110}, {112} and {123} family of planes 

respectively. 

For some of the detected lines, there can be an ambiguity in determining the most 

consistent slip plane family, as shown in Figure 3 (c) & (d). For slip line 1 shown in 

Figure 3 (a), it is clearly seen that there is an ambiguity in choosing between the {112} 

and {123} family of planes (Figure 3 (c,d)).  

 

𝑅A⃗ = B
𝑟#
𝑟$
𝑟*
C = 	D

𝑐𝑜𝑠H𝑚𝑖𝑛L;𝛼-'./	–	𝛼0123;110	MN
𝑐𝑜𝑠H𝑚𝑖𝑛L;𝛼-'./	–	𝛼0123;112	MN
𝑐𝑜𝑠H𝑚𝑖𝑛L;𝛼-'./	–	𝛼0123;123	MN

P     (2) 
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An example of slip trace analysis for line 1 using ATEX, shown in (a) and the 

corresponding slip traces for (b) {110}, (c) {112} and (d) {123} family of planes, showing 

an ambiguity between the {112} and {123} family of slip planes for slip line 1. 

 

To account for such ambiguities, a modified correlation vector is defined as follows: 

           (3) 

 

 

This will set the best matching 𝑅5′s(𝑖 = 1,2,3)	to zero and others to some non-zero 

quantity. A threshold value has been defined for the 𝑅5’s such that one observed slip line 

can be attributed to two different slip families. For this study 𝑅5 was chosen to be < 0.001, 

as the threshold value can be defined based on the precision of orientation measurements 

B
𝑅#
𝑅$
𝑅*
C 	= RB

𝑟#
𝑟$
𝑟*
C − T

max(𝑟#, 𝑟$, 𝑟*)
max(𝑟#, 𝑟$, 𝑟*)
max(𝑟#, 𝑟$, 𝑟*)

XR	 
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by EBSD, which has an upper bound of ~2° [53]. The value corresponding to 𝑅5 < 

‘threshold’ is set to zero, thus classifying that particular line, ‘i’ as belonging to either 

two of the three possible slip systems.  

Subsequent to this, a counting algorithm is formulated to quantify the slip family 

distribution in a given region of interest. According to the convention defined above, a 

detected slip line can belong to one of the six possible cases, as listed in Table 1. The slip 

trace matching procedure was carried out for nine points on each detected slip line (Figure 

2(iii)). Each point on a detected slip line contributes to #
6

th of the measurement count for 

cases 1,2 and 3, listed in Table 1. For cases 4,5 and 6 in Table 1, wherein there is an 

ambiguity between two slip families, each point contributes to #
$6

th of the measurement 

count for the two ambiguous slip plane families. 

 

 Slip plane family n{110} n{112} n{123} 

1 {110} 1
𝑛   

2 {112}  1
𝑛  

3 {123}   1
𝑛 

4 {110} or {112} 1
2𝑛 

1
2𝑛  

5 {112} or {123}  1
2𝑛 

1
2𝑛 

6 {110} or {123} 1
2𝑛  1

2𝑛 

Table 1: Convention adopted to classify the detected slip line according to the six possible 

cases and the measurement count corresponding to each point on a detected slip line for 



14 
 

the six possible cases. There çare n=9 points that are considered on a detected line in 

this study. 

 

The total number of counts corresponding to each slip plane family, denoted by (n(Ri)), 

for 𝑛 points on M slip lines detected in a given region of interest is given by:  

T
N(R#)
N(R$)
N(R*)

X = ∑ T
n(R#)
n(R$)
n(R*)

X

7	

789×;
78#        (4) 

The probability of observing a slip line corresponding to a given slip plane family 

𝒫[N(R<)] follows from the counting procedure defined above and is given by: 

𝒫[N(R<)]=>?	<8#,$,* =
A(B$)

A(B")(A(B#)(A(B%)
      (5) 

2.3 Crystal plasticity-based modelling: 

In order to identify the relevant slip parameters associated with the slip-line statistics 

obtained from the automation procedure, a full-field crystal plasticity modelling routine 

was adopted in DAMASK using the basic scheme of the spectral solver variant [54], [55]. 

The continuum mechanical framework uses a multiplicative decomposition of the 

deformation gradient F: 

𝐅 = 	 C𝐲
C𝐱
= 𝐅𝐞𝐅𝐩         (6) 

into elastic and plastic components (𝐅𝐞 and 𝐅𝐩), with x, the co-ordinates in a reference 

configuration mapped onto the co-ordinates y, in the deformed configuration. The plastic 

velocity gradient 𝐋𝐩 is related to the plastic deformation gradient 𝐅𝐩 by: 

𝐅𝐩̇ =	𝐋𝐩𝐅𝐩          (7) 



15 
 

The plastic velocity gradient 𝐋𝐩 is calculated as the sum over the individual plastic shear 

rates 𝛄̇𝛆 on each slip system ε = 1…….N, with N being the total slip systems across all 

considered slip families as follows: 

𝐋𝐩 =	∑ 𝛄̇𝛆(𝐦𝐬
𝛆 	⊗	𝐧𝐬𝛆J )        (8) 

with 𝐦𝐬
𝛆 and 𝐧𝐬𝛆 being unit vectors along the shear direction and the shear plane normal. 

The resolved shear stress 𝛕𝛆 = 	ℂ h𝐅𝐞
𝐓𝐅𝐞!𝐈
𝟐

i:	𝐦𝐬
𝛆 	⊗	𝐧𝐬𝛆 drives the slip system ε; where ℂ 

denotes a fourth order elasticity stiffness tensor. 

Crystallographic slip evolution is modelled according to a simple phenomenological 

constitutive relationship, first described by Hutchinson [3] and later by Pierce [56]. The 

plastic shear resistances on each slip system gN, with the slip system pointer ε = 1…...N, 

starting from a value of gOℇ, evolves according to the following law [3]: 

ġN =	∑ qNQQ hO n1 −	
R(

R)
( n

S
sgn o1 −	 R

(

R)
( p ;γQ̇;      (9) 

where hO and a are the slip hardening parameters, representing the hardening slope and 

the hardening exponent, respectively. qNQ represents the slip interaction parameters and 

is a measure of the latent hardening and gT
Q  represents the bounding slip resistances, per 

slip system family. 

Given the current slip resistance values gN, the shear rate on each slip system evolves 

according to the following law: 

	γ̇N =	 γ̇O r
U*

R*
r
9
sgn(τN)        (10) 

where the individual shear rates depend on the ratio of the applied shear stress to the 

current slip resistance, γ̇O being the reference shear rate and n the stress exponent. 
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The phenomenological power law described above, has been incorporated for BCC-Ti, 

with slip system definitions for all three slip plane families {110}, {112} and {123}, as 

listed in the appendix. 

The slip interaction parameters, qNQ are a measure of latent hardening occurring due to 

the interaction among different slip systems, arising from the complex interaction 

between different dislocation configurations. The slip interaction matrix for the ½<111> 

{110} and the ½<111> {112} slip systems for BCC, incorporated in DAMASK are based 

on the values computed by Queyreau et al [7]. The interaction matrix values proposed in 

this study for the interaction between the ½<111> {110} and ½<111> {123} and the 

½<111> {112} and the ½<111> {123} slip systems have been kept similar to the 

interaction matrix between the ½<111> {110} and the ½<111> {112} slip systems. The 

assumption has no strong effect in the present study as the experimental investigation was 

carried out at the onset of plasticity wherein hardening and the interactions between the 

different slip systems have not yet become significant.  

2.4 Procedure for comparing the statistics of the automation procedure to the 

field output-based statistics derived from crystal-plasticity (CP) models: 

This section elucidates the procedure to compare the results of the slip-family distribution 

statistics from the automation procedure (Section 2.2.1 and 2.2.2) to the field outputs 

from the full-field CP model. A MATLAB code was used to carry out this comparison 

procedure and the algorithm for the same has been described in Section 2.4.1. The 

procedure described in Section 2.4.1 forms the basis for the optimization of the input CP 

parameters such that the statistics obtained from the modelling procedure matches well 

the slip family distribution statistics observed experimentally. This optimization 

procedure for the input CP parameters has been described in Section 2.4.2.    
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2.4.1 Comparison of the accumulated plastic slip strain on a given slip system 

with the detected slip-line family: 

The post-processing of the simulated region of interest after deformation, gives us the 

orientation, deformation gradient, the Cauchy stress tensor and the accumulated plastic 

slip strain values at each pixel location in the sample coordinate system. The accumulated 

plastic slip strain values are registered as an output for all the 48 slip systems at each pixel 

location within the simulated micro-structure. These slip strain values are sorted in a 

descending order and stored along with the slip system family number corresponding to 

the sorted values. As listed in the appendix, slip system numbers 1-12 belong to {110} 

family, slip system numbers 13-24 belong to the {112} family and slip system numbers 

25-48 belong to the {123} family. The coordinates (𝑖, 𝑗)	for the end points and the 

intermediate points of all the detected lines from the automation procedure 

(𝑖#, 𝑗#	𝑡𝑜	𝑖6×V , 𝑗6×V) for ‘M’ detected lines are stored as an array for the comparison with 

the plastic slip strain output from DAMASK. The slip system family numbers (1-48) that 

are active at pixel locations corresponding to the detected slip lines via the automation 

procedure are used to formulate a counting procedure. This is used to compare the results 

of the automation procedure to the slip system activity predicted by the model. Since the 

automated slip family detection procedure is able to distinguish the slip lines based on 

the traces of the active slip plane family and does not distinguish between different slip 

directions, no distinction is made between different slip directions in the counting 

procedure. The top ‘r’ values for the accumulated plastic slip strain are chosen such that 

these ‘r’ slip systems contribute to 99% of the cumulative plastic slip strain at the given 

location. The contribution from the top ‘r’ slip systems at a given pixel location can come 

from any of the 48 active slip systems. A weight function-based procedure is used for 

considering the contributions from the different active slip systems, as described below: 
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The contribution to the accumulated plastic slip strain from slip system ‘ε ‘= 

1……. r, is given by 𝛄𝛆 and the cumulative plastic strain from the top ‘r’ systems is given 

by: ∑ 𝛄𝛆?
# . The weight function associated with slip system ‘ε ‘is defined by: 

𝑤W8#…Y =	
𝛄𝛆

∑ 𝛄𝛆,
"
	 	 	 	 	 	 	 	 (11)	

The weight function vector has ‘r’ components and the 𝑟 × 1 matrix for the pixel position 

(𝑖, 𝑗) is given by: 

⎣
⎢
⎢
⎢
⎡
𝑤W"
𝑤W#.
.
𝑤W-⎦

⎥
⎥
⎥
⎤

5,\

	

The initial count of contribution of all three slip system families are defined as follows: 

}
𝑛{##O}
𝑛{##$}
𝑛{#$*}

~
565/5_`

	=			}
0
0
0
~	

The contribution from all three slip system families at each pixel position (𝑖, 𝑗) 

corresponding to the detected slip line via the automation procedure is a 3 × 𝑟 matrix and 

is exemplified as follows: 

																				1							2								3		 ………… .				𝑘		 ………… .				𝑟 

			
{110}
{112}
{123}

		

⎣
⎢
⎢
⎢
⎡
1
𝑛 0 0
0 0	 0

0
1
𝑛

1
𝑛

		………
0
1
𝑛
0

		………
0
1
𝑛
0⎦
⎥
⎥
⎥
⎤

5,\

 

The contribution to the kth column in the matrix defined above comes from one of the ‘n’ 

points on a detected slip line and hence gets counted as #
6
. The non-zero matrix entry for 

the kth column corresponds to the contribution from the ‘ε ‘= kth active slip system family 

at the given pixel position (𝑖, 𝑗), indicated by the non-zero entry for the kth column. Slip 

system number 1-12 are counted in the {110} row, similarly for slip system numbers 13-

24 and 25-48 are counted in the {112} and {123} rows, respectively. For example, if the 
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contribution to the kth column comes from the {112} family i.e; the slip system numbers 

13-24, the matrix entry for the kth column is given by: 

�
0
1
𝑛
0

� 

The total counts corresponding to the contributions of the accumulated plastic slip strain 

from the active slip system families for all the detected points are computed as follows: 

}
𝑛{##O}
𝑛{##$}
𝑛{#$*}

~
/a/_`

=	 }
𝑛{##O}
𝑛{##$}
𝑛{#$*}

~
565/5_`

+	∑ 	�

#
6

0 0
0 0	 0
0 #

6
#
6

		………
0
#
6
0
		………

0
#
6
0
�

5,\

×5.×0,\.×0
5",\"

		

⎣
⎢
⎢
⎢
⎡
𝑤W"
𝑤W#.
.
𝑤W-⎦

⎥
⎥
⎥
⎤

5,\

          (12) 

Next, the probabilities for different active slip families are computed, similar to the 

procedure introduced in the automation algorithm. The probability for a given slip family 

is computed from the }
𝑛{##O}
𝑛{##$}
𝑛{#$*}

~
/a/_`

values, as follows: 

𝒫{##O}/{##$}/{#$*} =	
6{""2}/{""#}/{"#%}

6{""2}(	6{""#}(6{"#%}
	       (13) 

Finally, the slip family distribution as evidenced from the modelling routine is compared 

with the slip family distribution statistics observed experimentally. 

2.4.2 Modelling parameters and identification of CRSS ratios from slip line 

statistics 

Tensile tests were simulated under an iso-strain homogenization scheme [2] with an 

applied strain rate of 3.3×10-4 s-1. The EBSD orientation data acquired from three 

different regions of interest were used as an input to digitize the microstructure, to be 
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used as an input geometry file under fully periodic boundary conditions in DAMASK. 

Uniaxial tension tests were simulated to a total strain of 0.5%, discretized into 100 time 

increments by setting the average deformation gradient and the complementary first 

PIOLA-KIRCHHOFF stress to 

〈𝐅̇〉
10!"𝑠!# =	 }

3.3 0 0
0 ∗ 0
0 0 ∗

~ 		and	
〈𝐏〉
𝑃𝑎 = 	 �

∗ ∗ ∗
∗ 0 ∗
∗ ∗ 0

�				 

The ‘*’ symbol denotes tensor components that are free to evolve as per the applied 

boundary conditions. For the β-Ti21S polycrystal studied here, the single crystal elastic 

constants have been  adopted from the previous work by Hounkpati et al. and Herbig et 

al. [38], [57]. The material parameters that express the strain rate sensitivity of the 

material has been adopted from the work of Lhadi et al. [58]. The initial set of input CRSS 

values for the three active slip systems, the other hardening parameters ‘h0’ and ‘a’, 

defined in section 2.3, were taken from the work of Hounkpati et al. [57]. Owing to the 

lack of relevant data on the interaction parameters for different slip systems, a simplified 

interaction value has been used in this modelling routine to model the different types of 

slip system interactions. The self-interaction co-efficient has been taken to be 1 and the 

other latent hardening parameters are fixed to be 1.4. The initial set of CRSS values taken 

from the work of Hounkpati et al. were 310MPa for the {110} <111> slip system family, 

330MPa for the {112} <111> slip system family and 350MPa for the {123} <111> slip 

system family. These values underestimated the experimentally observed yield stress in 

this study of ~795MPa. In their study, the yield stress was measured to be ~679MPa [57]. 

Hence the CRSS values were tuned to match the experimentally observed yield stress. 

The saturation stress 𝜏c_/ for all the three slip systems were kept to be the same as 

800MPa. The material parameters used in this study have been tabulated in the appendix. 

Following the yield stress matching procedure, the CRSS ratios were systematically tuned 



21 
 

to match the slip family distribution statistics observed experimentally. At the onset of 

plasticity, the CRSS ratios play a dominant role in governing the distribution of plastic 

slip on different slip families as per a recent genetic algorithm base parametric study of 

the effect of various crystal plasticity parameters on the mechanical response of CP 

simulations [20]. The average CRSS value for the three slip systems, defined as 𝑔O
_de =

e2
{""2}(	e2

{""#}(	e2
{"#%}

*
	, were kept to be the same for the different CRSS ratios to match the 

experimentally observed yield stress. The experimental probabilities for the region of 

interest is given by equation (5), 𝒫[N(R<)]=>?	<8#,$,*
-'./ , and the probabilities for a given 

set of CRSS ratios, as obtained from DAMASK, are given by equation (13), 

𝒫{##O}/{##$}/{#$*}fg22	Y_/5a	(5). The sum of least squared differences for the ith CRSS ratio 

is formulated as follows: 

𝜒223
fg22	Y_/5a	(5) = �𝒫[N(R#)]-'./ −	𝒫{##O}fg22	Y_/5a	

(5)	�
$
+	�𝒫[N(R$)]-'./ −

	𝒫{##$}fg22	Y_/5a	
(5)�

$
+	�𝒫[N(R*)]-'./ −	𝒫{#$*}fg22	Y_/5a	

(5)�
$
	   (14) 

We start with a CRSS ratio of 1:1:1 for all the three slip system families and progressively 

change the CRSS ratio to minimize the sum of least squared differences between the 

percentages of active slip families observed experimentally and from the modelling 

routine. 

3 Results 

3.1 Slip-line family distribution statistics: 

The automated slip line detection algorithm, described in Section 2.2, was run for three 

deformed regions of interest and have been shown in Figure 4. The ECCI micrographs 

for three deformed regions of interest, superimposed on the EBSD maps from the same 

regions, are shown in Figure 4 (i), (ii) & (iii). The results of the automation algorithm 
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applied to these micrographs have been shown in Figure 4 (iv), (v) & (vi) and the 

corresponding pie-charts in Figure 4 (vii), (viii) & (ix). The majority of observed slip 

traces were observed to belong to the {123} family for all the three regions. It has been 

previously reported in literature that the activation of anomalous slip systems in BCC 

crystals is a strong function of composition [45]. The dominance of the {112} and the 

{123} slip system families was also observed for tensile experiments on α-Fe at room 

temperature [39], [40], [59]. These results would be interpreted in the light of the fact that 

the β-Ti21S polycrystal is compositionally different from previously reported studies on 

single crystalline BCC metals and in the current study, slip-line crystallography has been 

established at a meso-scale and hence these can be interpreted as ‘apparent’ slip planes, 

as observed during atomic-scale investigations on single crystals of Niobium by Douat et 

al. [60]. As concluded in the same study, it is possible that meso-scale slip-lines are 

composed of multiple atomic level {110} type slip steps.  

The uncertainties in the pie-charts are estimated from Cochran statistics [61]. It is 

generally used for calculating the minimum sampling size (𝑛h) for a representative 

statistic: 

nJ =
i5
#j6k6
l6
#           (15) 

Where 𝑍f  is the selected critical value of desired confidence level, 𝐶, obtained from the 

𝑍f-score tables; 𝑝h is the proportion of the glide plane family α according to the random 

distribution. Since there are 12 {110} type slip systems, 12 {112} type systems and 24 

{123} type slip systems (𝑝{#$*} =	
$"
"m
= 0.5; 𝑝{##O} = 𝑝{##$} =	

#$
"m
= 0.25); 𝑞h = 1 − 𝑝h 

and 𝑚h is the desired margin of error for the glide plane family α. The number of points 

that have been sampled in a given region of interest has been given in Table 2 and the 

uncertainties have been calculated based on the same. 
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Figure 4: Images (i) – (iii) are EBSD maps of the deformed region of interest with the 

ECCI micrographs of the slip traces superimposed on the EBSD maps. (iv), (v) and (vi) 

are the results from the automated slip line detection algorithm for these deformed 

regions and (vii), (viii) and (ix) are the slip family distributions obtained from these 

regions of interest.  

 

It is important to note that even though Regions-II and III have limited number of grains 

compared to Region-I, the number of points considered for sampling the slip distribution 
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is comparable to Region-I, which makes the slip distribution from these areas statistically 

relevant. 

 

 No. of grains No. of detected lines No. of points considered for statistics 

Region-I 55 153 1377 

Region-II 12 119 1071 

Region-III 14 114 1026 

Table 2: For the three regions analyzed in Figure 4, the number of grains, the number of 

slip lines detected and the number of points for collecting the slip-family distribution 

statistics have been listed. 

 

The 1st and 2nd minimum angular difference between the detected lines and the traces 

from all three slip plane families for Region-II have been shown in Figure 5(i). A 

cumulative frequency plot has been shown for the same set of measurements in Figure 

5(ii). For each line number, the data for the angular difference has been extracted from 

multiple points on the detected line. From Figure 5(ii), it is noted that ~80% of the 

detected lines have an angular difference lesser than 5.5° and the value for the second 

minimum angular difference for all detected lines are under 10˚. EBSD mapping provides 

absolute grain orientations to an accuracy of ~2° [53]. Hence, slip traces that lie within 

an angular deviation of 2° from the detected slip line fall under the ambiguous category. 

The threshold value of 0.001 has been defined in Section 2.2.2, to highlight cases where 

an ambiguity exists between the selection of two slip systems. The threshold value of 

0.001 corresponds to cases where the angular difference between the 1st and 2nd minimum 

values ranges from 0.62°-1.75°, for the 1st minimum angular difference with the slip 

traces ranging from 1°-5°.   
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Figure 5: Angular differences between the slope of the detected lines and the plane traces 

for all three slip families for Region-II. The 1st and 2nd minimum has been considered 

here, to show the range of the angular deviations with respect to all three slip system 

families. 
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The modified correlation vectors 𝑅5′𝑠, defined in section 2.2.2, have been plotted for the 

slip lines detected for Region-II, as shown in Figure 6. This plotting scheme projects the 

correlation vectors for the detected lines onto either one of the three planes; 𝑅# −	𝑅$, 

𝑅$ −	𝑅*or 𝑅# −	𝑅* or onto the 𝑅#, 𝑅$	𝑜𝑟	𝑅*	axis. For correlation vectors lying on either 

one of the three planes, the orthogonal vector component to the plane is zero and for these 

cases, we have only one slip system active. For correlation vectors lying on either one of 

the three axes, there are two correlation vector components that are zero and hence there 

exists an ambiguity for the slip-family selection in these cases.  

 

 

Figure 6: Correlation vector plot (Equation 3, in section 2.2.2) for the detected slip lines 

from Region-II. 
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The correlation vector plots for the different regions of interest are useful to visualize the 

consolidated information related to the slip family distribution and to track the evolution 

of the same as the material is loaded to a higher strain.  

 

3.2 Comparison of the slip-line family distribution with accumulated plastic slip 

strain-based distribution from the crystal plasticity models: 

The accumulated plastic slip strain distribution for Region-II has been shown in Figure 

7(i). The slip system activity distribution was obtained from the locations where the slip 

traces were detected from the ECC micrographs. To obtain the χSSD maps, an initial CRSS 

value of 375 MPa was chosen for all three slip systems (ratio of 1:1:1), based on the 

experimental tensile yield stress matching procedure. The probabilities are computed 

according to equation (13) and the χSSD is computed according to equation (14). For the 

subsequent iterations, keeping the average CRSS for the three slip systems to be 375 MPa, 

the CRSS value for one slip system is reduced, as the reduction in CRSS for a given slip 

family increases the percentage contribution to plastic slip strain from that system. The 

CRSS ratios are tuned until a minimum χSSD value (0.005 or lower) is reached for all the 

three regions analyzed in this study. The slip distribution for the three regions (Figure 4) 

and the accumulated plastic slip strain-based distribution for the CRSS ratios with a 

minimum χSSD value are given in Table 3. It is to be noted that the slip-system family 

distribution from the model is compared to the ECCI based slip-distribution in an average 

sense for a given region. This is because at each pixel location for a detected slip line, the 

accumulated slip strain values for slip systems 1-48 are sorted in a descending order and 

the slip system families that contribute to 99% of the total cumulative slip strain are used 

to acquire the slip-distribution statistics from the crystal plasticity model. Thus, for each 

pixel location the contribution to the total slip strain comes from multiple slip system 
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families and their contribution to the slip system distribution is considered in weighted 

averaging scheme. 

 

Figure 7: (i) The accumulated plastic slip distribution for all slip families compared to 

the slip-lines visible in the deformed region of interest (CRSS ratio - 

1.014 :0.9933 :0.9893) (ii) Sum of squared difference, (χSSD) plot for different CRSS 

ratios calculated for Region-II.  

 

 Image-based 

slip 

distribution – 

Region I 

377:375:373 

(1.005:1:0.99

46) 

Image-based 

slip 

distribution – 

Region II 

380.5:372.5:3

71.0 

(1.014 :0.993

3 :0.9893) 

Image-based 

slip 

distribution – 

Region III 

375:369:381 

(1 :0.984 :1.01

6) 

{110} 0.2214 ± 

0.0221 

0.2386 ± 

0.0221 

0.1495 ± 

0.0252 

0.1894 ± 

0.0252 

0.3096 ± 

0.0258 

0.3363 ± 

0.0258 

{112} 0.2369 ± 

0.0221 

0.2177 ± 

0.0221 

0.2597 ± 

0.0252 

0.215 ± 

0.0252 

0.3488 ± 

0.0258 

0.3089 ± 

0.0258 

{123} 0.5417 ± 

0.0255 

0.5437± 

0.0255 

0.5908 ± 

0.0291 

0.5956 ± 

0.0291 

0.3415 ± 

0.0298 

0.3548 ± 

0.0298 
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Table 3: Image based slip-family distribution and the accumulated plastic slip-based 

distribution (highlighted in red) for the three regions analyzed in Figure 4 for CRSS ratios 

with a minimum χSSD. Unity corresponds to a CRSS value of 375 MPa. 

 

It is interesting to note that the CRSS values for which a minimum χSSD was obtained for 

the three regions are not very different from the initial value of 375 MPa, for which the 

best match with the yield stress was obtained. As the CRSS values are not very different 

from the uniform CRSS case, this possibly confirms the ‘apparent slip plane’ hypothesis 

that the observed {112} and {123} macroscopic slip-traces are made of multiple {110} 

slip traces at the microscopic level [47], [60], [62], but this is a preliminary hypothesis 

that needs experimental confirmation. Using the confrontational procedure discussed 

above, the slip line statistics from multiple regions on a given sample can be used to 

obtain a distribution of the CRSS ratios for which the best fit with the observed slip-line 

distribution statistics is obtained. Thus, macroscopic stress-strain plots can provide 

average CRSS values for the global description of poly-crystalline plasticity and the slip-

family distribution matching procedure can give us local CRSS ratios, optimized 

according to the slip family statistics. However, since the statistics is based on slip-trace 

observation, the local slip density must be sufficient enough to cause sharp slip steps, 

which can be contrasted easily with the background micro-structure and ECCI is a 

promising technique to provide such high contrast slip line images. 

4 Discussion 

In this paper, we provide a method to automate slip trace analysis by using a Hough-

transform based slip-line detection algorithm and thus provide a multiscale and statistical 

analysis of plastic slip activity in BCC β-Ti21S, particularly at the onset of plasticity. The 

results obtained have been confronted with a full-field CP modelling procedure executed 
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in DAMASK. We show that CP parameters, particularly the CRSS ratios, can be tuned 

to match the slip-family activity distribution observed locally, in addition to obtaining the 

best match for the macroscopic yield stress and thus this methodology provides good 

fitting parameters for a given CP model based on the slip-family distribution observed 

locally.  

The in situ tensile test coupled with ECCI based microstructural characterization presents 

the advantage of providing high-contrast images of slip-lines for such an automation 

procedure to be used. Since it is possible to cover multiple regions of interest, it provides 

reliable statistics to obtain a distribution for input model parameters. The study reported 

here can also be applied to automate the detection of pencil glide systems in BCC and to 

investigate slip transfer mechanisms along grain boundaries at different strain states. As 

the statistical distributions are being obtained from multiple points on a detected slip line, 

this makes the data obtained statistically relevant. Moreover, the described method is 

adaptable for data mining processes and model parameter optimization using a variety of 

different techniques like genetic algorithms [15], [20] or Bayesian inference [21], [63], 

which are becoming increasingly popular tools for parameter estimation. This approach 

could also be coupled to Heaviside-DIC studies for quantifying the shear slip localizations 

and lattice rotations for different slip steps [64]–[66], thus providing a richer dataset for 

statistical confrontation. 

Appendix 

Slip-system definition for all the potential 48 slip systems incorporated in DAMASK 

for BCC-Ti. 
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Slip 

system 

number 

Slip Direction Slip plane normal 

1 [11#1] (011) 

2 [1#1#1] (011) 

3 [111] (01#1) 

4 [1#11] (01#1) 

5 [1#11] (101) 

6 [1#1#1] (101) 

7 [111] (1#01) 

8 [11#1] (1#01) 

9 [1#11] (110) 

10 [1#11#] (110) 

11 [111] (1#10) 

12 [111#] (1#10) 

13 [1#11] (211) 

14 [111] (2#11) 

15 [111#] (21#1) 

16 [11#1] (211#) 

17 [11#1] (121) 

18 [111#] (1#21) 

19 [111] (12#1) 

20 [1#11] (121#) 

21 [111#] (112) 

22 [11#1] (1#12) 
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23 [1#11] (11#2) 

24 [111] (112#) 

25 [111#] (123) 

26 [11#1] (1#23) 

27 [1#11] (12#3) 

28 [111] (123#) 

29 [1#11] (312) 

30 [111] (3#12) 

31 [111#] (31#2) 

32 [11#1] (312#) 

33 [11#1] (231) 

34 [111#] (2#31) 

35 [111] (23#1) 

36 [1#11] (231#) 

37 [11#1] (132) 

38 [111#] (1#32) 

39 [111] (13#2) 

40 [1#11] (132#) 

41 [111#] (213) 

42 [11#1] (2#13) 

43 [1#11] (21#3) 

44 [111] (213#) 

45 [1#11] (321) 

46 [111] (3#21) 

47 [111#] (32#1) 

48 [11#1] (321#) 
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Material parameters as defined in Section 2.3 for the DAMASK simulations 

 Parameters 

𝐶##(𝐺𝑃𝑎) 153.0 

𝐶#$(𝐺𝑃𝑎) 101.0 

𝐶""(𝐺𝑃𝑎) 57.0 

𝑔O
{##O}(𝑀𝑃𝑎) 375 (first iteration) and then optimization 

by minimizing χSSD 

𝑔O
{##$}(𝑀𝑃𝑎) 375 (first iteration) and then optimization 

by minimizing χSSD 

𝑔O
{#$*}(𝑀𝑃𝑎) 375 (first iteration) and then optimization 

by minimizing χSSD 

ℎO(MPa) 400 

𝜏c_/(MPa) 800 

𝑎 2.0 

𝑛 20 

𝑞WW𝑞Wn  1.0, 1.4 

𝛾̇O 10!* 
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