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a b s t r a c t 

A two-phase near- β titanium alloy (Ti–10V–2Fe–3Al, or Ti-1023) in its as-forged state is employed to 

illustrate the feasibility of a Bayesian framework to identify single-crystal elastic constants (SEC). High

Energy X-ray diffraction (HE-XRD) obtained at the Diamond synchrotron source are used to character- 

ize the evolution of lattice strains for various grain orientations during in situ specimen loading in

the elastic regime. On the other hand, specimen behavior and grain deformation are estimated using

the elastic self-consistent (ELSC) homogenization scheme. The XRD data and micromechanical modelling

are revisited with a Bayesian framework. The effect of different material parameters (crystallographic

and morphological textures, phase volume fraction) of the micromechanical model and the biases intro- 

duced by the XRD data on the identification of the SEC of the β phase are systematically investigated. 

In this respect, all the three cubic elastic constants of the β phase ( C 
β
11 

, C 
β
12 

, C 
β
44 

) in the Ti-1023 alloy 

have been derived with their uncertainties. The grain aspect ratio in the ELSC model, which is often

not considered in the literature, is found to be an important parameter in affecting the identified SEC.

The Bayesian inference suggests a high probability for non-spherical grains (aspect ratio of ∼ 3 . 8 ± 0 . 8 ) 

: C 
β
11 

= 92 . 6 ± 19 . 1 GPa , C 
β
12 

= 82 . 5 ± 16 . 3 GPa , C 
β
44 

= 43 . 5 ± 7 . 1 GPa . The uncertainty obtained by Bayesian 

approach lies in the range of ~1-3 GPa for the shear modulus μ′ = 

C 
β
11 

−C 
β
12 

2
, and ~7 GPa for the shear

modulus μ′′ = C 
β
44 

, while it is significantly larger in the case of the bulk modulus
C 

β
11 

+2C 
β
12

3
(~17-24 GPa).

1. Introduction

Titanium and its alloys are attractive in the aeronautic industry 

due to their high strength to density ratios. The near- β titanium al- 

loy Ti–10V–2Fe–3Al (Ti-1023) developed in the 1970s is often used 

in the forged pieces of aircraft for landing gears and rotor systems 

[1] . Its in-service microstructure is multiscale and complex. After

forging, it is composed of hexagonal primary αp nodules (micro- 

metric size) embedded in a cubic β matrix with millimetric grains 

( β/ α-forged state). Further aging partially transforms the β matrix 
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to secondary αs platelets of nanometric size [2] . The alloy poten- 

tially exhibits remarkable mechanical behavior: yield stress up to 

1200 MPa with a ductility of 7%. However, these properties are 

highly sensitive to local microstructure variations, which are not 

fully controlled in large forged pieces. In fact, the elastic proper- 

ties of this alloy are far from being fully understood yet. At least, 

there is a reasonable agreement in the literature when it comes 

to the single-crystal elastic constants (SEC) of the α phase. How- 

ever, for the β (BCC) phase, the published SEC C 

β
11 

, C 

β
12 

, C 

β
44 

span 

very different values, refer to Table 1 . These SEC define three inde- 

pendent elastic moduli, the shear moduli, defined as μ′′ = C 

β
44 

and 

μ′ = 

C
β
11

−C 
β
12

2 and the bulk modulus, K = 

C 
β
11

+2C 
β
12 

3 . The anisotropy 

ratio, A = 

2 C 
β
44

C 
β
11 

−C 
β
12

= 

μ′′
μ′ [3] , is found to range over very large val- 
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Table 1

Literature range of the three SEC of the β phase.

References Material C 
β
11 

(GPa) C 
β
12 

(GPa) C 
β
44 

( μ′′ ) (GPa) A μ′ (GPa) K (GPa)

Fréour et al. [5] Ti-17 174 116 41 1.4 29 135.3

Fréour et al. [6] Ti-17 167 115 44 1.7 26 132.3

Nejezchlebová et al. [7] LCB 138 102.2 42.5 2.4 17.9 114.1

Martin [8] Ti-5553 100 70 36 2.4 15 80.0

Petry et al. [9] Pure 134 110 36 3 12 118.0

Brandes and Brook [10] Pure 134 110 55 4.6 12 118.0

Fisher and Dever [11] Pure 99 85 33.6 4.8 7 89.7

Kim and Rokhlin [12] Ti-6242 135 113 54.9 5 11 120.3

Ledbetter et al. [13] Pure 97.7 82.7 37.5 5 7.5 87.7

Raghunathan et al. [14] Ti-1023 Forged 140 128 50 8.3 6 132.0

Raghunathan et al. [14] Ti-1023 Aged 165.0 118.0 45.0 1.9 23.5 133.7

Meng et al. [15] Ti-39Nb 137.7 107.7 21.4 1.4 15 117.7

Talling et al. [16] Ti–36Nb–2Ta–3Zr–0.3O 125 93 28 1.8 16 103.7

Meng et al. [17] Ti–36Nb–5Zr 142.8 108.6 25.4 1.5 17.1 120.0

Obbard et al. [18] Ti–24Nb–4Zr–8Sn 54 33 32.5 3.1 10.5 40.0

Bhattacharyya et al. [19] β-Timetal-18 118 79 39 2 19.5 92.0

Obbard et al. [20] Ti-30Nb-10Ta-5Zr 67.1 39.9 29.8 2.19 13.6 49

Tane et al. [21] Ti–35.7Nb–2.1Ta–3.2Zr–0.42O 125 90 31 1.8 17.5 102

Jeong et al. [22] Ti-40Nb 141.3 117.0 32.1 2.7 12.1 125.1

ues from 1.4 to 8, see Table 1 . The differences are possibly due to 

chemical compositions of the β phase, although one cannot sweep 

out the difficulties to measure local elastic constants in a multi- 

phase polycrystalline specimen. Such lack of accuracy impedes a 

predictive understanding of the material’s behavior. For example, 

in the study by Raghunathan et al [14] , where the forged and aged 

state have been studied, the strong difference in the identified SEC 

for the β phase is a possible result of microstructure as well as the 

chemical composition of the β phase. A recent study [4] on poly- 

crystalline Ti-6Al-2Sn-4Zr-6Mo alloy with X-ray diffraction reports 

a decrease in SEC of the β phase by 10% (towards the single-phase 

alloy) when accounting for the load partitioning from the β phase 

to the α phase, a feature that will be naturally taken into account 

with the Self-Consistent model used here. 

Prior research on this alloy has been focused on ex-situ me- 

chanical tests and micromechanical modeling to explain the elastic 

and viscoplastic properties [ 23 , 24 ]. Some studies have been carried 

out to quantify the elastic constants in the β-titanium alloys due 

to the strong relationship between the shear modulus ( μ′ ) and the

stability of the phase [25] . Other studies have also focused on the 

correlation of shear modulus ( μ′ ) to the Young’s modulus [ 26 , 27 ].

Recently, Lhadi et al [28] have shown that SEC corresponding to 

different anisotropy ratios (of 2.4, 3, and 8.3) can all lead to the 

same effective Young moduli and similar macroscopic behavior in 

the elastic regime, but very different inter-granular stresses in the 

course of elasto-plastic deformation. 

The standard SEC characterization involves experiments on 

large single crystals using classical methods such as ultrasonic 

wave velocities [ 29 , 30 ], rectangular parallelepiped resonance [31] . 

However, it is rather difficult to produce single crystals with ex- 

act composition to that of a phase within a multi-phase alloy. 

In the literature, several studies on single-phase microstructures 

have adopted an inverse approach using the elastic self-consistent 

model (ELSC) to identify the diffraction elastic moduli (DEM) from 

the X-ray diffraction (XRD) analysis and the macroscopic stiffness 

[ 17 , 18 , 32 , 33 ]. This can be challenging in the case of a multiphase 

alloy where the SEC of each phase is inherently different due to 

crystal symmetry. A variety of micromechanical models exist that 

take into account the crystallographic texture and grain morphol- 

ogy to establish the elastic properties of a polycrystal [34–38] . 

Given the computational simplicity, the two-phase interactions in 

the model are often approximated through an average procedure 

using an elastic homogeneous equivalent medium (HEM). The self- 

consistent scheme [ 37 , 39 , 40 ] has also been successfully applied to 

study the load-partitioning in titanium alloys [ 14 , 18 , 33 , 41–44 ]. 

However, studies [ 15 , 17 , 18 ] with inverse identification by the 

least-squares method have reported that the DEM for Ti-alloys 

can be insensitive to the bulk modulus, thus resulting in several 

possible SEC that satisfies the lattice strain evolution i.e. the as- 

sociated uncertainties are rather large. In the literature [ 17 , 18 ], 

this is addressed by evaluating the SEC for a fixed bulk modu- 

lus, which is a theoretical approximation. Recently, a study on β- 

Timetal-18 [19] has employed high energy X-ray diffraction and a 

micromechanical analysis of stress-strain inhomogeneities with a 

fast Fourier transform (FFT)-based formulation (MASSIF) to iden- 

tify the SEC of the β phase. A grain-to-grain analysis in the MAS- 

SIF framework suggested a strong effect on the elastic anisotropy, 

i.e., higher anisotropy ratio (A = 3.5) provided better correlation of

all the strains components.

Part of the variability reported in Table 1 may come from chem- 

ical composition variations, and it is not the scope of the present 

paper to discuss this aspect. We want to stress that multiple SEC 

have been identified for the β phase and most of the studies have 

used inverse identification and have only provided one unique 

value for the SEC of the β phase without estimating the role of 

different microstructural parameters and none of them provide an 

uncertainty estimate on the identified value. In the current study, 

to quantify the uncertainties and also to study the effect of dif- 

ferent material parameters on the SEC identification, a Bayesian 

framework combined with an inverse identification approach to 

probe a large C ij space is employed. The Bayesian framework pro- 

vides the advantage of exploring the large Cij space while generat- 

ing a distribution of acceptable values. For example, such a frame- 

work has already been used in the context of spherical indentation 

measurements to identify the SEC for single-phase materials [45–

48] .

The objective of this paper is to present the Bayesian frame- 

work in synergy with high-quality XRD data acquired during ten- 

sile loading at the DIAMOND synchrotron source and the ELSC 

model. This is applied to a near β Ti-1023 alloy to estimate the 

uncertainties on the SEC of the cubic ( β) phase from XRD data. 

The combination of XRD and ELSC modeling is often employed 

in the literature to evaluate the SEC. However, to the best of au- 

thors’ knowledge, this is the first time that these methods are 

employed in a Bayesian framework to quantify the uncertainties 

of SEC for a polycrystalline multi-phase alloy. Here, a Bayesian 



framework is elaborated together with the Metropolis-Hasting al- 

gorithm [49] and the ELSC model [ 37,  38]  to evaluate the ex- 

perimental data, with a particular focus on XRD data evaluation. 

This framework is then applied to the experimental data (macro- 

scopic stiffness and XRD lattice strains), and the results are dis- 

cussed along with the literature. Different parameters in the ELSC 

micromechanical model are explored and the experimental er- 

rors influencing the quantification of uncertainties of the SEC are 

discussed. 

2. Methods

2.1. Material 

For our study, an ( α + β) forged billet of β metastable titanium 

alloy Ti-10V-2Fe-3Al (by wt. %) was provided by Timet, France. The 
β transus of this alloy is 795° C ± 5° C. The billet was obtained 

by several forging/annealing steps in the β (above β transus) and 

α/ β domain (at 760° C). Samples were extracted from the core of 

the billet. A controlled microstructure composed of primary αp 

nodules embedded in a β matrix was obtained by carrying out 

additional heat treatment of 760° C for 1 hour followed by wa- 

ter quenching on the samples. Moving forward, this is referred to 

as “as-forged” state. All investigated specimens had identical mi- 

crostructure. 

Several sections were cut and polished to observe the mi- 

crostructure under the scanning electron microscope (SEM). The 

volume fraction of the primary αp phase was measured to be 15 

± 3%. The αp nodules were mostly equiaxed with an average di- 

ameter of 2-3 μm from several backscattered images using Im- 

ageJ software [50].  As expected, no secondary α lamellae ( αs ) were 

present. Additional Electron Back-Scattered Diffraction (EBSD) mea- 
surements were carried out using a Zeiss AURIGA 40 electron mi- 
croscope equipped with the AZTEC Oxford instrument system and 

the Symmetry camera. Fig. 1 shows the multi-scale microstructural 
aspects of the Ti-1023 as-forged alloy. Several orientation maps 

were acquired with 0.5 μm step size (much smaller than the av- 

erage α nodules diameter). 

An EBSD analysis revealed that the microtexture consists of mil- 

limetric long prior β grains along the forging axis (with an aspect 

ratio between 8 – 10)  as a result of the forging process. These long 

prior β grains were partially fragmented in equiaxed sub-grains 

(with misorientation angles of 3° -15° ) of diameters ranging from 

5 to 10 μm. The αp nodules were located at the prior β grains and 

the β sub-grain boundaries. 

Neutron diffraction analysis was performed on a 1 × 1 × 1 cm 

3 

sample to characterize the crystallographic texture of both α and 

β phases at the 6T1 spectrometer of the French neutron source 

at LLB, using a wavelength of 1.159 Å. Complete pole figure mea- 

surements were carried out for three β reflections (110, 200, 311) 

and five α reflections (00.2, 11.0, 10.0, 10.1, 10.2). The Orientation 

Distribution Function (ODF) was calculated using the spherical har- 

monics method thanks to the ATEX software [51] . Measured pole 

figures revealed a rather moderate texture with a texture index of 

~2 for the α phase and ~3 for the β phase. Furthermore, most of 

the grains are preferably aligned along the < 110 > β direction par- 

allel to the forging axis of the billet, which is also the loading axis 

of the samples, see Fig. 2 . Pole figure analysis from Fig. 2 indicates 

that the Burgers Orientation Relationship (BOR) between the αp 

and β phase is still respected in average (all poles of {0 0 01} α and 

{110} β overlap as well as < 11 ̄2 0 > α and < 111 > β ).

2.2. In-situ high energy X-ray diffraction tensile experiments 

The in-situ high energy X-ray diffraction (HEXRD) tensile ex- 

periments were carried out at room temperature at the I12 beam- 

line in the Diamond Light Source, UK [52] . Cylindrical specimens 

having a diameter of 1cm were cut from the core of the billet us- 

ing electrical discharge machining (EDM). These samples were then 

heat-treated to obtain the as-forged microstructure and were then 

machined into tensile specimens with gauge sections of 4 mm in 

diameter and 26 mm in length conforming with the ASTM-E8 stan- 

dards [53] . 

Fig. 3 shows the complete experimental setup. A monochro- 

matic beam of 70.45 keV (wavelength λ= 0.17599 Å) with a cross- 

section of 500 × 500 μm ² was employed in transmission geometry, 

leading to a diffraction volume of 0.5 × 0.5 × 4 mm 

3 . This diffrac- 

tion volume corresponds to 6-8 prior β grains, however, it is re- 

minded that the β grains are fragmented into β sub-grains of 5-10 

μm diameter thus providing enough grain statistics to form com- 

plete and continuous Debye-Scherrer diffraction rings, refer to 2D 

diffractogram in Fig. 3 . The diffracted X-rays rings were recorded 

on a 2D Pilatus 2M CdTe area detector (1475 × 1679 pixels, pixel 

size 172 μm) kept at ~0.9 m from the specimen. Thanks to the 

high X-ray flux and fast readout time of the detector, the diffrac- 

tion patterns were sampled continuously every ~1s. 

Fig. 1. (a) an optical micrograph of Ti-1023 as-forged microstructure along the forging axis (also tensile axis here) with millimetric prior β grains, (b) a section of the β-IPF

map along the forging axis with black, white and red lines indicating the boundary misorientations of > 5 °, > 10 ° and > 15 ° respectively, the inset shows a magnified view of

β-IPF map with primary α nodules in gray.



Fig. 2. Pole figures of the (a) α and (b) β phase of the ‘as-forged’ Ti-1023 alloy measured by neutron diffraction (forging axis and also tensile axis lies in the center of pole

figures)

Fig. 3. High energy in-situ XRD setup at Diamond I12 beamline, UK. The setup includes (1) incident X-ray beam (70 keV; beam size: 500μm x 500 μm), (2) diffracted X-ray

beam, (3) Instron rig (100 kN capacity), (4) Inset with sample between grips and contact extensometer of 5mm travel, (5) Pilatus 2M detector with sample diffraction pattern

of the studied alloy (1475 ×1679: pixel size: 172μm). 



Fig. 4. 1D XRD spectra, obtained by integration of complete 2D XRD rings, for the monotonous tensile test at different stress levels (0 – 600 MPa) for Ti-1023 alloy. The

martensite peaks ( α" ) appear close to 400 MPa

The deformation tests were performed on an Instron 100 kN 

rig at a nominal strain rate of 10 −4 s −1 . The macroscopic strains 

were measured using a contact extensometer. The campaign in- 

cludes a continuous tensile test, a load-unload cyclic test, and a se- 

ries of increasing uni-axial tensile interrupted tests. This campaign 

was originally designed to study the elastic and plastic response 

of the material under various deformation paths and small plastic 

strain; only the elastic part is presented in this paper. The stress- 

interrupted tensile tests were performed to increase the diffracting 

volume i.e., every 50 MPa increment up to ~300 MPa the sample 

was held at constant stress and a 72 ° rotation of the Instron rig 

(along the tensile axis) was carried out with 2 °/s and the diffrac- 

tion patterns sampled every 2 ° were then summed to get a single 

diffraction pattern. In Fig. 4 , the stress-induced martensitic trans- 

formation peaks can be observed in the XRD spectra starting at 

~400 MPa (~0.6% total strain), which is not surprising consider- 

ing the low volume fraction of the α phase [54–57] . Since our 

objective is to identify the SEC, data analysis was carried out in 

the purely elastic regime prior to phase transition (macroscopic 

stresses up to ~300 MPa). Hence, the analysis is performed from 

the continuous tensile tests up to 300 MPa, four load-unload cy- 

cles performed at (200, 250, 300, 350 MPa), and stress-interrupted 

tensile tests up to ~300 MPa. Rietveld refinement of XRD patterns 

at zero applied stress validates the SEM measurements of 15% vol- 

ume fraction for the α phase. 

XRD data analysis: The analysis of the XRD spectra provides 

important information concerning the deformation mechanisms 

and load transfer among different grains/ phases. For the current 

study, the XRD data analysis is limited to the lattice strain evo- 

lution with applied stress. However, considering the nature of the 

study, several aspects of XRD data processing that can result in ad- 

ditional uncertainties are carefully evaluated. The common source 

of uncertainty comes from the geometrical calibration of the ex- 

perimental setup [ 58 , 59 ]. The errors are introduced possibly during 

the conventional three-step data analysis process: (i) geometrical 

calibration of the experimental setup, (ii) conversion of the 2D az- 

imuthal data to 1D (2 θ vs intensity) and (iii) peak-fitting for lattice 

strain evaluation. The diffraction data collected here exhibit a good 

quality with reduced background and noise levels (maximum peak 

intensity ~180 0 0 cts, signal/noise ratio ~130). 

The geometrical calibration of the detector was performed by 

a standard calibrant powder of CeO 2 (SRM674 from NIST). The 

recorded 2D XRD rings are processed by “caking” [60] along the 

azimuth ψ . Both the axial and transverse direction (refer to Fig. 3 ) 

caking is carried out (here caking angle of �ψ = ±5 ° is used). The 

integration along ψ yields a 1D diffraction pattern. Additionally, 

the characterization of the image noise was done using multiple 

images acquired under the same geometrical configuration as in 

[61] ; this indicates the photon noise source to be the sole contribu- 

tor (not shown here) and therefore, an error model where the stan- 

dard deviation of intensity is proportional to the square root of av- 

erage intensity is employed during the peak fitting. The 1D pattern

is then fitted with a Pseudo-Voigt function to resolve parameters

related to the shape of the peak, the position (2 θ ), and Full-Width

Half Maximum (FWHM). Each peak/ reflection is treated separately

during the fitting. In the Ti-1023 alloy with α + β phases, the ma- 

jority of the α and β diffraction peaks could be satisfactorily fitted, 

while the overlapping α/ β peaks were ignored. The XRD data cal- 

ibration and integration were carried out using the PyFAI library 

[62] , while the peak fitting was carried out using Fityk software

[63] .

The in-situ XRD data interpretation is based on the relative

changes in the measured values of the Bragg angle θ . The lattice 

strain ε hkl is represented in microstrain (10 −6 ) units by the follow- 

ing relation: 

ε hkl = −cot ( θhkl ) � θhkl × 10 

6 (1) 

where � θhkl = θhkl − θ0 ,hkl is the difference in peak position cal- 

culated from the current θhkl and the θ0 ,hkl calculated at the start 

of the test. Fig. 5 shows the XRD peak analysis for ( 10 ̄1 0 ) α reflec- 

tion plotted with respect to applied stress. For better comparison 

and representation, both the lattice strains and applied stresses are 

normalized by dividing them with the magnitude of maximum ap- 

plied stress of each respective test (around 300 MPa, which slightly 

varies between tests), such that the resulting normalized strains 

have unit microstrain/MPa. Fig. 5 a shows the normalized macro- 

scopic strain-stress curves with the dashed line representing the 

linear regression fit of the data from all tests. Fig. 5 b and 5 c show 

the normalized axial and transverse lattice strains of ( 10 ̄1 0 ) α re- 

flection along with the linear regression. Very similar data quality 



Fig. 5. Elastic response of Ti-1023 alloy (data points up to the martensite trigger stress ≈ 400MPa). The top plot (a) corresponds to continuous tensile strain-stress data, 

middle plot (b) corresponds to the evolution of normalized axial ( 10 ̄1 0 ) elastic lattice strains versus normalized applied stress (linear regression fit is carried out and shown

by the solid dashed line), bottom plot (c) corresponds to the evolution of normalized transverse ( 10 ̄1 0 ) elastic lattice strains versus normalized applied stress. All the data

points are normalized by dividing them with maximum applied stress of the respective test (see text).

Fig. 6. Statistical distributions of normalized (a) axial and (b) transverse ( 10 ̄1 0 ) lattice strains residual error along the linear regression fit of data shown in Fig. 5 . The red

line is the associated fit of the dispersion by a normal distribution, the parameter of which is indicated in the legend.

has been obtained for other (hkl) reflections for both the α and β
phases. 

The linear regression fit data is used as the average lattice 

strains and the scatter of experimental data at given stress around 

the fit is taken as the standard deviation for lattice strains. Fig. 6 

shows the distribution of lattice strains from the different tests 

compared to their linear fit for both axial and transverse direc- 

tions at applied unit stress. Following this procedure, other axial 

and transverse reflections of both α and β phases are processed 

and are presented in the results section. All lattice strains for both 

α and β phases are found to follow a nearly normal distribution 

similar to Fig. 6 . It should also be noted that not all reflections 

could be used: especially, the stiffest (222) β reflection is out of 

the detector capture range; the reflections (211) β and ( 10 ̄1 3 ) α is 

not available due to peak-overlapping and the (0 0 02) α transverse 

reflection lie in the detector dead zones. 

It is reminded here that the observed lattice strain variability 

includes errors coming from data acquisition (e.g. photon noise), 

data processing and the variation of lattice strains from one ex- 

periment to another (as illustrated in Fig. 4 c). The obtained disper- 

sions in the lattice strains are representative of the material itself 

and provide a realistic range of average strains for the Bayesian 

inference to fit. Other relevant error sources during the experi- 

mental acquisition were found to be minimum/ negligible. In sum- 



mary, the experimental data used for the Bayesian inference in- 

clude, along with their variability, 

• 8 axial reflections and 4 transverse reflections for the α phase,
• 4 axial reflections and 2 transverse reflections for the β

phases, and
• the effective axial elastic stiffness of the material.

These data are indicated in Table 2 and plotted in Fig. 7 . 

2.3. Bayesian framework with HEXRD and elastic self-consistent 

(ELSC) modeling 

Description of the elastic self-consistent (ELSC) model: The 

self-consistent scheme is one of the most popular homogenization 

methods to simulate the behavior of multiphase polycrystalline 

materials. This framework [ 37 , 38 ] is implemented here to describe 

the elastic properties of the two-phase ( α+ β) polycrystalline ag- 

gregate. The ellipsoidal inhomogeneity (each representing a single 

crystal orientation in a given phase) is embedded in an infinite 

homogeneous equivalent medium (HEM), whose behavior is sup- 

posed to be the behavior of the multi-phase polycrystal. The con- 

stitutive relations for a heterogeneous linear elastic aggregate can 

be described as: 

E = M 

e f f : 	 (2) 

where the quantities E and 	 are the macroscopic strain and stress 

tensors and M 

e f f is the effective elastic compliance tensor of the 

polycrystal. The constitutive elastic behavior for each orientation 

‘ r’ between the average strains ε r and average stresses σ r over the 

volume occupied by r yields: 

ε r = m 

r : σ r (3) 

where m 

r is the elastic compliance tensor of orientation r . In the 

homogenization theory, the stress concentration relationships be- 

tween σ r and 	 can be described as: 

σ r = B 

r : 	 (4) 

where B r is the average stress concentration tensor for each orien- 

tation r in a given phase ( α/ β). This tensor is evaluated considering 

each Eshelby’s ellipsoidal inhomogeneity r embedded in an infinite 

HEM subjected to homogeneous stress 	: 

B 

r = 

(
m 

r + 

˜ M 

)−1
: 
(
M 

e f f + 

˜ M 

)
(5) 

where ˜ M is the constraint tensor defined by the following expres- 

sion [64] : 

˜ M = 

(
I − S Er 

)−1 
: S Er : M 

eff (6) 

where I is the fourth-order unit tensor and S Er is the elastic Es- 

helby tensor [36] for a given inhomogeneity that can exhibit any 

ellipsoidal morphology. In equation (2) , the effective elastic com- 

pliance tensor of the polycrystal M 

e f f is given by: 

M 

eff = 〈 m 

r : B 

r 〉 : 〈 B 

r 〉 −1
(7)

where the brackets 〈 () r 〉 denote the volume average over all the 

grains of the polycrystal: 〈 () r 〉 = 

∑ 

r
f r () 

r with f r the volume frac- 

tion of orientation r . When replacing B r in equation (7) by its ex- 

pression (5), one ends up with an implicit equation for M 

e f f that 

is solved using a fixed-point algorithm [65] . For more details on 

the Eshelby tensor evaluation, the readers are referred to [ 64 , 66 ]. 

In the ELSC model, each mechanical phase is defined by its ori- 

entation (three Euler angles with the Bunge convention: φ1 , �, φ2 ) 

and a volume fraction f r . For each grain orientation, if the plane 

normal of the given ( hkl ) plane is aligned within ±5 ° of solid an- 

gle (same as experimental configuration, see Fig. 3 ) with the sam- 

ple axis, then that grain contributes to that ( hkl ) diffraction sub- 

set. To obtain the normalized elastic strains corresponding to dif- 

ferent ( hkl ) families of grains as in Fig. 5 b and 5 c, 
ε simulation

hkl
	max

33 
, average 

strains (sometimes denoted as mesoscopic strains in the literature) 

of the diffracting grains are multiplied by their volume fraction and 

summed over the overall volume fraction of grains in the subset. 

This is then normalized by the maximum applied tensile stress. For 

a given loading direction of the specimen (uniaxial traction here), 

a compact representation of the ε simulation 
hkl 

can be defined as the 

function of the diffraction condition (solid angle with the macro- 

scopic axis ψ = ±5 °), texture ( φ1 , �, φ2 ), phase elastic constants, 

volume fraction (f α + f β = 1), and morphology (spheres or prolates 

defined by the aspect ratio : αAR , βAR ). 

ε simulation 
hkl 

	applied 
33 

= f 

(
ψ, φ1 , �, φ2 , f β, C 

β
11 

, C 
β
12 

, C 
β
44 

, C α11 , C 
α
12 , C 

α
13 , C 

α
33 , 

C α44 , αAR , βAR 

)
(8) 

It is worth noting that the elastic self-consistent model used 

here is very good in evaluating the effective elastic properties of 

polycrystalline materials, probably owing to the random charac- 

ter of the considered microstructure that qualitatively resembles 

the one of real polycrystals. Comparisons with full-field simula- 

tions that provide reference numerical solutions already showed 

that the ELSC scheme gives very accurate estimates for the elas- 

tic behaviour, not only for the effective behaviour but also for the 

first (grain average strain and stress) and second (fluctuation in- 

side grain families) moments, eg. see [67–70] . One of the limita- 

tion of the ELSC is that advanced microstructural parameter, such 

as orientation relationship between neighboring grains, can hardly 

be taken into account. 

Bayesian inference: Bayesian framework combined with stan- 

dard linear model (SLM) [71] , reduced-order FE models [45] has 

recently been used to estimate the intrinsic material properties of 

metals. Here the Bayesian inference technique is very briefly ex- 

plained, for more details, the readers are referred e.g. to the work 

of Rappel et al. [71–74] . In brief, we are evaluating a simplified 

Bayes theorem [75] : considering a random variable “θ”, its proba- 

bility density function for a given experimental dataset “x” can be 

evaluated by applying Bayes theorem: the probability of “θ” occur- 

ring for a given set of “x”, or P (θ | x ) (also called “posterior distri- 

bution”) is expressed as statistical inference model below: 

P ( θ | x ) = P ( x | θ ) P ( θ )

P ( x ) 
(9) 

where P (θ ) is the probability distribution of the variable “θ” in the 

absence of “x” and is also called the “prior distribution”. P (x | θ ) 

is called the “likelihood function” that evaluates the probability 

of the data “x” occurring for a given “θ”. The numerator of the 

Bayes formula is rather easy to formulate, while there are difficul- 

ties involved in calculating the denominator P (x ) . In general, this 

quantity can be calculated by integrating over all possible values 

of “θ”, 

P ( x ) = 

∫ 
θ

P ( x | θ ) dθ (10) 

For a simple and trivial model, this parameter is rather easy to 

evaluate and is often discarded as a normalization factor [ 45 , 71 ], 

while in some non-trivial models, this can be extremely difficult 

to estimate in a closed-form way. To simplify, this is often ad- 

dressed by taking the ratio of two probabilities with Markov chain 

Monte Carlo (MCMC) [76] . In short, this constructs a Markov chain, 



which proposes a jump for the random variable “θ”, to carry out 

the Monte Carlo sampling. The jump proposed in a Markov chain 

is often carried out by a Metropolis sampler. The acceptance prob- 

ability of a jump is calculated by the ratio of equation (9) for the 

current “θ current ” and  the proposed “θproposed ”, thus cancelling out 

the denominator ( equation 11 ). The proposed value is accepted if 

the acceptance is higher than a value randomly sampled between 

0 and 1: 

Acce ptan ce prob abil ity = min 

(
1 , 

P 
(
x 
∣∣θ prop osed 

)
P 
(
θ prop osed 

)
P ( x | θ curr ent ) P ( θ curr ent )

)

(11) 

The objective of Bayes formula ( equation 9 ) is to calculate the 

posterior distribution, P (θ | x ) , such that the unknown material pa- 

rameter “θ” can be deduced from sampling the posterior distribu- 

tion. The integrals defining the Monte Carlo and Metropolis sam- 

pler algorithm can be further referred in [71] . 

Application to Ti-1023 alloy: For the identification of SEC of 

the β phase in Ti-1023, a Bayesian framework is employed with 

the ELSC model to evaluate the likelihood function, which eval- 

uates the probabilities of the macroscopic stiffness (YM 

simulation ) 

as well as the grain family elastic strains ( ε simulation 
hkl 

) against 

the experimental (YM 

Experiment ) stiffness and XRD lattice strains 

( ε Experiment 

hkl 
) for different sets of material parameters. As can be 

seen from equation (8) , the elastic strain ε simulation 
hkl 

depends on 15 

different variables (for fixed boundary conditions). As a prelimi- 

nary approach, out of the 15 variables all but the SEC of the β
phase is assigned a fixed value based on the experimental obser- 

vations. 

• The ODF calculated from neutron diffraction data has been used

to discretize the texture of both phases using the ATEX soft- 

ware [51] . The discretization yields ~2250 orientations for the

β phase and ~4500 orientations for the α phase weighted by

volume fraction.
• The volume fraction for the α phase is fixed, f α = 0 . 15 ( f β =

0 . 85 ), based on Rietveld analysis of XRD patterns and SEM im- 

age analysis.
• The diffraction solid angle for simulation ( ψ = ±5 ◦) is also

fixed to comply with the experimental caking angle.
• As a preliminary approach, the α and β grains morphol- 

ogy are reasonably assumed to be equiaxed and therefore are

represented as spherical inhomogeneities in the ELSC model

( i.e. αAR = 1 , βAR = 1 ). However, this will be later changed to

prolate morphology (section IVb) to study its influence on the

identification process; in that case, the grain shape considered

in the model actually rather corresponds to the β sub-grains

than to the elongated prior β grains.
• The SEC of the α phase ( C α

i j 
) are fixed due to a substantial

agreement reported in the literature. Therefore, the SEC identi- 

fied by Hearmon et al [77] are considered, based on a previous

study performed on the same alloy [42] : C α
11 

= 160 GPa, C α
12 

= 90

GPa, C α
44 

= 46.5 GPa, C α
33 

= 181 GPa, C α
13 

= 66 GPa. 

• The SEC of the β phase ( C 
β
i j

) is kept free for optimization and 

inference. 

The Bayes formula adapted to the Ti-1023 alloy reads 

P ( D simu lati on | D XRD ) = 

P ( D XRD | D simu lati on ) P ( D simu lati on )

P ( D XRD ) 
(12) 

where D XRD is a vector consisting of both micro and macro data: 

(hkl) dependent lattice strains ( ε Experiment 

hkl 
) and macroscopic stiff- 

ness (YM 

Experiment ). D simulation is an output vector obtained from the 

ELSC model consisting of (hkl) dependent elastic strains ( ε simulation 
hkl 

) 

and macroscopic stiffness (YM 

simulation ). P ( D simulation ) is the prior 

distribution and here it is defined as a uniform distribution, mean- 

ing that the values of the free variables are considered with equal 

probabilities within the material design space. 

The likelihood function, P (D XRD | D simu lati on ) , is evaluated from

the difference between the experimental dataset and the output 

of the ELSC model. It is reminded again that the experimental data 

point in our case follows a Gaussian distribution (see Fig. 6 ). The 

probabilities of distribution in the Bayesian inference is often rep- 

resented in the log scale for numerical stability and simplicity, in- 

stead of the usual [0,1] interval. The log-likelihood function here is 

the sum of log-probabilities of the individual data point and can 

be written as, 

Log ( P ( D XRD | D simu lati on ) ) ∝

−
n ∑ 

i =1

W i 

(
1 

2 

log ( 2 π) + log ( SD i ) + 

(
D 

i 
simu lati on 

− D 

i 
XRD

)2

2 SD 

2 
i 

)
(13) 

where ‘i’ represents data points (here ‘n’ = 19, corresponding to 

the micro and macro experimental data points, see table 2 ). The 

SD i is the standard deviation and W i is the weight of each data 

point discussed in the next sections. The available data points 

sometimes may not produce a well-defined posterior distribution, 

i.e. the uncertainties of the distribution can be high. In such cases,

additional experimental data points help to reduce the uncertain- 

ties or a careful weighing of the data points can lead to a well- 

defined posterior distribution. This is achieved through the W i term

in equation 13 . In the current study, the weighing is used as a way

to counter-balance the fact that there is more α phase reflection,

i.e., giving intrinsically less importance to the α phase data fitting

since its volume fraction is much lower in reality.

We employ the adaptive Metropolis algorithm to search the 

material space during the sampling to increase efficiency. The 

Metropolis algorithm proposes a small increment of the available 

free variables based on their variance and a new probability den- 

sity function is calculated. To avoid non-physical results in the 

simulations, only the SEC satisfying the Born elastic stability con- 

ditions [78] for cubic ( equation 14 for β phase) and transverse 

isotropy ( equation 15 for α phase) are considered: 

C 
β
11 

− C 
β
12

> 0 ; C 
β
11

+ 2 C 
β
12

> 0 ; C 
β
44

> 0 (14) 

C α11 > | C α12 | ; 2 ( C α13 ) 
2 

< C α33 ( C 
α
11 + C α12 ) ; C α44 > 0 (15) 

The efficiency of Metropolis sampling strongly depends on the 

initial guess and the variance of the proposal distribution of the 

free variables. For a good initial guess, a weighted least-squares op- 

timization with an unconstrained Nelder-Mead algorithm was em- 

ployed. MCMC sampling is also performed with additional free ma- 

terial parameters to assess the effect on the SEC identification and 

is discussed in the results section. 

All the simulations are carried out using a script written in 

python interfacing pymc library for MCMC sampling [79] with 

Scipy’s least-squares minimization [80] and a python implementa- 

tion of the elastic self-consistent scheme developed at PIMM, Paris. 

3. Results

3.1. In-situ XRD lattice strain analysis 

The lattice (axial and transverse) strains for all considered 

peaks of both the α and β phases at applied unit stress along with 

the macroscopic stiffness are presented in Table 2 . 

Both the axial and transverse lattice strains of all peaks present 

a Gaussian distribution. The standard deviations are the results of 

the variation of lattice strains from one experiment to another. 

Comparatively, the standard deviations of all reflections are quite 



Table 2

Statistics of axial and transverse lattice strains distribution for different reflections extracted from the regression fit for applied unit stress.

α/ β reflections

Mean of axial lattice

strains distribution

(10 −6 MPa −1 ) 

Standard deviation of axial

lattice strains distribution

(10 −6 MPa −1 ) 

Mean of transverse lattice

strains distribution

(10 −6 MPa −1 ) 

Standard deviation of

transverse lattice strains

distribution (10 −6 MPa −1 ) 

10-10 α 12.35 ±0.11 -3.58 ±0.2 

0002 α 9.16 ±0.14 - -

10-11 α 11.46 ±0.2 -3.88 ±0.2 

11-20 α 10.70 ±0.1 -4.81 ±0.18 

20-20 α 12.22 ±0.1 -3.73 ±0.24 

0004 α 9.53 ±0.18 - -

20-22 α 12.00 ±0.18 - -

20-23 α 11.38 ±0.2 - -

110 β 13.70 ±0.15 - -

200 β 15.87 ±0.1 -7.23 ±0.3 

220 β 13.09 ±0.2 -5.02 ±0.25 

310 β 15.04 ±0.1 - -

Young’s modulus (YM) 69.77 ±0.8 - -

Fig. 7. Elastic response of Ti-1023 alloy. (a) the macroscopic Young’s modulus data (shaded region corresponds to one standard deviation of the data, (b) and (c) the axial

and transverse lattice strain per applied unit stress for different reflections plotted with respect to the orientation parameter. The orientation parameter to consider is H 

2 for

the HCP α phase and 3 � for the BCC β phase.

low, suggesting very minimal variation in texture and microstruc- 

ture among the tested specimens, and good XRD data. 

To better understand the relationship between the different 

(hkl) peaks, the lattice strains are plotted as a function of the ori- 

entation parameter [81] . The orientation parameter effectively ex- 

presses the orientation dependency of the elastic stiffness in terms 

of the Miller indices. The orientation parameter �hkl for the cu- 

bic system varies between 0 and 1/3 i.e. 0 for the most compli- 

ant reflection (hkl) and 1/3 for the stiffest (hkl) and is defined 

as: 

�hkl = 

h 

2 k 2 + h 

2 l 2 + k 2 l 2(
h 

2 + k 2 + l 2 
)2 

(16) 

while for the hexagonal system (in hkl notation), the orientation 

parameter varies from 0 (most compliant (hk.l)) to 1 (stiffest (hk.l)) 

and is defined as: 

H 

2 = 

l2

4
3

(
c
a

)2 (
h 

2 + k 2 + hk 
)

+ l 2
(17) 

where h, k, l are the Miller indices of the considered reflection and 

(c, a) are the unit cell dimensions of the hexagonal crystal system. 

Fig. 7 a presents the range of macroscopic stiffness (Young’s 

modulus) for the as-forged Ti-1023 alloy. Fig. 7 b and 7 c present 

the grain-scale lattice strains (axial and transverse) at applied unit 

stress as a function of the orientation parameter. The stiffest and 

compliant (hkl) reflections can be identified directly from the plot 



Fig. 8. Correlation between different SEC of the β phase (the color code corresponds to the sum of squared differences between the experimental data from XRD and the

simulated data from the self-consistent model).

thanks to the orientation parameter. In the axial direction for the 

β phase, the most complaint is the (200) grain family. For the α
phase, the most compliant is the ( 10 ̄1 0 ) reflection and the stiffest 

is the (0 0 02) reflection. While in the transverse direction (200) is 

still the most compliant one for the β phase and ( 11 ̄2 0 ) is the most 

compliant one for the α phase. By transverse isotropy the planes 

perpendicular to the (0 0 02) basal plane in α phase i.e. the ( 10 ̄1 0 ) 

and ( 11 ̄2 0 ) should have similar elastic properties. The difference 

between the behavior of ( 10 ̄1 0 ) and ( 11 ̄2 0 ) probably arises due to 

the constraints in the local environment of the grains, as the en- 

vironment of α grains is not random but associated with a phase 

transition. This has also been observed in near α Ti-834 [33] . This 

experimental data set (1 data point for Young’s modulus, 6 data 

point for the β phase, and 12 data point for the α phase) along 

with its variance is used to evaluate the SEC of the β phase with 

the Bayesian model. 

3.2. Elastic constant identification from in-situ HEXRD and Bayesian 

inference 

In this section, the results from Bayesian inference concerning 

the assessment of the range of single-crystal elastic constants, for 

the cubic β phase in Ti-1023, conforming to the experimental XRD 

dataset are presented. 

Firstly, a least-squares optimization with the ELSC model was 

carried out to find a good initial guess for the three SEC of the 

β phase ( C 
β
11 

, C 
β
12 

, C 
β
44 

) that describes the experimental data well 

( ε Experiment 

hkl 
and macroscopic stiffness). Fig. 8 shows the obtained 

correlation among the SEC of the β phase for which the sum of 

squared errors is less than 200. The least-squares minimization in- 

dicates that the two constants C 
β
11 

and C 
β
12 

shares a linear relation- 

ship i.e., C 
β
11 

≈ C 
β
12 

+ 33 GPa. The C 
β
44 

identified by the least-squares 



Table 3

Least-squares analysis of C 
β
ij 

parameter.

C 
β
11 

(GPa) C 
β
12 

(GPa) C 
β
44 

(GPa) A μ′ (GPa) 

This study (weighted Least-squares fit) 136 103 29 1.76 16.5

(~31 GPa, refer to Fig. 8 b and 8 c) is comparatively lower and closer 

to the low modulus β Ti-alloys. Adding both micro and macro ex- 

perimental parameters to the minimization problem has narrowed 

down the exploration range of C 
β
i j 

constants. However, the least- 

squares analysis failed to give a unique minimum value, instead 

multiple C 
β
11 

, C 
β
12 

values satisfy both experimental lattice strains 

and macroscopic stiffness, refer to similar and multiple low sum- 

of-squared errors in Fig. 8 . This implies that the considered exper- 

imental data of lattice strains and macroscopic stiffness are more 

sensitive to the cubic shear moduli μ′′ = C 

β
44

and μ′ = 

C
β
11

−C 
β
12 

2 , 

than to the bulk modulus of the β phase, K = 

( C 
β
11 

+2 C 
β
12 

)

3 . This is

common for the β phase in Ti-alloys. Studies on the Ti-24Nb-4Zr- 

8Sn [18] and Ti–36Nb–5Zr [17] alloys have shown similar sensi- 

tivity of the XRD data to the SEC of the β phase. This is often 

addressed by fixing the value of C 
β
11 

and C 
β
12 

(or bulk modulus K) 

constants. 

The absence of a unique value found by the least-squares mini- 

mization, suggests that the associated uncertainties for the C 
β
11 

, C 
β
12

are much higher than for C 
β
44 

. Instead of fixing the bulk modulus 

K, as a first approach, weights W i equal to the volume fraction of 

their corresponding phases were assigned to each data points i.e. 

more importance is given to lattice strains of the significant phase. 

Here we have considered W i = 0 . 15 for all the 12 data points of the 

α phase, W i = 0 . 85 for all the 6 data points of the β phase, and 

W i = 1 . 0 for the macroscopic Young’s modulus. It is reminded that 

this kind of rational approach of adding weight to the data point is 

critical in our case, as not many (hkl) reflections are available for 

building a complete dataset. 

Least-squares optimization is carried out again with weights for 

each data point. Adding weights to the data point results in a local 

minimum being identified for the C 
β
i j

that satisfy the experimental 

data set. The two constants C 
β
11 

and C 
β
12 

still shares a linear rela- 

tionship i.e., C 
β
11 

− C 
β
12

= 33 GPa . The C 
β
i j

parameter with the lowest 

sum-of-squared error is presented in Table 3 . 

To measure the uncertainties associated with the identified C 
β
i j

and the influence of different material parameters, MCMC simula- 

tions are carried out. The C 
β
i j

values suggested by the least-squares 

optimization is used as an initial guess for the MCMC sampling. 

Similar weights to that of the least-squares are employed for the 

MCMC sampling. The crystallographic texture and the grain mor- 

phology both play an important role in the global and local elastic 

properties. Due to the analytical nature of the calculations, statis- 

tically significant orientation is fixed and is discretized from the 

ODF, while the grain morphology is varied. Hence two different 

cases (corresponding to grain as a sphere and a prolate spheroid) 

of MCMC sampling are carried out and the results are discussed 

below. 

Case I: Spherical grains 

MCMC simulations were carried out with priors having a uni- 

form distribution of a given range, refer to Table 4 . A large range of 

values for C 
β
11 

and C 
β
12 

was employed based on the inference from 

the least-squares results that suggests multiple values for C 
β
ij

. 

A total of 250,0 0 0 successful iterations (with 150,0 0 0 iterations 

to tune the variance) were carried out to assess the range of SEC 

Table 4

The available search range of val- 

ues for the prior variables.

Variable Search range (GPa)

C 
β
11 

70-500

C 
β
12 

60-500

C 
β
44 

25-60

Table 5

Correlation coefficient of the multivariate distri- 

bution presented in Fig. 9 .

C 
β
11 

C 
β
12 

C 
β
44 

C 
β
11 

1 0.998 -0.432

C 
β
12 

0.998 1 -0.376

C 
β
44 

-0.432 -0.376 1

possible to describe the experimental dataset. Fig. 9 shows the 2D 

marginal posterior distribution of the range of three SEC of the 

β phase. The maximum a-posteriori estimate (MAP) of the mul- 

tivariate distribution is close to the one suggested by the weighted 

least-squares estimate. The posterior distributions of C 
β
ij

present a 

normal distribution with well-defined peaks. 

The peak probability values of both C 

β
11 

, C 

β
12 

and C 

β
44 

are within 

the literature identified values for the β phase. The standard de- 

viation on both C 

β
11 

and C 

β
12 

is rather large (~24 GPa) compared to 

that of the C 

β
44 

(~1 GPa). The correlation coefficients of the multi- 

variate distribution ( C 

β
11 

, C 

β
12 

and C 

β
44 

) are presented in Table 5 . A 

strong positive correlation can be seen between C 

β
11 

and C 

β
12 

. 

Fig. 10 shows the multivariate distribution of the anisotropy ra- 

tio (A), shear modulus ( μ′ ), and bulk modulus (K). The MCMC- 

identified anisotropy ratio (~1.7) lies in the lower spectrum of the 

literature range (1.4 to 8), refer to Fig. 10 a. Fig. 10 b presents a 

sharp peak for the bulk modulus with a MAP of ~124GPa. 

The correlation coefficients of the multivariate distribution of 

anisotropy ratio, bulk modulus, and shear modulus are presented 

in Table 6 . A strong negative correlation can be seen between the 

anisotropy ratio and the shear modulus. 

Fig. 11 shows the agreement between the simulated and exper- 

imental dataset for the identified C 
β
ij

constants. A reasonably good 

agreement is seen for both the α and β phase lattice strains and 

also the Young’s modulus lies within the experimental range, re- 

fer to the dashed lines for the median value of the distribution 

in Fig. 11 . For the β phase, good agreement is seen for the ax- 

ial lattice strains, while the simulated transverse elastic strains are 

slightly different from the experimental data, especially the (220) 

reflection. 

The SEC obtained by the Bayesian approach for the β

phase ( C 
β
11 

= 134 . 3 ± 24 . 3 GPa , C 
β
12 

= 101 . 5 ± 24 . 5 GPa , C 
β
44 

= 

28 . 8 ± 1 . 13 GPa ) agrees well with the elastic behavior of the Ti- 

1023 alloy i.e. both the micro and macro experimental data are fit- 

ted reasonably well with the ELSC model. 

Case II: Ellipsoidal grains (prolate spheroids) 

In this case, the effect of β phase morphology is also quantified 

along with the SEC. The effect of morphology is often simplified 

and is rarely considered in the literature. Here, we have considered 



Fig. 9. MCMC sampling of the three single-crystal elastic constants of the β phase with median of the distribution highlighted with vertical and horizontal lines. The

contour lines define the high probability regions of the distribution (grayscale colormap for both contour and density plots: black representing high probability regions and

gray representing lower probability region).

Table 6

Correlation coefficient of the multivariate distribution presented in Fig. 10 .

Anisotropy ratio (A) Bulk modulus (K) Shear modulus (μ′ ) 

Anisotropy ratio (A) 1 -0.105 -0.955

Bulk modulus (K) -0.105 1 -0.136

Shear modulus (μ’) -0.955 -0.136 1

the morphology of the β phase ( βAR ) to be a free variable in the 

MCMC analysis. This choice is motivated by the complex morphol- 

ogy of the β grains revealed by EBSD analysis: prior β grains are 

elongated (aspect ratio 8-10) and partially fragmented into sub- 

grains locally disoriented up to 15 °. Clusters of low angle misori- 

ented sub-grains can act as one grain [82] . The morphology of the 

α phase remains fixed at αAR = 1 , this is motivated by image anal- 

ysis clearly showing the globular shape. A total of 250,0 0 0 MCMC 

iterations (with 150,0 0 0 iterations to tune the variance) were car- 

ried out with priors having uniform distribution similar to Table 4 . 

Additionally, the aspect ratio was allowed with a uniform distri- 

bution between 1 . 0 < βAR < 10 . The morphology of the β phase is 

considered to be of a prolate spheroid (a = b < c) with the long 

axis of the ellipsoid aligned with the tensile axis ( Fig. 1 ). 

The 2D marginal posterior distributions of the C 
β
i j 

and βAR are

shown in Fig. 12 . Significant changes are seen in the posterior dis- 

tribution of C 
β
i j 

, with an aspect ratio ( βAR ) showing a peak value of



Fig. 10. MCMC sampling of the anisotropy ratio (A), bulk (K) and shear ( μ’) moduli of the β phase

Table 7

Correlation coefficients of the multivariate distribution pre- 

sented in Fig. 12 .

C 
β
11 

C 
β
12 

C 
β
44 

Aspect ratio

C 
β
11 

1 0.953 -0.702 -0.376

C 
β
12 

0.953 1 -0.462 -0.177

C 
β
44 

-0.702 -0.462 1 0.619

Aspect ratio -0.376 -0.177 0.619 1

~3.8. The aspect ratio is lower than the experimental average of the 

prior β grains and is consistent considering the experimental mi- 

crostructure in which the prior β grains are partially fragmented. 

The peak values of the posterior distribution of C 
β
11 

, C 
β
12 

and C 
β
44 

are 

well within the literature range. In comparison to the previous case 

with spherical inclusion, the value of C 
β
44 

has increased while the 

shear and bulk modulus values have decreased significantly. Also, 

the standard deviation of C 
β
11 

, C 
β
12 

constants have decreased, while 

it has increased for the C 
β
44 

. The SEC obtained by the Bayesian 

inference is ( C 
β
11 

= 92 . 6 ± 19 . 1 GPa , C 
β
12 

= 82 . 5 ± 16 . 3 GPa , C 
β
44 

= 

43 . 5 ± 7 . 1 GPa ) . The correlation coefficients of the multivariate dis- 

tribution ( C 

β
11 

, C 

β
12 

, C 

β
44 

and aspect ratio) are presented in Table 7 . 

Aspect ratio has moderate positive correlation with C 

β
44 

. The cor- 

relation between C 

β
11 

and C 

β
44 

has also increased (compared to the 

spherical case, refer Table 5 ) as a result of freeing the aspect ratio. 

Fig. 13 presents the posterior distribution of the anisotropy ra- 

tio, shear modulus ( μ′ ), and bulk modulus (K). No well-defined

peak is seen for the anisotropy ratio, multiple values between 

(3 – 9) show significant probabilities. These values are however 

much higher than the values for spherical inclusion ( Fig. 10 ). The 

theoretical bulk modulus K can be calculated from experimental 

macroscopic Young’s modulus assuming a Poisson’s ratio of 0.36, 

K = 

E 
3( 1 −2 υ) 

, equals to K = 83GPa, which is in line with the pre- 

dicted value: K = 88 GPa. The bulk modulus is also closer to the 

value (~100 GPa) suggested by the first-principle analysis of Ti-V 

binary alloys. The shear modulus ( μ′ ) peaks at ~5.6 GPa, which is

also closer to Raghunathan et al. [14] observation for Ti-1023 alloy 

with similar microstructure as the current study. The ensemble of 

the C 
β
i j

constants identified by Raghunathan et al. [14] lies within 

the Bayesian identified distribution. 

The correlation coefficients of the multivariate distribution of 

anisotropy ratio, bulk modulus, and shear modulus for the ellipsoid 

case are presented in Table 8 . A moderate positive correlation is 

seen between the bulk modulus and the shear modulus. 

Fig. 14 shows the experimental and simulated data for the iden- 

tified C 
β
ij 

and βAR . By varying the aspect ratio of the β phase, a

better agreement is achieved with the transverse lattice strain of 

the β phase, which was not seen with the previous case. Overall, 

allowing the aspect ratio of the β phase as a free variable in the 

optimization process improves the fitting and thereby minimizing 

the uncertainty on the identification of the SEC of the β phase. 

It should also be noted that simulations with a higher num- 

ber of iterations (~1 million) were also carried out, but the results 

were similar. Bayesian inference of the C 
β
i j

with sphere and prolate 

morphology presents two different trends. 

For most β-type titanium alloys, the μ′ ranges from 10 to

30 GPa and the μ′′ from 35 to 45 GPa (refer to Table 1 ) . In the

case of the sphere morphology, the shear modulus ( μ′ = ~17 GPa)

was within the literature range while the μ′′ = ∼ 29 GPa was lower



Fig. 11. The top plot (a) corresponds to Young’s modulus data (shaded region corresponds to the data scatter), middle plot (b) corresponds to the axial lattice strain per

applied unit stress for different reflections plotted with respect to the orientation parameter, bottom plot (c) corresponds to the transverse lattice strain per applied unit

stress for different reflections plotted with respect to the orientation parameter. The dashed lines indicate the median value on the posterior distribution obtained by the

MCMC simulation, and the shaded region indicates the three standard deviations.

Table 8

Correlation coefficient of the multivariate distribution presented in Fig. 13 .

Anisotropy ratio (A) Bulk modulus (K) Shear modulus (μ′ ) 

Anisotropy ratio (A) 1 -0.001 -0.001

Bulk modulus (K) -0.001 1 0.42

Shear modulus (μ′ ) -0.027 0.42 1.00

than most of the β Ti-alloys. While for the prolate morphology, an 

inverse trend was seen with μ′′ = ∼ 43 GPa value being well within

the literature range and the μ′ = ~5.6 GPa being lower than most of

the β Ti-alloys. 

4. Discussion

4.1. In-situ XRD data bias 

The lattice strains of different (hkl) reflections strongly affect 

the choice of the identified SEC, especially, when the analysis itself 

is concerned with the uncertainty measurement. For instance, ob- 

taining precise lattice strains values require careful processing of 

the 2D XRD data. Conventional data analysis is a multi-step pro- 

cess from detector calibration to peak fitting, which is prone to er- 

rors. Here, we have tried to minimize this by including only the 

non-overlapping (hkl) reflections with good intensities. Due to the 

large material parameter space probed, to be efficient only the ax- 

ial and transverse reflections were considered for the fitting. But 

in theory, we should be able to use the complete in-plane strains 

and even a complete strain pole-figure to reduce the uncertainty 

on the identified elastic constants. In the case of well-defined and 

separate peaks, one could even employ the 2D XRD-DIC technique 

[83] to analyze the complete in-plane strains with quite a good ac- 

curacy.

In the present study, the grain shape is found to be an impor- 

tant factor during the identification process. Especially it improved 

the fitting on the transverse lattice strains. The transverse reflec- 

tions show a higher degree of peak asymmetry and lower intensity 

and hence the standard error for some of the transverse reflections 

is higher than their axial counterparts. For example, the (200) ax- 

ial peak comes only from all the (100) aligned axial grains whose 

normal is aligned with the tensile axis, while the (200) transverse 

peak can have a contribution from (100) and (110) axially aligned 

grains, and more generally all (hk0) grains. The axial behavior of 

(100) is representative of one-grain family (100), while the trans- 

verse behavior is an average of all (hk0) grain families. This leads

to dispersion in the transverse lattice strains which in turn leads to

higher standard deviation in the identified elastic constants. How- 

ever, such effects should be minimized in the current study due 

to the diverse experimental dataset used to calculate the average 

lattice strains. The effect of texture on the identified SEC is further 

detailed in section Vc. The higher standard deviations in the identi- 

fied SEC can be further addressed by defining weights of individual 



Fig. 12. MCMC sampling of the three single-crystal elastic constants of the β phase and the aspect ratio ( βAR ) (grayscale colormap for both contour and density plots: black

representing high probability regions and gray representing lower probability region).

(hkl) reflection proportional to the integral area of the (hkl) peak 

in XRD spectra. Alongside, other aspects of the XRD data such as 

the FWHM could also be used to gauge the stress/strain asymme- 

try, if required. 

The discrepancy between the literature value of C 

β
44 

and the one 

identified from MCMC distribution could possibly stem from the 

experimental measurement errors (in the XRD or stiffness analy- 

sis, and as well as the experimental techniques employed in the 

literature). Similar disagreement in the C 

β
44 

was also seen in the 

case of SEC identified from indentation modulus of BCC Fe-3%Si 

alloy [45] . It was suggested that this could be improved by iden- 

tifying specific reflections in the experimental dataset that could 

refine the C 

β
44 

estimate. It should also be noted that the litera- 

ture identified SEC for β Ti-alloy vary both in chemistry as well 

as in microstructure. Hence, trying to find any correlation among 

the current identified values and the literature ones may not be 

fruitful. 

4.2. β phase stability of Ti-1023 

In literature, it is reported that for the β-type titanium alloys, 

the shear modulus ( μ′ ) dictates the stability of the β phase and

can be adjusted by the β-stabilizing elements. It was also reported 

that a lower value of μ′ in BCC indicates increased instability with

respect to shear on { 110 } plane along 〈 1 ̄1 0 〉 , which results in 

a martensitic transformation [18] . This is the case especially here 



Fig. 13. MCMC sampling of the anisotropy ratio A, bulk (K) and shear ( μ’ ) moduli of the β phase.

Fig. 14. Top plot (a) corresponds to Young’s modulus data (shaded region corresponds to the data scatter), middle plot (b) corresponds to the axial lattice strain per applied

unit stress for different reflections plotted with respect to the orientation parameter, bottom plot (c) corresponds to the transverse lattice strain per applied unit stress

for different reflections plotted with respect to the orientation parameter. The dashed lines indicate the median value on the posterior distribution obtained by the MCMC

simulation, and the shaded region indicates the three standard deviations.



Fig. 15. MCMC sampling of the (a) five SECs of the α phase and (b) three SECs of the β phase.

where a martensitic transformation is seen at stresses above ~400 

MPa. This was also verified with the Bayesian inference (for pro- 

late spheroid) suggesting a low shear modulus ( μ′ ~5.6GPa) for the

available experimental data. Here, the softening of the shear mod- 

ulus μ′ or μ′′ still needs to be explained. The difference in one of

the shear modulus ( μ′′ ) can stem from the chemical composition

of the alloy as suggested by the first-principles studies on Ti x V 1-x C 

[84] , wherein the shear modulus, Young’s modulus, and hardness 

seem to be proportionally increasing with the V concentration. A 

study on low Young’s modulus Ti-39Nb [15] alloy suggested the 

polycrystalline Young’s modulus is proportional to the shear mod- 

uli ( μ′′ and μ′ ). Here, for the as-forged Ti-1023 the Young’s mod- 

ulus (~70 GPa) is lower than most of the β Ti-alloys in the litera- 

ture. Consequently, one can argue that the lower value of μ′ or μ′′
modulus could be a direct consequence of the macroscopic Young’s 

modulus. 



Table 9

MCMC statistics on the posterior distribution of C 
β
ij 

with spherical grains having experimental and random texture.

C 11 C 12 C 44

Experimental. texture Random texture Experimental texture Random texture Experimental texture Random texture

MAP (GPa) 134.3 141.08 101.5 106.13 28.8 27.85

Median (GPa) 142.6 147.93 109 114.09 28.9 27.86

Standard deviation (GPa) 24.3 27.12 24.5 27.37 1.13 0.98

Table 10

Available range of values supplied for the prior variable in MCMC sampling.

C 
β
11 

C 
β
12 

C 
β
44 

C α11 C α12 C α13 C α33 C α44

Elastic moduli range (GPa) 70-500 60-500 25-60 100-168 20-115 1-70 100-200 30-50

Table 11

Correlation coefficients of the multivariate distribution presented in Fig. 15 .

C 
β
11 

C 
β
12 

C 
β
44 

C α11 C α12 C α13 C α33 C α44

C 
β
11 

1.0 0.997 -0.506 -0.303 -0.359 -0.077 -0.018 0.044

C 
β
12 

0.997 1 -0.444 -0.304 -0.36 -0.078 -0.019 0.047

C 
β
44 

-0.506 -0.444 1 0.125 0.174 0.034 -0.004 -0.076

C α11 -0.303 -0.304 0.125 1 0.937 0.236 0.163 -0.134

C α12 -0.359 -0.36 0.174 0.937 1 -0.022 -0.08 0.079

C α13 -0.077 -0.078 0.034 0.236 -0.022 1 0.93 -0.554

C α33 -0.018 -0.019 -0.004 0.163 -0.08 0.93 1 -0.528

C α44 0.044 0.047 -0.076 -0.134 0.079 -0.554 -0.528 1

Table 12

MCMC statistics on the posterior distribution of C 
β
ij 

and C α
ij 

.

C 
β
11 

C 
β
12 

C 
β
44 

C α11 C α12 C α13 C α33 C α44

MAP (GPa) 131.4 98.2 28.8 135.6 71.1 24.1 145.7 45.7

Median (GPa) 135.8 101.89 28.8 137.75 70.98 28.5 153.17 45.12

Standard deviation (GPa) 19.4 19.5 1.04 9.05 10.87 17.01 14.87 2.36

Literature range (GPa) 97.7 - 175 70 - 128 36 - 55 160-168 90-114.5 66-69.3 181-191 38-48.8

4.3. Effect of α and β crystallographic textures on the MCMC 

sampling 

It is recalled that in the current study, the tested samples did 

not show a very sharp texture for both the α and β phase. To ana- 

lyze the impact of texture on the SEC identification, a random tex- 

ture was generated for both the α and β phases (as in [23] ), and 

was employed during the MCMC sampling. A total of 250,0 0 0 iter- 

ations (with 150,0 0 0 iterations to tune the variance) were carried 

out with spherical morphologies for the grains. The results of the 

random texture analysis are presented in Table 9 along with the 

case of experimental texture. It is observed that texture does not 

influence the identified SEC significantly. They are practically the 

same within their uncertainties. The results are in line with the 

fact that the (hkl) lattice strains in textured material do not vary 

by more than few percent of the (hkl) lattice strains in a texture 

free aggregate [85] . 

4.4. Influence of the α phase on the MCMC sampling 

In all previous cases, the SEC of the α phase has been fixed 

because there is agreement on the SEC in literature. The effect of 

SEC of the α phase on the MCMC sampling is considered while 

keeping spherical grain shape for both α and β phases, thereby 

equation (8) is now a function of 8 free variables. 

ε simulation 
hkl 

	max 
33 

= f 

(
C 

β
11 

, C 
β
12 

, C 
β
44 

, C α11 , C 
α
12 , C 

α
13 , C 

α
33 , C 

α
44

)
Since the number of free variables is higher (5 for the α phase 

and 3 for the β phase), subsequently the number of MCMC itera- 

tions were also increased to 2 million (with 1 million iterations to 

tune the variance of the proposal distribution) to explore a large 

space range of C 
βα
ij

. The range of prior probed during MCMC sam- 

pling is presented in Table 10 . 

Fig. 15 shows the multivariate posterior distribution of the C 
β
i j

and C α
i j 

. The correlation coefficients of the multivariate distribution 

( C 

β
ij

and C 

α
i j 

) are presented in Table 11 . The strong correlation be- 

tween C 

β
11 

and C 

β
12 

is still maintained, additionally positive correla- 

tion can also be seen between C 

α
11 

and C 

α
12 

and between C 

α
33 

and 

C 

α
13 

. 

The MCMC statistics of the posterior distribution is provided in 

Table 12 . Interestingly, allowing the C α
i j 

as a free variable has no 

significant effect on the C 
β
i j

posterior distribution. Small changes in 

the median and standard deviation of C 

β
11 

and C 

β
12 

are seen, while 

the ( C 

β
11 

− C 

β
12 

) remains rather constant. There is no agreement on 

the MCMC identified C α
i j 

values with the literature (except for the 

C α
44

constant). The wider distribution of some of the C α
i j 

constants 

( C α
13 

, C α
33 

) suggest low sensitivity of the changes to the experimen- 

tal data. This could also be due to the low volume fraction of the 

α phase (15%). No strong difference is observed in the posterior 

distribution of the C 
β
i j

when the C α
i j 

is considered as a free or fixed 

variable. This leads to a possible conclusion that the C 

α
ij 

have a neg- 

ligible effect on C 

β
ij 

uncertainty quantification at the volume frac- 

tion of 15%. 

Subsequently, the volume fraction of the α phase is also 

checked for its influence on the MCMC sampling. The volume frac- 

tion of the α phase ranges between 12% to 16% with an average 

of 15% (SEM image analysis and Rietveld refinement of the HEXRD 



Table 13

The available range of values supplied for the prior variable in MCMC sampling.

C 
β
11 

C 
β
12 

C 
β
44 

f α f β

Range 70-500 GPa 60-500 GPa 25-60 GPa 0.12%-0.16% (1 − f α ) 

Table 14

MCMC statistics on the posterior distribution of C 
β
ij 

with f α as a fixed and free variable.

C 11 C 12 C 44

Fixed volume

fraction ( f α = 15%) 

Volume fraction

( f α = 12 – 16%( 

Fixed volume

fraction ( f α = 15%) 

Volume fraction

( f α = 12 – 16%) 

Fixed volume

fraction ( f α = 15%) 

Volume fraction

( f α = 12 – 16%) 

MAP (GPa) 134.3 134.3 101.5 100.4 28.8 29.2

Median (GPa) 142.6 144.3 109 110.3 28.9 29.3

Standard deviation (GPa) 24.3 24.5 24.5 24.7 1.13 1.15

pattern). A total of 50 0,0 0 0 iterations (with 350,0 0 0 iterations to 

tune the variance) were carried out with priors having uniform 

distribution, see Table 13 . 

No significant changes are observed in the distribution of C 
β
i j

when the volume fraction is considered as a free variable. This sug- 

gests that the range (12 – 16%) in the measurement of the volume 

fraction of the α phase has no significant effect on the posterior 

distribution of the C 
β
i j

constants, refer to Table 14 . 

In all the above discussion cases, when the morphology of the 

grains is changed from sphere to prolate, the resulting distribution 

changes. This suggests that in any combination of free variables in 

equation (8) , the morphology (aspect ratio) of the β-phase has a 

significant effect on the resulting posterior distribution. 

5. Conclusions

An elastic self-consistent scheme (ELSC) for anisotropic poly- 

crystals combined with high energy X-ray diffraction was em- 

ployed in a Bayesian framework for in-situ mechanical tests to ex- 

tract the single-crystal elastic constants (SEC) of the β phase of 

a near- β titanium alloy, Ti-1023. The as-forged state of the Ti- 

1023 alloy is characterized by Young’s modulus of ~70GPa and 

a strength of around 800 MPa. Moreover, at stress higher than 

400MPa, the formation of stress-induced martensite was clearly re- 

vealed by XDR spectra, which demonstrates the low β –phase sta- 

bility. The in-situ XRD, due to its phase selectivity, allows evaluat- 

ing the SEC in a multiphase material. The ELSC model was used to 

predict the (hkl) specific elastic strains and macroscopic stiffness 

and was then compared with the XRD (hkl) specific lattice strains 

and experimental Young’s modulus. The versatility of the Bayesian 

framework was evaluated on the Ti-1023 with an as-forged mi- 

crostructure. We have systematically investigated the effect of the 

different intrinsic parameters of the multi-phase material to iden- 

tify and study their effect on the MCMC sampling of the β phase 

SEC. The results of this investigation are as follows: 

• the SEC for the cubic β phase was extracted first in a frame- 

work with spherical grains ( C 
β
11 

= 134 . 3 ± 24 . 3 GPa , C 
β
12 

=
101 . 5 ± 24 . 5 GPa , C 

β
44 

= 28 . 8 ± 1 . 13 GPa ) . The constant C 
β
11 

and 

C 
β
12 

were found to be in good agreement with the constants of 

the pure β phase alloy in the literature, but presented highest

relative uncertainty, while the C 
β
44 

constant has the lowest un- 

certainty (magnitude is within 10% of the literature). The shear

modulus μ′ = 

C 11 −C 12 
2 was within the literature range, while the

other shear modulus μ′′ = C 
β
44 

modulus had a comparatively 

lower value.
• The grain morphology parameter of the β phase ( βAR ) re- 

sulted in a significant effect on the MCMC sampling of the β

phase SEC. The identified SEC ( C 
β
11 

= 92 . 6 ± 19 . 1 GPa , C 
β
12 

=

82 . 5 ± 16 . 3 GPa , C 
β
44 

= 43 . 5 ± 7 . 1 GPa ) and the aspect ratio 

βAR = 3 . 8 ± 0 . 8 results in a distinct bulk modulus, shear modu- 

lus coherent with the experimental observations and literature 

range. The shear modulus μ′ was much lower than the litera- 

ture range, while the μ′′ modulus agreed well with the litera- 

ture. Also, a wide range of anisotropy ratio (3-10), in agreement 

with the literature scatter, was found to satisfy the experimen- 

tal data set. 
• Texture, volume fraction of the α phase, and even the SEC of

the α ( C 

α
ij 

) phase have been found to have an insignificant effect

on the identification of the SEC of the β phase for the current

experimental dataset, within the texture and volume fraction

variations investigated here. It is however worth noting that,

more generally, the interplay between crystallographic texture,

grain morphology, grain arrangement, and elastic response is a

complex and non-intuitive topic that demands testing a large

number of different combinations (see for example [86] ) and it

has therefore been left for future studies.

However, certain local phenomena such as clustering of ori- 

entations, morphological orientations, or a phase embedded in a 

specific environment cannot be analyzed with the standard self- 

consistent scheme. A future approach would be to couple the 

Bayesian inference with full-field micromechanical modeling, e.g. 

based on the Fast Fourier transform (FFT) method [87] to probe 

different architectures, local environments and spatial arrange- 

ments of grains. 
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