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ABSTRACT 

The development of computationally advantageous methods for the study of large 

systems is a long-standing research topic in theoretical chemistry. Among these 

techniques, a prominent place is certainly occupied by the multi-scale embedding 

strategies, from the well-known QM/MM (quantum mechanics / molecular mechanics) 

methods to the latest and promising fully quantum mechanical approaches. In this 

Feature Article, we will briefly review the recently proposed QM/ELMO (quantum 

mechanics / extremely localized molecular orbital) scheme, namely a new multiscale 

embedding strategy in which the most chemically relevant region of the investigated 

system is treated at fully quantum chemical level, while the remaining part (namely, 

the environment) is described by means of transferred extremely localized molecular 

orbitals that remain frozen throughout the computation. Other than highlighting the 

theoretical bases, here we will also review the main results obtained through all the 

currently available variants of the novel method. In particular, we will show how the 

QM/ELMO embedding scheme has been successfully exploited to perform both ground 

and excited state calculations, reproducing the results of corresponding fully quantum 

mechanical computations but with a much lower computational cost. A first application 

to crystallography will be also discussed and we will describe how the QM/ELMO 

approach has been recently coupled with the Hirshfeld atom refinement technique to 

accurately determine the positions of hydrogen atoms from X-ray diffraction data. 

Given the reliability and quality of the obtained results, future applications of the 

current versions of the QM/ELMO embedding strategy to different types of chemical 

problems are to be expected in the near future. Moreover, further algorithmic 

improvements and methodological developments are also envisaged, such as the 

development of a polarizable QM/ELMO scheme accounting for the effects of the QM 
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region on the ELMO subsystem, or the use of the new embedding approach in the 

context of quantum crystallography to perform unprecedented accurate refinements of 

macromolecular crystal structures. 

 

KEYWORDS: Embedding methods, Extremely Localized Molecular Orbitals 

(ELMOs), QM/ELMO approach, ground state calculations, excited states calculations, 

Hirshfeld atom refinement (HAR), X-ray structural refinement, hydrogen atom 
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1. INTRODUCTION 

Nowadays, one of the still open and most tantalizing goals of theoretical chemistry is 

represented by the accurate description of large systems through fully quantum 

mechanical methods. A proof of this fact is the relentless work of several research 

groups that took on this challenging task over the years, steadily proposing successful 

and promising methods with a favorable trade-off between chemical accuracy and 

computational cost (see Table 1 for a schematic overview).1,2 

In this context, a prominent place is certainly occupied by the so-called fragmentation 

techniques. They consist in i) partitioning the system of interest into smaller and 

computationally treatable fragments, ii) carrying out the computations on these subunits 

and, finally, iii) properly combining the obtained results to reconstruct the overall wave 

function or electron density of the large system under exam. Noteworthy examples 

belonging to this group are the “Divide & Conquer” strategy,3-7 the Molecular Tailoring 

Approach,8,9 the elongation method,10-17 and various techniques based on databanks of 

fuzzy fragment electron densities or density matrices18-24. Other notable fragmentation 

techniques are the “fragment interaction methods” in which the total energy/electron 

density of the examined system is computed as sum of the energies/electron densities 

of the single subunits plus corrections due to the interactions in increasingly larger 

groups of fragments (namely, dimers, trimers or tetramers of subunits). Among this 

class of strategies, we can mention the molecular fractionation with conjugated caps 

(MFCC) approach25-27 with its more recent energy-corrected version28 (ECMFCC), the 

very popular and well-established fragment molecular orbital (FMO) technique29-32 and 

the kernel energy method33-35 (KEM).  

Other than the fragmentation strategies briefly outlined above, another important group 

of techniques for the treatment of large systems at quantum mechanical level is certainly 
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represented by the multiscale embedding approaches, namely methods in which the 

chemically active region of the system under exam is described at (very) high level of 

theory, while the remaining part is treated through lower-level techniques. In this 

framework, we can include the quantum mechanics/molecular mechanics methods,36-39 

whose importance has also been recently acknowledged by the 2013 Nobel Prize in 

Chemistry.40-42 Along this line, Morokuma and coworkers afterwards developed the 

ONIOM approach,43,44 in which the system of interest is partitioned into multiple layers 

that can be also potentially described at different quantum mechanical levels, thus 

leading to the first type of QM/QM’ method. 
 

Table 1. Schematic overview of quantum chemistry methods for the treatment of large 

systems. Each method is associated with the corresponding bibliographical references 

in the paper. 

Type of Techniques  Subgroups  Representative Examples 

Fragmentation Methods  Divide & Conquer-like 

approaches 

 Divide & Conquer,3-7 Molecular 

Tailoring Approach,8,9 elongation 

method10-17 

  Databanks of election densities, 

density matrices, and molecular 

orbitals 

 MEDLA,18 ADMA,19,20 Transferable 

Atom Equivalent method,21 ELMO 

libraries101-103 

  Fragment Interaction Methods  MFCC,25-27 EMFCC,28 FMO,29-32 

KEM33-35 

     

Multiscale Embedding Methods   QM / Classical techniques   QM/MM,36-42 ONIOM43,44 (QM:MM) 

  Fully QM strategies  ONIOM43,44 (QM:QM), density matrix 

embedding methods45-52 (e.g., DMET, 

DET, EMFT, Bootstrap Embedding), 

density functional embedding 

techniques53-95 (e.g., FDET, PbE, 

OCBSE), QM/ELMO96,97,109,123  
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Although the QM/MM and ONIOM strategies already represent usual and well-

performing tools of computational chemistry when dealing with large molecular 

systems, more sophisticated approaches are those based on fully quantum mechanical 

treatments of the environment. These techniques have known a rapid and successful 

development in the last twenty years and can be schematically labelled as i) density 

matrix45-52 or ii) density functional embedding strategies53-82. The former subgroup 

comprises methods where suitable quantum baths are used to describe the environment 

and embed the fragments of interest without the need of introducing link atoms or 

boundary regions. Among them it is worth citing the density matrix embedding theory 

(DMET) initially proposed by Knizia and Chan,45,46 the density embedding theory 

(DET) later introduced as a simplification of DMET by Scuseria and coworkers,47,48 

the embedded mean-field theory (EMFT) developed by Manby and Miller,49 and, more 

recently, the bootstrap embedding approach devised by the Van Voorhis group.50-52  

Much more numerous techniques have been proposed in the framework of the density 

functional embedding methods.53-82 Just to explicitly mention two prominent examples, 

we have the pioneering frozen density embedding theory54-56 (FDET) and the more 

recent projection-based embedding (PbE) technique69-79. FDET strongly relies on the 

Hohenberg & Kohn theorem and allows the optimization of the electron density/wave 

function of the active subunit for the investigated system under the constraint given by 

the electron distribution of the environment region, which, if desired, can be in turn 

optimized through a sort of freeze-and-thaw procedure. PbE is a very promising method 

recently introduced jointly by the Manby and Miller research groups. Two are the main 

features of this technique: i) the use of localized (Kohn-Sham) molecular orbitals 

(MOs) that are preliminarily assigned to the subunits (typically, active region and 

environment) of the system under exam; ii) the adoption of a level-shifting operator 
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that keeps the MOs of one subsystem orthogonal to those corresponding to the other 

one. The latter aspect enforces the Pauli exclusion principle between the electrons 

belonging to different subunits and, consequently, circumvents the problem of 

evaluating nonadditive kinetic potential (NAKP) contributions, which usually affects 

the DFT embedding strategies. The projection-based approach has been successfully 

exploited to perform very accurate wavefunction-in-DFT (e.g., Coupled Cluster-in-

DFT or MP2-in-DFT) computations characterized by reduced computational costs 

compared to those of corresponding correlated calculations on the full systems. 

Furthermore, it has been afterwards coupled with molecular mechanics, allowing the 

successful modeling of enzyme reactions.77,78 

Before concluding this brief overview, it is also worth mentioning that fully quantum 

mechanical embedding strategies have been exploited not only for ground state studies, 

but also for the investigation of excited states. In particular, they have been used to 

extend the applicability range of Time-Dependent Density Functional Theory (TDDFT) 

and, above all, of Equation-of-Motion Coupled Cluster (EOM-CC). In the former case, 

both density matrix and density functional embedding strategies have been considered, 

particularly the above-mentioned EMFT,83,84 FDET85-90 and PbE approaches91-94.  

Concerning EOM-CC, the projection-based embedding method has been recently 

exploited, both in its original version95 and in the absolutely localized variant 

introduced by Goodpaster and coworkers94. 

An alternative embedding technique has been recently proposed by our group: the 

quantum mechanics / extremely localized molecular orbital (QM/ELMO) approach,96,97 

a method in which the most important region for the molecule/system under 

investigation is treated at fully quantum chemical level, while the remaining part (i.e., 

the environment) is described by means of frozen extremely localized molecular 
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orbitals98-100 (ELMOs) transferred from recently constructed libraries101-103 or suitable 

tailor-made model molecules. In fact, ELMOs are molecular orbitals strictly localized 

on small molecular fragments (e.g., atoms, bonds and functional groups) and, for this 

reason, easily transferable from one molecule to another, provided that the 

environments of the subunit on which the transferred orbital is localized are 

approximately equivalent in the two systems.101-108 

The current version of the QM/ELMO technique presents common features both to the 

projection-based embedding approach69-79 and to the well-known QM/MM strategy36-

42. In fact, similarly to the PbE method (and particularly to its absolutely localized 

variant75,76,94), frozen (extremely) localized molecular orbitals are used to describe the 

environment region and to embed/polarize the active subsystem. The difference is that, 

while in PbE these orbitals result from a traditional localization procedure that follows 

a standard quantum mechanical calculation (usually at DFT level) on the full system 

under exam, in the novel QM/ELMO method ELMOs are transferred from external 

databanks that can be seen as the quantum mechanical analogs of classical non-

polarizable force fields. Moreover, again in analogy with the PbE technique, also in the 

QM/ELMO approach it is not necessary to compute NAKP terms, although, as we will 

see in Section 2, this is not obtained by introducing a level-shifting operator, but by 

performing some preliminary orthogonalizations. For the sake of completeness, the 

QM/ELMO strategy also presents a certain degree of similarity with the elongation 

method,10-17 a linear scaling approach that allows calculations of the electronic structure 

of macromolecules by performing series of computations on increasingly larger 

subsystems of the target molecule with a considerable number of localized molecular 

orbitals that are kept frozen. 



 10 

The QM/ELMO technique has been originally developed in the framework of the 

Hartree-Fock strategy96 and later extended to Density Functional Theory and correlated 

post-Hartree-Fock (post-HF) methods97 (e.g., Møller-Plesset perturbation theory and 

Coupled Cluster). The performed validation tests have shown that the new approach is 

able to provide results that agree with the corresponding standard quantum chemical 

ones within the threshold of chemical accuracy (1.0 kcal/mol), even when only a small 

number of atoms is included in the fully quantum mechanical region (see Subsection 

3.1). This also leads to significant reductions in terms of computational cost, especially 

when post-HF/ELMO calculations are performed (see Subsection 3.3). Afterwards, in 

analogy with other embedding approaches, the QM/ELMO strategy has been coupled 

with Time-Dependent Density Functional Theory and Equation-of-Motion Coupled 

Cluster to carry out excited state computations on extended systems (see Subsection 

3.2).109 Finally, the new embedding scheme has been also interfaced with the Hirshfeld 

atom refinement (HAR) technique110-115 of quantum crystallography116-122 for the 

accurate determination of hydrogen atom positions in crystal structures from X-ray 

diffraction data (see Subsection 3.4).123 

In the rest of the paper, after an overview on the theoretical bases of the QM/ELMO 

approach (Section 2), we will illustrate the main results obtained through our new 

embedding scheme in the different facets briefly mentioned above (Section 3). When 

possible, throughout the text we will try to highlight analogies and differences with the 

other quantum mechanical embedding strategies. In the last section, we will draw our 

final conclusions and we will outline some possible future directions of our research in 

this field. 
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2. THEORETICAL BASES OF THE QM/ELMO TECHNIQUE  

In this section, we will describe the theoretical fundamentals of the QM/ELMO 

embedding scheme. In particular, we will focus on the QM/ELMO self-consistent field 

(SCF) algorithm, which is also the preliminary step to obtain occupied and virtual 

molecular orbitals that are used in post-Hartree-Fock/ELMO ground state calculations97 

and in TDDFT/ELMO and EOM-CCSD/ELMO computations for excited states109.  

The QM/ELMO method starts with the partitioning of the system under exam into the 

QM and ELMO regions (see Figure 1). Although there is not a general rule for this 

subdivision, the QM subsystem usually corresponds only to the chemically important 

part of the system, while the ELMO subunit represents the chemical environment. 

Moreover, it is worth bearing in mind that the ELMO approach is not generally suitable 

for the description of conjugated regions of a molecule and, therefore, if they are 

present, they should be included in the QM part. 

Extremely localized molecular orbitals are then transferred to the ELMO subsystem 

from the constructed libraries103 or from tailor-made model molecules by exploiting the 

rotation/transfer strategy proposed by Philipp and Friesner101,124 in the context of 

QM/MM approaches that use strictly localized bond orbitals (SLBOs) to describe the 

frontier between the QM and MM subunits (for more details about theory, transfer and 

libraries of ELMOs, we refer the readers to the papers on the construction of the ELMO 

databanks101-103). We want to point out that, unlike the parent Local Self-Consistent 

Field (LSCF) method,125,126 in this case the transferred ELMOs are formally expanded 

only on the basis functions of the ELMO region and use only a limited number of atomic 

orbitals belonging to the QM subsystem, namely those centered on the frontier atoms. 

Although minimal, this difference was crucial to avoid linear dependency, which, on 

the contrary, is present in the LSCF approach and must be properly taken into account. 
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Figure 1. Schematic representation of the QM and ELMO regions in the QM/ELMO 

embedding scheme, with Y1 and Y2 indicating the frontier atoms between the QM and ELMO 

subsystems. Reprinted with permission from reference 96. Copyright 2019 American Chemical 

Society. 
 

Before starting the actual QM/ELMO SCF algorithm, a preliminary orthogonalization 

procedure on the basis functions of the QM region and on the exported ELMOs is 

carried out. It consists in i) Löwdin orthonormalizing the transferred extremely 

localized molecular orbitals, ii) projecting out the orthonormalized ELMOs from the 

basis functions of the QM region, and iii) canonically orthogonalizing the QM basis 

functions obtained at point (ii). These three steps can be summarized through the 

following transformation: 

𝛘! = 	𝛘	𝐁				(1) 

where 𝛘  is the starting 1 ×𝑀  array [|𝜒"⟩, |𝜒#⟩, … , |𝜒$⟩]  of the 𝑀  non-orthogonal 

basis functions for the full system, 𝛘! is the final 1 ×𝑀%$ array [|𝜒"! ⟩, |𝜒#! ⟩, … , |𝜒$!"
! ⟩] 

of the 𝑀%$  final orthonormal basis functions for the QM subunit (with 𝑀%$  much 

lower than 𝑀), and 𝐁 is a global 𝑀 ×𝑀%$ transformation matrix that has a central role 

in the QM/ELMO SCF algorithm. The main goal of this preliminary procedure is to 

guarantee the orthogonality between the molecular orbitals describing the active region 

and those associated with the environment subsystem, thus avoiding the necessity of 

evaluating non-additive kinetic potential terms. In this regard, the strategy exploited in 

our QM/ELMO embedding technique is different from the one based on the level-

shifting parameter that is used in the projection-based embedding approach,69-79 but it 

is more similar to the orthogonality constrained basis-set expansion (OCBSE) 
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procedure adopted by Hammes-Schiffer and coworkers in their DFT embedding 

method.80,81 

After the preliminary orthogonalizations, the real SCF procedure begins and it can be 

schematized through the following steps. 

1. Determination of the 𝑀 ×𝑀  Fock matrix 𝐅  in the original and non-orthogonal 

basis 𝛘. 

2. Transformation of matrix 𝐅  to the 𝑀%$ ×𝑀%$  Fock matrix 𝐅!  for the QM 

subsystem in the orthogonal basis 𝛘! by exploiting the transformation 𝐅! = 𝐁&𝐅	𝐁, 

where 𝐁&  corresponds to the transpose of the transformation matrix 𝐁  seen in 

equation (1). 

3. Diagonalization of matrix 𝐅! to obtain the coefficients of the (occupied and virtual) 

molecular orbitals of the QM region: 𝐅!𝐂! = 𝐂!	𝐄′. 

4. Transformation of the obtained molecular orbitals in the original and non-

orthogonal basis 𝛘 through the relation 𝐂 = 𝐁	𝐂!. 

5. Determination of the QM one-particle density matrix: 𝐏%$ = 𝐂𝐂&. 

6. Inspection of convergence on energy and density matrix. If convergence is reached, 

the SCF cycle ends, otherwise it restarts from point 1 where the one-particle density 

matrix 𝐏%$ at point 5 is used to update the Fock matrix 𝐅. 

Two points of the above SCF-cycle have to be discussed in detail: i) the expression of 

matrix 𝐅 in the original basis (step 1) and ii) the reduction of the dimensionality of the 

Fock matrix from 𝑀 ×𝑀 to 𝑀%$ ×𝑀%$ (step 2). 

Concerning the first aspect, the general expression of  𝐅 in the starting basis-set of 𝑀 

basis functions is the following one: 
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1
2 	𝑥	.𝜒!	𝜒'&𝜒( 	𝜒"/4

*

',(,-

+ + 𝑃'(./*0 -.𝜒!	𝜒"&𝜒( 	𝜒'/ −
1
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',(∈./*0

+		 $𝜒!&𝑣623[𝐏45 + 𝐏./*0]&𝜒") = 

																																			= 	ℎ!" + 𝐹!"
)* + 𝐹!"./*0 + 𝑣!"23 																																					(2),									 

where the usual core one-electron Hamiltonian operator is indicated as ℎ7'()*, the QM 

and ELMO one-electron reduced density matrices in the original basis-set as 𝐏%$ and 

𝐏+,$- , respectively, the two-electron repulsion integrals as 8𝜒	/ 	𝜒09	𝜒1	𝜒2:,  the 

fraction of exact exchange as 𝑥, and the (𝜇, 𝜈) element of the exchange-correlation 

potential matrix (depending on both 𝐏%$ and 𝐏+,$-) as >𝜒39𝑣@45[𝐏%$ + 𝐏+,$-]9𝜒6B. 

In case of a Hartree-Fock/ELMO computation, 𝑥 becomes equal to 1 and the exchange-

correlation contribution is not present. 

If now we analyze equation (2) in detail, we can notice that only two terms vary and 

have to be updated throughout the iterations. They are the contributions corresponding 

to the QM subsystem (𝐹36
%$ ) and the exchange-correlation potential (𝑣3645). On the 

contrary, the one-electron term ℎ36 , and the contribution due to the ELMO subunit 

(𝐹36+,$-) never change and can be favorably evaluated only once before starting the SCF 

cycle, thus entailing a significant reduction in terms of computational cost. 

Nevertheless, it is also important to point out that, at the moment, the Fock matrix 𝐅 is 

always evaluated in the full/supermolecular basis-set and this clearly represents the 

current rate-limiting step of the procedure. For this reason, following the example of 

some strategies already adopted in the context of the PbE approach,70,72 we are currently 

trying to introduce suitable criteria with the final goal of limiting the number of atomic 
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orbitals over which to initially compute the matrix 𝐅. This will lead to further reductions 

of the CPU times associated with the QM/ELMO SCF calculations. 

The second aspect of the algorithm that deserves a particular comment is the 

transformation of the 𝑀 ×𝑀  Fock matrix 𝐅  in the supermolecular basis to the  

𝑀%$ ×𝑀%$  Fock matrix 𝐅!  in the orthogonal basis-set of the QM region (step 2), 

which clearly leads to a reduction in the dimensionality of the problems to solve and to 

an important lowering of the computational cost. First of all, since 𝑀%$ ≪ 𝑀, the 

diagonalization of matrix 𝐅!  for the QM subsystem (step 3) is already more 

computationally advantageous than the diagonalization of the full matrix 𝐅. However, 

the most favorable consequence derives from the fact that a greatly reduced number of 

virtual molecular orbitals is obtained from the diagonalization: 𝑀%$ − 𝑁 instead of 

𝑀 −𝑁 virtual orbitals, with 𝑁 as the number of occupied molecular orbitals for a 2N-

electron closed-shell QM subsystem. Considering that the computational effort 

associated with correlated calculations strongly depends on the number of involved 

virtual orbitals, the above-mentioned reduction automatically leads to a significant 

decrease of the cost corresponding to correlated QM/ELMO calculations for ground 

and excited states (particularly for Coupled Cluster / ELMO and Equation-of-Motion 

Coupled Cluster / ELMO calculations; see Subsection 3.3). This feature does not 

depend on the size of the initial Fock matrix 𝐅 and it is common to other recent fully 

quantum mechanical embedding techniques, such as the absolutely localized version of 

the PbE approach developed by Chulhai and Goodpaster75,76,94 or the methods 

introduced by the Hammes-Schiffer group80,81 and by Claudino and Mayhall82. On the 

contrary, the original version of the projection-based embedding technique69-74 has the 

disadvantage that the reduction in the number of virtual orbitals can be achieved only 

through the introduction of a criterion to truncate the number of basis functions over 
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which the Fock matrix is initially evaluated,70,72 leading to a slightly higher 

computational cost. On the other hand, this can also be seen as a non-negligible 

advantage for the original version of the PbE method because the fact of having a larger 

number of virtual orbitals delocalized all over the system under exam allows the 

inclusion of excitations from the active subsystem to the environment. 

The QM/ELMO SCF algorithm described in this subsection and the different couplings 

to the post-HF, TDDFT and EOM-CCSD techniques have been implemented by 

properly modifying the relevant subroutines of the corresponding standard quantum 

mechanical methods in the quantum chemistry suite of programs Gaussian09.127 

 

3. APPLICATIONS OF THE QM/ELMO METHOD 

As mentioned above, the QM/ELMO method has been already proposed in different 

facets. In the next subsections, for each of these variants, we will show representative 

results that will highlight the potentialities of the novel quantum mechanical embedding 

approach. In particular, in Subsection 3.1 we will discuss the use of the QM/ELMO 

technique for ground state calculations, also considering the application to a quite large 

system as a protein-ligand complex. In Subsection 3.2 we will focus on the capabilities 

of the TDDFT/ELMO and EOM-CCSD/ELMO techniques when they are exploited for 

the treatment of localized electronic transitions in relatively large systems, while in 

Subsection 3.3 we will comment on the significantly reduced computational cost 

associated with the QM/ELMO strategy when it is used in conjunction with the Coupled 

Cluster and Equation-of-Motion Coupled Cluster techniques. Finally, in Subsection 3.4 

we will show the recent coupling of the QM/ELMO approach (at DFT level) with the 

Hirshfeld atom refinement method of quantum crystallography.   
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3.1 QM/ELMO for ground state calculations. As a first example, we consider the 

application of the QM/ELMO approach to the nucleophilic substitution SN2 reaction 

between 1-bromodecane and the chloride anion.97 In this case, exploiting the geometries 

along the intrinsic reaction coordinate determined at B3LYP/cc-pVDZ level, we 

performed different single point QM/ELMO calculations adopting different levels of 

theory for the QM region (i.e., restricted Hartree-Fock (RHF), DFT-B3LYP, MP2 and 

CCSD(T)) and using two different basis-sets (namely, cc-pVDZ and mixed aug-cc-

pVDZ/cc-pVDZ). For all the performed QM/ELMO computations, we gradually 

increased the size of the QM subsystem by including from two to eight alkyl groups 

along with the chlorine and bromine atoms. The outcomes of the QM/ELMO 

calculations were then compared to those obtained through the corresponding fully 

quantum mechanical computations on the same geometries. Here we will show the 

results obtained by adopting the cc-pVDZ basis-set.  

In Figure 2, we reported the absolute discrepancies |∆∆𝐸789:| and |Δ∆𝐸789;| as a 

function of the number of alkyl groups included in the quantum mechanical region for 

the QM/ELMO calculations. |∆∆𝐸789:| and |Δ∆𝐸789;| are the absolute deviations of 

the energy variations ∆𝐸789: = 𝐸78 − 𝐸)*<'=<>=?  and ∆𝐸789; = 𝐸78 − 𝐸@)(AB'=? 

(where TS stands for transition state) calculated at QM/ELMO level from the values of 

the same quantities computed through the corresponding fully QM methods. We can 

notice that the results obtained through the novel QM/ELMO embedding technique 

always differ from the fully quantum mechanical ones by less than 1.0 kcal/mol, 

independently of the size of the QM subsystem and of the chosen level of theory. 

Furthermore, as one should expect, the absolute discrepancies tend to progressively 

decrease as the number of alkyl groups in the chemically active region increases, 

although the trend is more oscillating when the ∆𝐸789; values are taken into account. 
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Analogous trends were observed also for QM/ELMO calculations performed with the 

mixed sets of basis functions (aug-cc-pVDZ/cc-pVDZ) for the active and environment 

regions.97 

 
Figure 2. Absolute discrepancies of the energy variations ∆𝐸!"#$ = 𝐸!%&'()*)+'	"*&*- −

𝐸%-&.*&'*(  (left panel) and ∆𝐸!"#/ = 𝐸!%&'()*)+'	"*&*- − 𝐸0%+12.*(  (right panel) for the SN2 

reaction between 1-bromodecane and chloride anion computed at QM/ELMO levels (QM = 

HF, B3LYP, MP2 and CCSD(T)) from those obtained through the corresponding fully quantum 

mechanical computations. The variation of the absolute discrepancies as a function of the QM 

region size (i.e., number of alkyl groups) is explicitly shown. Reprinted in part and adapted 

with permission from reference 97. Copyright 2020 American Chemical Society. 
 

To better assess the performances of the QM/ELMO embedding approach, the SN2 

reaction profiles obtained at RHF/ELMO, B3LYP/ELMO, MP2/ELMO and 

CCSD(T)/ELMO levels with basis-set cc-pVDZ and increasingly larger quantum 

mechanical regions were also compared point-by-point to those resulting from the 

corresponding fully quantum mechanical computations. For the sake of brevity, in 

Figure 3, we depicted only the results obtained at CCSD(T) level. We can observe that 

only for the smallest QM subunit there are few points along the reaction coordinate for 

which the deviation from the fully quantum mechanical profile is in absolute value 

greater than 1.0 kcal/mol. Already from the second smallest quantum mechanical 

region, all the discrepancies are well below the chemical accuracy limit (which is 
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1.0 kcal/mol or, equivalently, 0.043 eV), with the situation that systematically improves 

as the size of the active region increases.  

 
Figure 3. Energy profile for the SN2 reaction between 1-bromodecane and chloride anion 

obtained at CCSD(T) level (top panel) and deviations from it when CCSD(T)/ELMO 

calculations are performed with QM regions of different size (bottom panel); all the curves 

were obtained with the cc-pVDZ basis-set. Adapted with permission from reference 97. 

Copyright 2020 American Chemical Society.  
 

Completely similar results were also observed for the other levels of theory. They are 

briefly summarized in Table 2, where we showed the maximum and average absolute 

discrepancies observed for all the reaction profiles obtained by means of QM/ELMO 

calculations. While for the RHF/ELMO and B3LYP/ELMO cases the maximum 

absolute deviations are always lower than the chemical accuracy threshold, for the 

MP2/ELMO and CCSD(T)/ELMO computations the maximum error is greater than 

1.0 kcal/mol only for the smallest QM subsystem and it afterwards rapidly decreases as 



 20 

the QM region becomes larger. Concerning the average absolute deviations, the values 

are always within the chemical accuracy limit, regardless of the level of theory and the 

dimension of the quantum mechanical subunit. From this example, it is therefore clear 

that, including only a small number of atoms in the chemically active region, the 

QM/ELMO embedding approach provides results that are in close agreement with those 

resulting from more expensive fully quantum chemical computations. 

 

Table 2. Maximum and average absolute deviations between corresponding QM/ELMO and 

fully QM reaction energy profiles for the SN2 reaction between 1-bromodecane and chloride 

anion (cc-pVDZ basis-set). Data reprinted with permission from reference 97. Copyright 2020 

American Chemical Society.(a) 
 

QM region size 
 Maximum Absolute Deviations  Average Absolute Deviations 

 HF B3LYP MP2 CCSD(T)  HF B3LYP MP2 CCSD(T) 

QM(2)  0.585 0.826 1.130 1.058  0.468 0.647 0.813 0.695 

QM(3)  0.213 0.241 0.335 0.279  0.146 0.148 0.228 0.195 

QM(4)  0.130 0.154 0.179 0.171  0.058 0.051 0.071 0.061 

QM(5)  0.009 0.115 0.138 0.128  0.054 0.055 0.084 0.080 

QM(6)  0.046 0.048 0.051 0.050  0.019 0.019 0.018 0.016 

QM(7)  0.043 0.051 0.073 0.068  0.021 0.021 0.040 0.039 

QM(8)  0.015 0.013 0.012 0.011  0.006 0.006 0.006 0.005 

(a) The acronym QM(N) indicates that N alkyl groups were included in the quantum mechanical 

region for the QM/ELMO calculations. 

 

As another very important application of the QM/ELMO method to ground state 

problems, now we will show how the novel embedding technique was also profitably 

used to investigate large biomolecular systems. In particular, we will discuss the results 

obtained for the complex between the CFTR associated ligand PDZ domain and the 

polypeptide iCAL36 (see Figure 4A, showing also the extended network of hydrogen 

bonds in the protein-ligand complex).96 In this case, we carried out RHF/ELMO 
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computations exploiting two different QM regions: i) region QM1, which comprises all 

the residues of the polypeptide plus those residues of the PDZ domain that are directly 

involved in hydrogen-bonds or 𝜋 − 𝜋 interactions with iCAL36; ii) region QM2, which 

consists of region QM1 and also of those residues of the PDZ domain that indirectly 

participate in hydrophobic interactions with the ligand. 

 

 
Figure 4. Three-dimensional structures of the PDZ:iCAL36 complex, with ELMO regions in 

“new cartoon representation” and QM regions in “licorice representation”: (A) highlights of the 

main hydrogen-bond interactions between the ligand and the PDZ domain (blue dashed lines: 

N-H···O interactions; red dashed lines: O-H···O interactions); (B) residual density 

𝜌$34/6789 − 𝜌$34 when the quantum mechanical region QM1 is adopted; (C) residual density 

𝜌$34/6789 − 𝜌$34 when the quantum mechanical region QM2 is adopted. For Figures (B) and 

(C), the isovalues are set to 0.01 e/bohr3, with positive and negative isosurfaces in blue and red, 

respectively; the ligand molecule is colored in orange, while the protein residues included in 

the QM regions are colored in lime green. Adapted with permission from reference 96. 

Copyright 2019 American Chemical Society.  
 

In Table 3, we showed the comparison of the protein-ligand interaction energies as 

obtained (with and without counterpoise (CP) correction to account for the basis-set 

superposition error (BSSE)) through full RHF, RHF/ELMO and ONIOM calculations 

(see the caption of Table 2 for the details about the used basis-sets and force fields). 

For the sake of completeness, it is worth specifying that, in this case, the high- and low-
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level regions for the ONIOM calculations respectively corresponded to the QM and 

ELMO subsystems adopted in the QM/ELMO computations. Notwithstanding the quite 

large number of intermolecular contacts between the PDZ domain and the iCAL36 

polypeptide (see again Figure 4A), the QM/ELMO approach provided interaction 

energies that are very close to the Hartree-Fock ones, with deviations that never exceed 

5 kcal/mol for both the two adopted quantum mechanical regions and regardless of the 

application of the counterpoise correction. Pertaining to the comparison with the results 

of the ONIOM calculations, we can observe that the QM/ELMO technique clearly 

outperforms the ONIOM method of QM:MM type. On the other hand, the situation is 

less clear if we consider the results of the QM:QM’-like ONIOM computations. In fact, 

the results oscillate depending on the size of the high-level region and on the basis-set 

used to treat the low-level subunit in the ONIOM calculations. Nevertheless, it is worth 

pointing out that the QM/ELMO results are fully in line with the QM:QM’ ONIOM 

ones, thus confirming the full reliability of the novel quantum mechanical embedding 

approach when it is applied to large systems. 

Finally, as one should expect, Table 3 also indicates that the results of the QM/ELMO 

computations improve when a larger QM region is adopted. Other than from numerical 

values, this can be also evinced in the plots that graphically display the differences 

between the RHF and RHF/ELMO electron distributions (see Figures 4B and 4C), 

where the region characterized by the presence of residuals becomes clearly larger 

when the smaller quantum mechanical subunit is exploited. 
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Table 3. Interaction energies between PDZ domain and iCAL36 polypeptide calculated at 

RHF/cc-pVDZ level (𝐸)'*,$34/..#0;<= , with and without CP correction for BSSE) and 

deviations from them when different embedding methods are used ( Δ𝐸)'*,> = 𝐸)'*,> −

𝐸)'*,$34/..#0;<=, where 𝑋 indicates the method). Adapted with permission from reference 96. 

Copyright 2019 American Chemical Society. (a)   

 QM region 1  QM region 2 

 No CP correction CP correction  No CP correction CP correction 

𝐸)'*,$34/..#0;<= -134.84 -99.65  -134.84 -99.65 

Δ𝐸)'*,$34/6789 (b) 4.23 2.52  -1.20 -1.39 

Δ𝐸)'*,?@A?B(DEF/GG#HIJK:DEF/M#NOP) -0.30 //  -1.60 // 

Δ𝐸)'*,?@A?B(DEF/GG#HIJK:DEF/N#ROP) -6.86 //  0.45 // 

Δ𝐸)'*,?@A?B(DEF/GG#HIJK:SFF,TUV) -8.07 //  -50.17 // 

Δ𝐸)'*,?@A?B(DEF/GG#HIJK:SFF) -31.37 //  6.44 // 
(a) All the energies are expressed in kcal/mol; (b) For the RHF/ELMO calculation, the cc-pVDZ 

basis-set was used for both QM and ELMO subsystems.    

  

3.2 QM/ELMO for excited states. As already discussed in the Introduction, the 

QM/ELMO embedding scheme was also exploited to extend the range of applicability 

of two popular methods for the treatment of excited states: TDDFT and EOM-CCSD.109 

For the sake of clarity and precision, we point out that in the current versions of the 

TDDFT/ELMO and EOM-CCSD/ELMO strategies, the transferred and frozen ELMOs 

are ground state molecular orbitals that approximately account only for ground state 

polarization, but not for polarization response. At the moment, the latter can be included 

by only extending the QM region. However, another possibility that will be investigated 

in the future could consist in developing a self-consistent strategy to relax the ELMO 

electron density by taking into account the ground and excited state electron 

distributions of the QM subsystem. 

To start assessing capabilities and performances of the developed TDDFT/ELMO and 

EOM-CCSD/ELMO techniques, we initially performed some validation tests on long-
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chain hydrocarbons. This also enabled us to evaluate the new strategies in case of 

covalent boundaries between the QM and ELMO subunits. As representative examples, 

here we will show the results obtained through the TDDFT/ELMO approach on 

1-nonylbenzene for its 1B2u-like excited state (see Figure 5) and those obtained by 

means of the EOM-CCSD/ELMO method on octanoic acid for its first three electronic 

transitions (see Figure 6).109 

 

 

Figure 5. Results of the full TDDFT and TDDFT/ELMO calculations on 1-nonylbenzene (1B2u-

like excited state): (A) schematic representation of 1-nonylbenzene, with the numbers 

indicating the labels of the alkyl groups progressively included in the QM subsystem; (B) 

absolute discrepancies between the excitation energies obtained at full TDDFT and 

TDDFT/ELMO levels; (C) oscillator strengths, with the reference TDDFT values 

corresponding to those obtained for nine alkyl groups in the QM region.  

 

In Figure 5, we can observe that, for different combinations of exchange-correlation 

functionals and basis-sets, the TDDFT/ELMO calculations are able to excellently 
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reproduce the corresponding fully TDDFT results, with only a small number of alkyl 

groups of the hydrocarbon chain included in the quantum mechanical subsystem. In 

fact, concerning the excitation energies (see Figure 5B), we can notice that when only 

two CH2 groups are included in the QM region along with the terminal aromatic ring, 

the deviations between the TDDFT/ELMO and TDDFT results start being lower than 

the chemical accuracy limit (0.043 eV), with the largest one (0.018 eV) observed for 

the TDDFT/ELMO computation at B3LYP/aug-cc-pVDZ level. The results clearly 

improve as larger portions of the chain are considered in the active subsystem. A similar 

trend can be also seen for the computed oscillator strengths (see Figure 5C), with a clear 

convergence of the TDDFT/ELMO results towards the TDDFT benchmark values as 

the size of the QM subsystem increases. In particular, we can observe that, in the 

different cases, a plateau is practically always reached when one includes from two to 

five alkyl groups in the chemically active region. 

Now, let us consider the validation of the EOM-CCSD/ELMO approach, with the 

example for the first three excited states of octanoic acid (see Figure 6). Pertaining to 

the excitation energies (see Figure 6B), we can see that, also in this case, we have a 

clear convergence of the QM/ELMO results towards the reference EOM-CCSD values. 

However, it is also clear that, while for the first excited state S0→S1 the difference 

between the EOM-CCSD/ELMO and full EOM-CCSD excitation energies is already 

within the chemical accuracy limit when only one alkyl group is included in the QM 

subunit, for transitions S0→S2 and S0→S3 the |ΔECD| deviation becomes lower than 

0.043 eV only when three and four CH2 groups are considered in the active subsystem, 

respectively. This is ascribable to the higher degree of localization associated with the 

first electronic transition compared to those of excitations S0→S2 and S0→S3, as it was 

also highlighted by the natural transition orbitals (NTOs) related to the full EOM-CCSD 
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calculation.109 For the oscillator strengths, we also observed convergence (see Figure 

6C). In particular, a clear plateau is reached for the first and third excited states when 

four alkyl moieties are included in the QM region, while for transition S0→S2 the EOM-

CCSD/ELMO values monotonically increase and are closer and closer to the EOM-

CCSD benchmark as the size of the QM region becomes larger. 

 

 

Figure 6. Results of the full EOM-CCSD and EOM-CCSD/ELMO calculations with basis-set 

aug-cc-pVDZ on octanoic acid (first three excited states): (A) schematic representation of 

octanoic acid, with the numbers indicating the labels of the alkyl groups progressively included 

in the QM subsystem; (B) absolute discrepancies between the excitation energies obtained at 

full EOM-CCSD and EOM-CCSD/ELMO levels, with the magenta-dashed line indicating the 

chemical accuracy threshold; (C) oscillator strengths, with the S0→S1 values multiplied by 100 

and with the reference EOM-CCSD values corresponding to those obtained for seven alkyl 

groups in the QM region. Reprinted in part and adapted with permission from reference 109. 

Copyright 2020 American Chemical Society. 
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The previous validation tests showed that, also for excited states, the QM/ELMO 

embedding scheme is able to provide results that are in close agreement (i.e., within the 

chemical accuracy limit) with the fully quantum mechanical ones when only a small 

number of atoms are included in the chemically active subsystem. However, it also 

emerged that the QM/ELMO approach is particularly useful for the description of local 

excited states, while it could be less suitable to describe highly delocalized electronic 

transitions.  

The performances of the developed TDDFT/ELMO method were also tested on a 

relatively large system, namely a 161-atom model for the A-form of the Green 

Fluorescent Protein (GFP; see Figure 7).109 In particular, we computed the excitation 

energies associated with the brightest low-lying excited state. At a first step we carried 

out a series of TDDFT/ELMO calculations with a larger and larger QM region, initially 

consisting only of the chromophore (p-hydroxybenzylidene-imidazolinone) and then 

gradually including surrounding residues/moieties (see Figure 8). For comparison, we 

also performed a series of analogous standard TDDFT computations without 

embedding on further reduced models of GFP consisting only of the QM regions 

considered for the above-mentioned TDDFT/ELMO calculations. By including an 

increasing number of crucial residues in the quantum mechanical region other than the 

chromophore, the new ELMO-based TDDFT embedding approach provided excitation 

energies that are in close agreement with those resulting from corresponding benchmark 

TDDFT computations, where the chromophore and all the residues/moieties of the 161-

atom model were treated quantum mechanically (see blue bars in Figures 8A and 8B). 

On the contrary, this does not always occur if one performs standard TDDFT 

calculations on the increasingly larger truncated systems that completely neglect the 

environment of the remaining and surrounding residues/moieties (see red bars in 
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Figures 8A and 8B). Moreover, this does not depend on the order of inclusion of the 

residues in the active subsystem (compare Figures 8A and 8B). Therefore, it indicates 

that, although approximate, the embedding description given by frozen extremely 

localized molecular orbitals is somehow crucial to obtain more accurate results. 

 

 
Figure 7. 161-atom model for the A-form of the Green Fluorescent Protein (GFP): 

chromophore in ball-and-stick representation; residues/moieties gradually included in the QM 

subsystem depicted in licorice representation; all the remaining subunits shown in wireframe. 

Hydrogen, carbon, nitrogen and oxygen atoms are depicted in light grey, dark grey, blue and 

red, respectively. 
 

Very interestingly, the performed test calculations also showed that the TDDFT/ELMO 

approach is able to consistently quantify the contribution of each residue/subunit to the 

global excitation energy of the system under exam. This was again observed by 

analyzing the excitation energies resulting from TDDFT/ELMO calculations with 

larger and larger quantum mechanical regions. It was indeed noted that the variations 

of the excitation energies corresponding to the different residues/subunits are 

practically independent on the order with which these residues/subunits are included in 

the QM subsystem (compare corresponding blue bars in Figures 8C and 8D). Quite the 

opposite, this does not happen for the standard TDDFT calculations without embedding 
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on truncated systems, for which the excitation energy variations also markedly change 

according to the order of inclusion of the different residues/subunits in the calculations 

(compare corresponding red bars in Figures 8C and 8D). 

 

 

Figure 8. Validation of the TDDFT/ELMO approach on the 161-atom model of GFP: (A and 

B) absolute deviations from the full TDDFT excitation energies associated with the brightest 

low-lying excited state, as resulting from TDDFT/ELMO calculations and reduced TDDFT 

computations without embedding (A: direct order of including the residues/moieties; B: reverse 

order of including the residues/moieties); (C and D) contributions of the residues/moieties to 

the global excitation energy associated with the brightest low-lying excited state, as resulting 

from TDDFT/ELMO calculations and reduced TDDFT computations without embedding (C: 

direct order of including the residues/moieties; D: reverse order of including the 

residues/moieties). All the reported values were obtained through calculations with the 

cc-pVDZ basis-set. 
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Finally, we close this subsection showing how the effects of the environment are also 

properly taken into account in EOM-CCSD/ELMO calculations.109 For this purpose, in 

Figure 9, we reported the values of the 𝑛 → 𝜋∗ excitation energies for formaldehyde 

and acrylamide as the number of surrounding solvent water molecules increases from 

2 to 30. These excitation energies were obtained by performing calculations at different 

levels of theory with basis-set aug-cc-pVDZ: i) EOM-CCSD(0)/ELMO, namely an 

EOM-CCSD/ELMO computation that does not include any solvent molecule in the QM 

region; ii) EOM-CCSD(2)/ELMO, namely a EOM-CCSD/ELMO computation that 

includes two solvent molecules in the QM subsystem; iii) standard TDDFT with 

functional CAM-B3LYP; iv) standard Time-Dependent Hartree-Fock (TDHF). We can 

see that the trends obtained through the EOM-CCSD/ELMO techniques are completely 

analogous to those resulting from the other fully QM methods, which confirms that the 

effects of the external environment on the local electronic excitation are completely 

captured by our new ELMO-based embedding strategy. Finally, the insets of Figure 9 

also show that, when the number of surrounding water molecules is small enough to 

allow benchmark EOM-CCSD computations, the EOM-CCSD/ELMO calculations 

optimally reproduce the corresponding reference values with discrepancies that are 

always lower than 0.043 eV. This confirms the reliability of the new EOM-

CCSD/ELMO approach, which can indeed reduce the computational cost of the 

Equation-of-Motion Coupled Cluster method (see also Section 3.3) without 

significantly affecting the accuracy of the obtained results. 
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Figure 9. 𝑛 → 𝜋∗ excitation energies obtained at EOM-CCSD(0)/ELMO (no water molecules 

in the QM region), EOM-CCSD(2)/ELMO (two water molecules in the QM subsystem), full 

EOM-CCSD (when possible), TDDFT (CAM-B3LYP functional) and TDHF levels for 

solvated (A) formaldehyde and (B) acrylamide as the number of surrounding water molecules 

is gradually increased from 2 to 30; the insets highlight the EOM-CCSD(0)/ELMO, EOM-

CCSD(2)/ELMO and full EOM-CCSD trends from 2 to 5 water molecules. Reprinted with 

permission from reference 109. Copyright 2020 American Chemical Society. 

 

3.3 Computational cost. The QM/ELMO embedding scheme significantly reduces the 

computational cost of the parent quantum mechanical method. This is particularly true 

when the QM subunit is described through post-HF techniques for ground states (e.g., 

Coupled Cluster) or by means of correlated strategies for excited states (e.g., Equation-

of-Motion Coupled Cluster). As already discussed in the Theory section, the reason is 

the limited number of virtual orbitals that are obtained from the diagonalization of the 

reduced Fock matrix 𝐅! (see Section 2). 

As an example, in Table 4 we reported the number of occupied and virtual molecular 

orbitals, and the recorded CPU times for i) the CCSD(T)/ELMO computations 

performed on the transition-state geometry for the SN2 reaction between the chloride 
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anion and 1-bromodecane97 (see Subsection 3.1), and ii) the EOM-CCSD/ELMO 

calculations of the first three excited states of octanoic acid109 (see Subsection 3.2). 

 

Table 4. Number of occupied molecular orbitals (𝑁+..), number of virtual molecular orbitals 

(𝑁X)%*) and timings for i) the CCSD(T)/ELMO calculations (cc-pVDZ basis-set) performed on 

the transition-state geometry for the SN2 reaction between 1-bromodecane and the chloride 

anion, and ii) the EOM-CCSD/ELMO calculations (aug-cc-pVDZ basis-set) of the first three 

excited states of octanoic acid. Some of the data are reprinted with permission from reference 

97. Copyright 2020 American Chemical Society.(a) 
 

 

Calculations 

CCSD(T)/ELMO for SN2 reaction  EOM-CCSD/ELMO on octanoic acid 
 

𝑁+..  

 

𝑁X)%*  

 

CPU time(c) (s) 

 

% 

 

 

 

𝑁+..  

 

𝑁X)%*  

 

CPU time(c) (s) 

 

% 

QM(1)/ELMO 15 43 2553.5 0.8  11 112 39021.4 2.1 

QM(2)/ELMO 18 64 3962.6 1.3  14 151 62937.9 3.4 

QM(3)/ELMO 21 85 6413.0 2.1  17 190 114415.7 6.2 

QM(4)/ELMO 24 106 11207.8 3.7  20 229 378907.4 20.7 

QM(5)/ELMO 27 127 18194.1 5.9  23 268 582271.5 31.7 

QM(6)/ELMO 30 148 33806.8 11.0  26 307 1126575.0 61.4 

QM(7)/ELMO 33 169 65108.8 21.2  // // // // 

QM(8)/ELMO 36 190 109481.7 35.7  // // // // 

Full QM(b) 43 236 306446.5 100.0  30 354 1835239.0 100.0 

(a) The acronym QM(N)/ELMO indicates that N alkyl groups were included in the QM region 

for the CCSD(T)/ELMO or EOM-CCSD/ELMO calculation; (b) the data for the fully quantum 

mechanical CCSD(T) and EOM-CCSD computations are also reported; (c) the recorded timings 

were obtained by performing parallel calculations on 16 Intel Xeon Gold 6130 2.1 GHz 

processors. 
  

In both cases we can indeed notice that the numbers of occupied and virtual molecular 

orbitals employed in the QM/ELMO computations are much lower than those used in 

the corresponding benchmark fully quantum mechanical calculations. This is especially 

true for virtual orbitals and when the size of the QM subunit remains quite small. As 

mentioned above, this has a direct and important impact on the cost of the different 

computations. For instance, if we consider only three alkyl groups in the active 
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subsystems, the CCSD(T)/ELMO calculation on the transition-state of the SN2 reaction 

and the EOM-CCSD/ELMO computation on octanoic acid respectively use 85 of 236 

and 190 of 354 virtual orbitals, which translates into the fact that the two embedding 

computations take only 2% and 6% of the CPU time associated with the corresponding 

fully quantum chemical calculations. The computational cost obviously increases with 

the size of the QM region, but it is also worthwhile to observe that the largest CPU 

times associated with the considered CCSD(T)/ELMO and EOM-CCSD/ELMO 

computations are never larger than 36% and 61% of the respective standard 

calculations. 

 

3.4 QM/ELMO applied to crystallography. The QM/ELMO embedding method has 

been recently exploited also for the refinement of crystal structures from X-ray 

diffraction data, and especially for the accurate determination of hydrogen atom 

positions. In this regard, it is worth reminding that standard structural refinements from 

X-ray diffraction data are based on the basic independent atom model (IAM), a very 

approximate method that considers the electron density of the investigated system as 

sum of spherically averaged atomic electron distributions and that, for this reason, 

completely neglects the presence of chemical bonds between atoms. As a consequence 

of this fact, the element-hydrogen (E-H) bond lengths that result from IAM refinements 

are generally too short compared to those obtained from neutron diffraction 

measurements. Therefore, given the intrinsic limitations of the neutron diffraction 

technique (such as the need of nuclear reactors or spallation sources to perform 

experiments) and, at the same time, the crucial importance of correctly locating the 

positions of hydrogen atoms in many fields of chemistry, over the years different 

strategies have been proposed to improve the IAM results. All of these methods 



 34 

introduced the aspherical deformation of the atomic electron densities due to chemical 

bonding and, among them, the Hirshfeld atom refinement is the technique that recently 

emerged as the most promising.110-115 This strategy consists in performing a quantum 

chemistry calculation at each step of the refinement (usually at HF or DFT level, even 

if post-HF methods have also been recently considered128,129) to provide quantum 

mechanically rigorous electron distributions that are afterwards partitioned into 

aspherical atomic contributions through the stockholder Hirshfeld partitioning 

technique130,131. The obtained aspherical atomic densities are used to compute thermally 

averaged structure factor amplitudes N9𝐹𝒉'<G'9O that, along with the experimental ones 

N9𝐹𝒉
*H@9O, give the 𝜒# statistical agreement:  

𝜒# =
1

𝑁) − 𝑁@
	P

8𝜂9𝐹𝒉'<G'9 − 9𝐹𝒉
*H@9:#

𝜎𝒉#𝒉

				(3) 

where 𝒉 is the generic triad of Miller indices characterizing each reflection, 𝑁)  the 

number of considered reflections, 𝑁@ the number of model parameters, 𝜂 a scale factor 

that puts N9𝐹𝒉'<G'9O and N9𝐹𝒉
*H@9O on the same scale, and 𝜎𝒉 the experimental uncertainty 

for the generic structure factor amplitude 9𝐹𝒉
*H@9. 𝜒# is then minimized to obtain 𝜂, the 

atomic positions and the atomic anisotropic displacement parameters (ADPs). The 

procedure is iterated until convergence in the atomic structural parameters is achieved.  

Recent investigations have shown that, by exploiting the HAR technique, the positions 

of the hydrogen atoms can be generally determined with the same precision and 

accuracy that is attained through neutron diffraction measurements,113-115 although the 

same quality is not usually obtained for the corresponding ADPs.132,133 Moreover, it 

was also shown that HAR provides better results when the crystal environment is taken 

into account. In standard Hirshfeld atom refinements, this is accomplished by 

performing the underlying quantum mechanical calculations with external point 
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charges placed within a given radius at symmetry-generated positions around the 

reference crystal unit.  

Although very simple, the embedding strategy based on clusters charges works in many 

situations, but it is still insufficient to achieve neutron accuracy in cases of crystals 

characterized by very strong intermolecular interactions. To overcome this drawback, 

we recently proposed to describe the crystal environment in HAR at a fully quantum 

mechanical level by exploiting the above-described QM/ELMO embedding 

approach.123 In particular, the QM/ELMO method was used to perform the underlying 

quantum chemical calculations, with the chosen reference crystal unit corresponding to 

the QM region and the crystal environment (namely, the symmetry-generated units 

within a given radius from the reference unit) described by transferred and frozen 

ELMOs. 

Test refinements were carried out exploiting X-ray diffraction data collected by Madsen 

and coworkers134 for the xylitol crystal structure, which is characterized by strong 

hydrogen bond interactions. The underlying QM/ELMO computations were performed 

treating the QM subsystem at DFT-B3LYP level with basis-sets cc-pVDZ and cc-

pVTZ. A preliminary version of the under-development QM/ELMO/MM method was 

also employed to start assessing the advantages of using a three-layer approach. All the 

refinements were carried out by exploiting an in-house Bash script that interfaced our 

modified version of Gaussian09127, where the QM/ELMO and QM/ELMO/MM 

approaches are implemented, with the quantum crystallographic software Tonto135 

(https://github.com/dylan-jayatilaka/tonto), which is able to read the electron densities 

resulting from the QM/ELMO or QM/ELMO/MM calculations, performs the Hirshfeld 

partitioning and manages the structural refinement.        
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As one can already evince from Figure 10, regardless of the size of the embedding 

region (4 or 8 Å), the new QM/ELMO-based HAR technique provided significantly 

improved results, with E-H bond distances that are almost always statistically 

equivalent to the neutron ones136, but very different from those resulting from Hirshfeld 

atom refinements without any embedding or with embeddings given by point 

charges.123 Slight improvements were also observed for the hydrogen ADPs, although 

they are not statistically significant as those seen for the bond lengths.123  

 

Figure 10. O-H bond lengths in xylitol as resulting from standard HARs without embedding, 

standard HARs with clusters charges, and HARs based on QM/ELMO(/MM) calculations; the 

neutron crystal structure of xylitol with specification of the atomic labels is also shown. 

Reprinted with permission from reference 123. Copyright 2021 American Chemical Society.  

 



 37 

The very good results obtained through the new variant of Hirshfeld atom refinement 

are certainly ascribable to the fact that the ELMO embedding allows a better description 

of the crystal-field effects and, consequently, the capture of all those electron density 

variations that are due to well-defined and well-oriented intermolecular interactions. 

This is not possible if only point charges are used. This study obviously paved the way 

also to the combination of HAR with other quantum mechanical embedding 

approaches, with the final goal of obtaining X-ray crystal structures closer and closer 

to the reference neutron ones. 

 

4. CONCLUSIONS AND PERSPECTIVES 

In this paper, we have reviewed the recently developed QM/ELMO embedding scheme, 

showing its theoretical bases and presenting the main features and capabilities of all its 

current variants. In the context of ground state calculations, the new embedding strategy 

has been initially developed in the framework of the Hartree-Fock approach96 and later 

extended to DFT and correlated post-HF techniques,97 such as Møller-Plesset 

perturbation theory or Coupled Cluster method. Concerning excited state calculations, 

the QM/ELMO approach has been interfaced to Time-Dependent Functional Theory 

and Equation-of-Motion Coupled Cluster,109 namely, two of the most popular 

techniques for the theoretical investigation of electronic excitations. For all these 

different versions, we have consistently observed that, thanks to the ELMO description 

of the environment, the treatment of only a small part of the examined system at a fully 

quantum mechanical level generally leads to optimally reproduce results that can be 

usually obtained by means of standard quantum chemical computations, with the 

additional and advantageous consequence of significantly reducing the computational 

cost.97,109 
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More specifically, concerning the QM/ELMO approach for ground state calculations, 

we have also seen that the technique can be already used to start investigating large 

systems of biological interest, providing reliable results that are completely comparable 

to those obtained by means of other well-established techniques, such as ONIOM.96 

Regarding the applications to excited states,109 remarkable results are i) the 

TDDFT/ELMO capability of approximately evaluating the contributions of the 

different subunits to the global excitation energy, especially when large systems are 

studied, and ii) the possibility of extending the applicability range of the EOM-CCSD 

approach through the novel EOM-CCSD/ELMO strategy with a completely reliable 

description of the chemical environment and a lower computational cost. 

Finally, we have seen that the novel ELMO-based embedding strategy has also been 

coupled with the promising Hirshfeld atom refinement of quantum crystallography 

allowing extremely accurate and precise determinations of hydrogen atom positions 

from X-ray diffraction data also for molecular crystals characterized by very strong 

intermolecular interactions.123 

Although the currently available variants of the QM/ELMO embedding scheme already 

allow reliable investigations of a large number of chemical problems, there is still large 

room for further algorithmic improvements and other methodological developments.  

First of all, it will be certainly necessary to implement the QM/ELMO analytic gradient, 

which will be fundamental not only to perform geometry optimizations, but also to 

couple the novel multiscale embedding technique to well-known quantum chemistry-

based strategies for the refinement of X-ray crystal structures.137-142 

An important upgrade of the current version of the QM/ELMO SCF algorithm will also 

be the adoption of a suitable strategy to truncate the number of basis functions over 

which constructing the initial Fock matrix. For instance, following the direction already 
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taken by Miller, Manby and coworkers in the context of the projection-based 

embedding approach,70,72 a possible solution could consist in devising a Mulliken 

population-based criterion that will not affect the accuracy of the final results, but that 

will further speed up the QM/ELMO calculations at HF and DFT levels.  

Another fundamental step forward from the algorithmic point of view will certainly be 

the introduction of a polarizable environment. In fact, at the moment, the environment 

effects are taken into account through an embedding potential given by transferred 

extremely localized molecular orbitals. This description is only approximate and rigid 

because the exported ELMOs remain unchanged during the QM/ELMO computations 

and are not polarized by either the ground state or the excited states of the chemically 

active subunit. On the contrary, in methods such as the PbE approaches, the (localized) 

molecular orbitals that describe the environment region are obtained through HF or 

DFT calculations on the whole system under exam and thus intrinsically include the 

(ground state) influence of the active region; in other words, the molecular orbitals are 

tailor-made for the system that one wants to study. Nevertheless, the clear advantage of 

the QM/ELMO technique is that the transfer of ELMOs is practically instantaneous and 

no preliminary fully QM computations are needed, thus allowing the application of the 

approach to much larger systems. Therefore, strategies to improve the flexibility of the 

QM/ELMO technique are necessary and already envisaged. For example, a possibility 

might consist in the development of polarizable QM/ELMO methods that could take 

advantage of transferred virtual ELMOs (which are already available in the current 

ELMO libraries) to relax the electron distribution / wave function of the environment 

in response to the actual ground state or excited state electron density / wave function 

of the active subsystem. This is in line with the state-averaged approaches already 



 40 

proposed by the Carter61 and Goodpaster94 groups in the framework of other embedding 

techniques. 

Concerning the methodological development, the most obvious and immediate 

extension of the technique is represented by the introduction of a third Molecular 

Mechanics layer to give rise to the QM/ELMO/MM approach. This strategy is currently 

under development and a preliminary version has been already used to perform some 

of the ELMO-embedded Hirshfeld atom refinements discussed above. After it will be 

completely developed and finely tuned, we envisage applications of the novel three-

layer method to the investigation of interesting biochemical problems, such as enzyme 

reactions. Another possible methodological advancement is the interface of the 

QM/ELMO scheme to other traditional methods of quantum chemistry. Following this 

direction, we are now working to couple our embedding approach to other techniques 

for the investigation of excited states, such as the (Initial) Maximum Overlap Method 

(MOM143 and IMOM144) introduced by Gill and collaborators. 

Finally, given its already successful coupling with HAR for small molecules, its 

capability of properly accounting for the effects of the environment, and its quite 

straightforward applicability to large systems, we can imagine that the QM/ELMO 

embedding technique could be also advantageously exploited to perform structural 

refinements of macromolecules of biological interest. This is consistent with the recent 

and successful coupling of HAR with the ELMO libraries103, which gave rise to the 

HAR-ELMO approach for the fast refinement of macromolecular and organometallic 

crystal structures.145 Therefore, another tantalizing possibility offered by the 

QM/ELMO method is represented by the future development of the HAR-QM/ELMO 

technique that could provide more and more accurate and unprecedented structural 
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details for crucial regions of biomolecules, such as active sites or binding pockets of 

proteins.  
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