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Abstract

The present investigation deals with the analysis of the spatial pattern for-
mation of a diffusive predator-prey system with ratio-dependent functional
response involving the influence of intra-species competition among predators
within two-dimensional space.

The appropriate condition of Turing instability around the interior equi-
librium point of the present model has been determined.
The emergence of complex patterns in the diffusive predator-prey model is
illustrated through numerical simulations. These results are based on the
existence of bifurcations of higher codimension such as Turing-Hopf, Turing-
Saddle-node, Turing-Transcritical bifurcation, and the codimension-3 Turing-
Takens-Bogdanov bifurcation. The paper concludes with discussions of our
results in ecology.
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1. Introduction

One of the most challenging aspects of studying ecological systems is to
find out how organisms interact with each other in a natural environment.
These interactions can take place directly between 2 or more species like
predation, symbioses or competition. Pattern formation has been a major
interest of theorists and experimentalists, and it is generally thought that
spatial patterns form as a consequence of the interplay of various physical
and biological processes [17]. Turing [25] showed how the coupling of reac-
tion and diffusion can induce pattern formation. Since then, the mechanism
responsible for the spontaneous generation of spatial patterns through bio-
logical or chemical interactions has been called diffusion instability. In this
process spatial patterns arise not from inhomogeneity of initial or boundary
conditions, but purely from the dynamics of the system, i.e. from the inter-
action of nonlinear reactions of growth processes and diffusion.
Segel and Jackson [21] were the first to apply Turing’s idea to a problem
in population dynamics: The dissipative instability in the predator-prey in-
teraction of phytoplankton and herbivorous copepods with higher herbivore
motility.
The study of biological pattern formation has gained popularity. Recently
particular interests have been on the impact of environmental changes [4,
16, 17]. The dynamic relationships between species and their complex prop-
erties are at heart of many important ecological and biological processes.
Predator-prey dynamics are a classic and relatively well-studied example of
interactions.
Camara and Aziz-Alaoui [6] consider a predator-prey system modeled by a
reaction-diffusion equation. It incorporates the Holling-type II and a modi-
fied Leslie-Gower functional responses. Their paper addresses the analysis of
the global stability of the endemic equilibrium, the bifurcations and spatio-
temporal dynamics of a system of this type. In their paper [7], they focus
on spatiotemporal patterns formation. They showed how diffusion affects
the stability of predator-prey positive equilibrium and derive the conditions
for Hopf and Turing bifurcation in the spatial domain. Her findings suggest
that Hopf instability leads to the formation of symmetric labirynth and Tur-
ing instability destroys a spatiotemporal chaos and leads to the formation of
labirynth pattern.
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Camara [7, 8] considered a system of reaction-diffusion equations to model
the spatiotemporal dynamics of three species linked by a trophic food chain.
Through the analysis of bifurcations, pattern complexity was explored by
determining the critical parameter values, which lead to ecosystem changes
in a bottom-up scenario of control.
Feudel et al. [10] studied spatiotemporal patterns in marine systems as a
result of the interaction of population dynamics with physical transport pro-
cesses. These physical transport processes can be either diffusion processes
in marine sediments or in the water column. They have shown that Turing
patterns can occur which yield heterogeneous spatial patterns of the species.
Upadhyay and Thakur [26] performed spatiotemporal dynamics and pat-
tern formation in a model aquatic system with Beddington-DeAngelis type
functional response in both homogeneous and heterogeneous environments.
Their model incorporates the spatial heterogeneity in the growth rate of
phytoplankton population and the effect of fish predation in the model sys-
tem which follows Holling type III functional response. Her findings suggest
that The Turing instability destroys a spatiotemporal chaos and leads to the
formation of wavy structure. Alonso et al. et al. [2] pointed out that mu-
tual interference between predators could give rise to Turing spatial patterns
under certain conditions of trophic interaction. These non-uniform spatial
distributions arise through diffusion-driven instabilities. Haque [12] showed,
analytically that the difference pointed out by Alonso et al. [2] between prey
dependent and ratio dependent predator-prey model is no longer valid when
competition among the predator population is being incorporated. Observing
the importance of ratio-dependent functional response in the predator-prey
model, Haque [12] modified the classical Bazykin’s [5] model by taking the
ratio-dependent predation term into account instead of the prey-dependent
predation term when a predator experiences serious hunting process, and his
model takes the following form:

du

dt
= ru

(

1− u

k

)

− muv

au+ v
= F1(u, v), (1a)

dv

dt
=

emuv

au+ v
− dv − hv2 = F2(u, v), (1b)

u(0) = u0 > 0, v(0) = v0 > 0,

where v(t), v(t) stands for the prey and predator density, respectively, at
time t. r, k, m, a, e, d, are positive constants that stand for prey intrinsic
growth rate, carrying capacity of the environment, consumption rate, prey

3



saturation constant, conversion rate, predator death rate, respectively. The
parameter h measures the predator intra-specific competition.
Models with intra-species competition have been extensively studied in lit-
erature [5, 4, 12, 3].

In the evolutionary process of population species, individuals do not re-
main fixed in space and their spatial distributions change continuously due
to the impact of many factors. Therefore, different spatial effects have been
introduced into prey-predator model (1), such as diffusion [14, 11]. In the
present investigation we focus on a special class of spatio-temporal patterns
that are very likely to be found in the neighborhood of Turing-Hopf bifurca-
tions. In this way there has been a growing understanding, what transitions
between different dynamical regimes arising as a result of perturbation of the
system’s parameters.
The paper is organized as follows: In Section 2, the analytical behavior of
the temporal model around the positive interior equilibrium is briefly studied.
In section 3, with respect to some parameters we perform a series of simu-
lation to illustrate the emergence of spatiotemporal patterns. The obtained
results show that the modeling by both intra-specific competition and dif-
fusion is useful for studying the dynamic complexity of ecosystems. Finally,
some conclusions and comments based on numerical simulations exhibiting
quantitative response of the system are included in Section 4.

2. Model formulations

In the current paper, the spatiotemporal behaviors of the prey-predator sys-
tem (1) are described under uniform environment. In order to consider
this, we incorporate into model (1) spatial effects by deriving, the follow-
ing reaction-diffusion model

∂u

dt
= F1(u, v) +Du∆u, (2a)

∂v

dt
= F2(u, v) +Dv∆v, (2b)

with initial condition

u(x, y, 0) > 0, v(x, y, 0) > 0, for (x, y) ∈ [0, L]× [0, L], (3)

and boundary conditions

(n.∇)(u, v)T = 0, on ∂Ω̄,
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where ∂Ω̄ is the closed boundary of the reaction-diffusion domain Ω̄ and n
is the outward unit normal vector to ∂Ω̄. The zero flux boundary conditions
imply that no species enter or leave the defined environment. Du and Dv are
the diffusion coefficients of prey and predator respectively.
Haque [12, 14] obtained that the system (1) possesses three steady states:

E0(0, 0), E1(k, 0), E2(u
∗, v∗).

where (u∗, v∗) are given in A.2.
The equilibrium point E0 corresponds to absence of both species, E1 means
the extinct of prey, and E2 corresponds to coexistence of the two species.
The first two equilibria E0 and E1 obviously exist. From Ref. [13], we know
that there exists a real positive interior equilibrium point E2 if ψ2 > 0. The
stability analysis of the system (2) around E2 has been carried out in [12, 11].

2.1. The behavior of the system around the interior equilibrium E2

We derive the conditions for Turing-Saddle-node, Turing-Hopf, and Turing-
Bogdanov, bifurcation around E2

Theorem 1. (i) The system (1) experiences a saddle-node bifurcation around

E2 at m = m[sn], where m[sn] =
r(k2a2h2+2 kθ1ha−d2−2 dθ1)

4kθ1ha
, where θ1 is

given in Appendix A.1.

(ii) The system (1) enters into a Hopf-bifurcation around E2 at m = m[hb],
where m[hb] is given in Appendix A.1.

(iii) The system (1) enters into a Takens-Bogdanov bifurcation around E2

at m = m[tb] for d = d[tb]; where m[tb] and d = d[tb] are given in
Appendix A.1.

3. Simulations of patterns from bifurcations around E2

In this section, we find a general space where all kinds of bifurcations
mentioned above could be experienced by the system (2a)- (2b). We took a
set of admissible parameter values:

h = 0.0063, k = 16.0, a = 1.453, e = 0.32, d = 0.187 (4)

When prey intrinsic growth rate r and predator consumption ratesm vary,
model system (2a)-(2b), describing only the temporal dynamics of predator-
prey interactions, leads to several local bifurcations around equilibrium E2.
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In Fig. 1, blue area corresponds to the values of r and m for which E2 does
not exist. The light yellow (respectively dark yellow) color represents the
values of r and m for which E2 is a stable node (respectively a stable spiral).
The light red (respectively dark red ) color represents the values of r and m
for which E2 is an unstable node (respectively an unstable spiral).

Fig. 1: Local bifurcation of model (1) around the interior equilibrium E2 when prey
intrinsic growth rate r and predator consumption rates m vary with parameter values:
h = 0.0063, k = 16.0, a = 1.453, e = 0.32, d = 0.187.

3.1. Patterns in an excitable medium

Here we take into account the spatial dimension by considering the model
(2) defined in the square numerical domain Ω = [0 , 600] × [0 , 600] with
zero-flux boundary condition and by varying m and r. We assume that the
two populations have the same diffusion coefficients (Du = Dv = 0.82), and
we fix the other parameters as follows,

h = 0.0063, k = 16.0, a = 1.453, e = 0.32, d = 0.187. (5)

Values of m and r in yellow area of Fig. 1 correspond to local stability of
equilibrium E2 for PDE (2). However in red area, equilibrium E2 is also
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unstable for PDE (2) and this leads to complex pattern formation. In order
to study numerically these complex patterns and bifurcations of model (2)
around equilibrium E2, we fix the initial population densities (at time t = 0)
close to equilibrium E2 as follows,

u(x, y, 0) = u∗,

v(x, y, 0) = v∗ + 0.05(w − 0.5), (6)

where w is randomly generated and follows a [0, 1] uniform distribution.
In Fig. 2, the spatiotemporal model (2) exhibits spiral waves when predator
and prey have the same diffusion rate. In this figure, m and r are varying in
red area of Fig. 1, and the other parameters are fixed as in (5). In Fig. 2(A1)-
(A2), m and r are in the dark red area of Fig. 1, and in Fig. 2(B1)-(B2), m
and r are in the light red area of Fig. 1. These spiral waves emerge from a
combination of nonlinear neighborhood interactions and local dispersal and
are a characteristic of excitable media. In fact, spatiotemporal model (2)
shows excitable kinetics meaning that small perturbations from homogeneous
equilibria are damped down, but if these perturbations go beyond a critical
threshold they are amplified [23]. These spiral waves are not stationary and
change in time and space.

3.2. Patterns in non-excitable medium

In this section, using numerical methods, we perform numerical simula-
tions of the system (2) in a two-dimensional space and illustrate that reaction-
diffusion induce spatial patterns.
When prey intrinsic growth rate r and predator consumption rates m are
in the yellow area of Fig. 1, the interior equilibrium E2 is locally stable for
model (2). In fact, when predator and prey have the same diffusion rate,
E2 is also stable for model the spatiotemporal model (2) and there is no
pattern formation. The instability leading to the pattern formation, known
as diffusion-driven instability or Turing instability is caused by the fact that

the predator diffuses faster than the prey. When we fix Dv = 1.95,
Dv

Du

> 60

and the other parameters are fixed as in (5). Light blue area of Fig. 3(A)

correspond to values of m and r leading to Turing instability when
Dv

Du

> 60.

As we can see in Fig. 3(B), a spontaneous stationary pattern emerges.
However when the intrinsic growth rate r and the rate of competition h vary,
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Fig. 2: Emergence of spiral waves in excitable media for Du = Dv = 0.82. Figures 2
(A1)-(A2): m = 3.495 and r = 2.71807. Figures 2 (B1)-(B2): m = 3.495 and r = 2.785.

the region corresponding to non-excitable media is bounded by three bi-
furcations: Turing bifurcation, Turing-Saddle-Node bifurcation and Turing-
Transcritical bifurcation (see Fig. 4). The occurrence of saddle-node bifurca-
tion and transcritical bifurcation is independent of the spatial dimension of
the model. In fact these two bifurcations occur when two isoclines of different
natures, initially disjointed become tangent and intersect at the bifurcation
point. Then, two equilibrium points appear, the unstable and the other sta-
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ble (E2 in system 1). However, the diffusion process generates the instability
of equilibrium E2 for system 2. Thus, the combination of saddle-node bifur-
cation or transcritical bifurcation with diffusion process (parameter values
are in the region of bifurcations Fig. 4), leads to Turing stationary patterns.

Fig. 3: Zone of Turing instabilities when
Dv

Du

> 60, h = 0.0063, k = 16.0, a = 1.453,

e = 0.32 and d = 0.187.

3.3. Patterns in interface between excitable and non-excitable medium

Fig. 5 represents according to model parameters, the interface between
the excitable and non-excitable media. When the prey intrinsic growth rate r,
predator consumption rate m and intra-specific competition h vary together,
Fig. 5(A) shows the correlation of these parameters with the emergence of
Turing-Hopf-Andronov bifurcations. Thus, the prey intrinsic growth rate
r and the predator consumption rate m positively influence the emergence
of a Turing-Hopf- Andronov bifurcation while the competition has no ef-
fect on the emergence of such a bifurcation. However, Fig. 5(B) illustrate
the correlation between the emergence of Turing-Hopf-Andronov bifurcation
and the joint variation of predator consumption rate m, intra-specific com-

petition h and the ratio of diffusion
Dv

Du

. Thus, we have in Fig. 5(B), the
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Fig. 4: Bifurcations of Turing, Turing-Saddle-Node and Turing-Transcritical, when intrin-
sic growth rate r and competition rate h vary, with Du = 0.02 and Dv = 0.055

competition rate h is negatively correlated, the ratio of diffusion
Dv

Du

is pos-

itively correlated while the predator consumption rate m is not correlated
with the emergence of a Turing-Hopf-Andronov bifurcation. One charac-
teristic of a Turing-Hopf-Andronov bifurcation is the coexistence of Turing
wavelength and the wavelength of a traveling wave. For long Turing wave-
lengths, short wavelength traveling waves appear on the Turing structures.
Several oscillatory Turing patterns of this phenomenon have been shown in
Ref. [28], where the Turing wavelength is about 4 times longer than that
of the traveling waves. However, if the wavelength of the Turing pattern is
short compared with that of the wave mode, modulated patterns [27]. This
behavior indicates that nonlinear effects arising from the interaction between
the Turing and wave modes suppress the pure Turing mode and leads to the
emergence of oscillatory patterns.
Fig. 5 shows modulated Turing structures develop from a standing wave
pattern. First, the initial unstable standing wave gives way to an almost
uniform steady state, which is gradually converted into a Turing pattern
(Fig. 5(A)). This pattern remains almost unchanged for a significant pe-
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riod of time after which modulation, first by standing and then by traveling
waves, becomes apparent (Fig. 5(B)). However, with a changing parameter
value r = 2.05311579, m = 2.67, Du = 0.02, Dv = 0.055, the oscillatory
state undergoes a series of bifurcation and becomes chaotic (Fig. 6).

Fig. 6 is a spatiotemporal chaos from Turing-Hopf-Andronov bifurcation.
This figure shows that an interaction between Turing and wave modes may
lead to the lost of Turing structures and spiral wave patterns, making chaotic
patterns emerge.

Fig. 5: Relationships between the model parameters leading to instability of Turing Hopf
Andronov, with e = 0.32, d = 0.137, h ∈]0, 6[, m ∈]0, 4[. In (A): Du = 0.02, Dv =
0.055, in (B): r = 2.05311579 .

4. Conclusion and discussion

The present investigation deals with the analysis of the spatial pattern
formation of a diffusive predator-prey system with ratio-dependent functional
response involving the influence of intra-species competition among predators
within two-dimensional space. There are many ways in which a particular
type of intra-specific competition might be considered advantageous or dis-
advantageous to a population. In this regard most references in the literature
study the stability versus instability of a positive equilibrium [15, 19].
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Fig. 6: Emergence of spatio-temporal chaos from Turing-Hopf-Andronov bifurcation, with
a = 1.453, e = 0.32, d = 0.187 h = 0.0063, r = 2.05311579, m = 2.67.

Based on the bifurcation conditions, we simulate numerically the spatial
pattern formation, the evolution process of the system near the interior equi-
librium. We find in Fig. 2 that Hopf instability leads to the formation of spi-
ral wave patterns and show in Fig. 3, patterns from Turing instability. Our
investigations reveal correlation between parameters and the emergence of
Turing-Hopf-Andronov bifurcations. We obtain interacting spiral wave pat-
terns as chaotic pattern for the parameter values outside the Turing domain.
We also discover that the Turing-Hopf-Andronov bifurcation can drive spa-
tiotemporal chaotic dynamics (Fig. 6). These chaotic patterns emerge from
nonlinear interaction Turing mode and wave mode. However, it requires that
the wavelength of the mode wave to be greater than that of Turing mode.
This emerging patterns or modulated patterns induce a lost of Turing insta-
bility and spiral pattern. Interactions between Turing mode and wave mode
can also induce modulated standing waves [28].

In ecology, oscillations are associated with destabilization. The reason is
that extinction of the population due to natural fluctuations becomes very
likely when the oscillation drives the population to low abundances [22]. For
a population, it has been shown that chaotic dynamics can be of advan-
tage in order to stabilize the whole population. Consequently it reduces the
probability of a global extinction [1]. The mathematical analysis combined
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with numerical investigation reveals the complexity of the structural organi-
zation of interacting populations. A change of the model parameter values
can categorically infer the structure of this organization [8]. The stability
analysis of structures can prevent absolute changes. As in [9], knowledge of
the distribution shape can be an indicator of environmental quality.
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Appendix A. Turing instability Conditions

the Jacobian matrix J of the system (1) is given by

J =









r
(

1− u

k

)

− ru

k
− mu

au+ v
+

mauv

(au+ v)2
− mu

au+ v
+

muv

(au+ v)2

emv

au+ v
− emauv

(au+ v)2
emu

au+ v
− emuv

(au+ v)2
− d− 2 hv









= (ζij)2×2.

Using the Sotomayor theorem [24], and Murray [18], we have the following
theorem:

15



Theorem 2. Suppose ∂W
∂t

= F (W,λ)+D∇W , where F (W,λ) = (F1, F2)
T =

0, W = (u, v)T , D =

(

Du 0
0 Dv

)

and λ is taken as a bifurcation parameter.

Let J ≡ AF (W,λ) = ζ2×2 be the Jacobian matrix of this system. If U and V
are two eigenvectors corresponding to a zero eigenvalue of the matrix J and
its transpose JT respectively, then system experiences

The necessary and sufficient conditions for Turing instability (TI) to arise
as follows:

Turing instability (TI): trJ < 0, det J > 0, Dvζ
[2]
11 +Duζ

[2]
22 > 0,

(Dvζ
[2]
11 +Duζ

[2]
22 )

2 − 4DuDv det J > 0;

Turing-Saddle-node(TSNB): trJ < 0, det J = 0, Dvζ11 +Duζ22 > 0, Dv 6= Du,

V T [Fλ(W,λ)] 6= 0, V T [A2F (W,λ)(U, U)] 6= 0;

Turing-Transcritical(TTCB): trJ < 0, det J = 0, Dvζ11 +Duζ22 > 0, Dv 6= Du,

V T [Fλ(W,λ)] = 0, V T [AFλ(W,λ)U ] 6= 0,

V T [A2F (W,λ)(U, U)] 6= 0;

Turing-Hopf-Andronov(THAB): trJ = 0, det J > 0, ζ22(Du −Dv) > 0,

(ζ22(Du −Dv))
2 > 4DuDv det J, Dv 6= Dv;

Turing-Bogdanov-Takens(TBTB): trJ = 0, det J = 0, ζ22(Du −Dv) > 0;

bifurcation aroundW , where AFλ =
∂(AF )

∂λ
; and A2F (W,λ)(U, U), A3F (X, λ)(U, U, U)

are defined in Appendix A.2.

Appendix A.1. Expressions for θ1, θ2, m
[tb], d = d[tb] and θ3.

θ1 is given by

θ1 = −a
2dhk + erd±

√
a4d2h2k2 + d2a2ehkr + rk3a4h3e + r2k2a2h2e2

2(a2hk + er)
.(A.1)

m[hb] is given by
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m[hb] =

(

2 a3h2k2θ3d− 2 a3h2k2θ2r − 2 a3hk2rd+ 2 a3hk2d2 + a2eθ2
2k2h3 + a2eh2k2θ2r

−2 hr2k2a2e− a2ehk2d2 + 3 a2ehk2rd+ 4 a2θ2
2rkh2 + 6 a2θ2drkh+ 2 rd2ka2

+2 ae2h2k2θ2r + 2 r2e2k2ah− 6 aeθ2
2rkh2 − 5 aeθ2drkh− aehkθ2r

2 − red2ka

+aekdr2 + 4 e2θ2
2rkh2 + 2 e2hkθ2r

2 + 2 e2θ2drkh+ eθ2
2r2h

+eθ2dr
2

)/(

ke(2 a2dhk − 2 rka2h− adehk + 2 ard+ 2 ahker − erd)

)

,

where θ2 is the root of the equation

(

4 rh2ka2 − 6 h2aker + h3a2k2e + hr2e+ 4 re2kh2
)

Z3+

(

dr2e + 4 re2khd

+2 r2e2kh+ 8 rdka2h− 10 dahker + 2 re2k2ah2 + da2h2k2e

)

Z2+

(

r2e2kd

−hr2k2a2e+ 2 r2e2k2ah+ 4 rd2ka2 − 4 red2ka + re2kd2

+re2k2ahd

)

Z + r2e2k2ad− dr2k2a2e = 0

m[tb] and d = d[tb] are given by

m[tb] =

(

4 a7h5θ3k
5 − 5 a6h5θ3k

5e + 4 a6h4θ3k
4r − 3 a5h4θ3k

4er − 2 a4h4e2θ3k
4r

+a4h3θ3k
3r2e+ a3h3e2θ3k

3r2 − a3h2θ3k
2er3 + 3 a2h2e2r3θ3k

2 − ahe2r4θ3k

−θ3e2r5 − 4 k4a6h4 + 4 k4ea5h4 − 4 k3a5h3r + 2 rk3a4h3e+ 2 k3e2a3h3r + 2 ka2her3

−2 ke2ahr3
)/(

(4 a3h2k2 − a2eh2k2 + 2 ahker − r2e)(−2 a2hk + 4 a3h2θ3k
2 + 2 θ3khar

−3 a2θ3k
2h2e+ θ3r

2e+ 2 aehk)

)

,
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d[tb] =

(

akh(−16 rk3a4h3e− 18 r2k2a2h2e2 + 16 a7h5θ3k
5 − 12 r2k2a4h2 + 8 k3a5h3r

+11 k4ea5h4 + k4e2a4h4 + 3 θ3e
2r5 − 12 k4a6h4 − aer4 + e2r4 − a5h5θ3k

5e2

−16 a6h4θ3k
4r + 8 k3e2a3h3r + 8 ke2ahr3 − 8 ka2her3 + 30 k2a3h2er2 + 32 a5h3θ3k

3r2

−9 a4h4e2θ3k
4r − 26 a2h2e2r3θ3k

2 + 8 a2hθ3ker
4 − 56 a4h3θ3k

3r2e+ 30 a3h3e2θ3k
3r2

+40 a3h2θ3k
2er3 + 3 ahe2r4θ3k + 24 a5h4θ3k

4er − 16 a6h5θ3k
5e

)/(

(−4 a4h2k2

+8 a5θ3k
3h3 + 3 a3eh2k2 − 6 a4θ3k

3h3e+ a2h2e2k2 − a3h3θ3k
3e2 + 2 ra2keh− 2 ahe2rk

+3 a2h2e2θ3k
2r − r2ae+ 6 a2θ3kher

2 + r2e2 − 3 ahe2θ3kr
2

+e2r3θ3

)(

4 a3h2k2 − a2eh2k2 + 2 ahker − r2e)

)

,

where θ3 is given by

θ3 =
−aehk + 2 a2hk + er ±

√
a3eh2k2 + 2 ra2keh+ r2ae

4 a3h2k2 − a2eh2k2 + 2 ahker − r2e
.

Appendix A.2. Notations

The notations are same as that of [20]. We define A2F (U, U) andA3F (U, U, U)

as follows: A2F (W,λ)(U, U) =

(

∂2F1

∂u2 u
2
1 +

∂2F1

∂u∂v
u1u2 +

∂2F1

∂v∂u
u2u1 +

∂2F1

∂v2
u22

∂2F2

∂u2 u
2
1 +

∂2F2

∂u∂v
u1u2 +

∂2F2

∂v∂u
u2u1 +

∂2F2

∂v2
u22

)

,

and

A3F (W,λ)(U, U, U) =

(

∂3F1

∂u3 u
3
1 +

∂3F1

∂u2∂v
u21u2 +

∂3F1

∂v2∂u
u22u1 +

∂3F1

∂v3
u32

∂3F2

∂u3 u
3
1 +

∂3F2

∂u2∂v
u21u2 +

∂3F2

∂v2∂u
u22u1 +

∂3F2

∂v3
u32

)

,

where U = (u1, u2)
T is the eigenvector corresponding to the matrix J .

Thus, at equilibrium E2 = (u∗, v∗), where

u∗ = ψ1k,

v∗ = −ak (er
2ψ1 − 2 rψ1me+ rψ1da+ 2mer − ard− r2e−m2e + dam)

(a2hk + er) (−r + rψ1 +m)
,(A.2)

ψ1 =
rka2h− 2mer + 2 r2e+ ard±

√
ψ2

2r (a2hk + er)
,

ψ2 = r2k2a4h2 + 4 r2ka2hme− 2 a3dhkr2 + a2d2r2 − 4 rka2hm2e+ 4 rka3hdm,
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we have

∂2F1

∂u2
=

−2r

k
+

amv∗

(au∗ + v∗)2
−amv

∗ (au∗ − v∗)

(au∗ + v∗)3
,

∂2F1

∂u∂v
= − amu∗

(au∗ + v∗)2
+
amu∗ (au∗2− v∗)

(au∗ + v∗)3

∂2F1

∂u2
=

mu∗

(au∗ + v∗)2
+
mu∗ (au∗ − v∗)

(au∗ + v∗)3
,

∂2F2

∂u2
= − eamv∗

(au∗ + v∗)2
+
eamv∗ (au∗ − v∗)

(au∗ + v∗)3

∂2F2

∂u∂y
=

eamu∗

(au∗ + v∗)2
−eamu

∗ (au∗ − v∗)

(au∗ + v∗)3
,

∂2F2

∂v2
= − emu∗

(au∗ + v∗)2
−emu

∗ (au∗ − v∗)

(au∗ + v∗)3
−2h

∂3F1

∂u3
= − 2a2mv∗

(au∗ + v∗)3
+

2a2mv∗ (au∗ − 2v∗)

(au∗ + v∗)4
,

∂3F1

∂u2∂v
=
am (au∗ − v∗)

(au∗ + v∗)3
+ am

(au∗ − v∗)2 − 2au∗v∗

(au∗ + v∗)4

∂3F1

∂v2∂u
= −m (au∗ − v∗)

(au∗ + v∗)3
−m(au∗ − v∗)2 − 2au∗v∗

(au∗ + v∗)4
,

∂3F1

∂v3
= − 2mu∗

(au∗ + v∗)3
+
2mu∗ (au∗ − 2v∗)

(au∗ + v∗)4

∂3F2

∂u3
=

2ea2mv∗

(au∗ + v∗)3
− 2ea2mv∗ (au∗ − 2v∗)

(au∗ + v∗)4
,

∂3F2

∂u2∂v
= −eam (au∗ − v∗)

(au∗ + v∗)3
+ eam

(au∗ − v∗)2 − 2au∗v∗

(au∗ + v∗)4

∂3F2

∂v2∂u
= em

(au∗ − v∗)

(au∗ + v∗)3
+em

(au∗ − v∗)2 − 2au∗v∗

(au∗ + v∗)4
,

∂3F2

∂v3
=

2emu∗

(au∗ + v∗)3
+
2emu∗ (2au∗ − v∗)

(au∗ + v∗)4
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