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ABSTRACT 

Quantum chemistry offers a large variety of methods to treat excited states. Many of 

them are based on a multi-reference wave function ansatz and are therefore 

characterized by an intrinsic complexity and high computational costs. To overcome 

these drawbacks and also some limitations of simpler single-reference approaches 

(e.g., Configuration Interaction Singles (CIS) and Time-Dependent Density 

Functional Theory (TDDFT)), the single-determinant ΔSelf-Consistent Field-Initial 

Maximum Overlap Method ( Δ SCF-IMOM) has been proposed. This strategy 

substitutes the aufbau principle with a criterion that occupies molecular orbitals at 

successive SCF iterations on the basis of their maximum overlap with a proper set of 

guess orbitals for the target excited state. In this way it prevents the SCF process to 

collapse to the ground state wave function and provides excited state single Slater 

determinant solutions to the SCF equations. Here we propose to extend the 

applicability of IMOM to the treatment of localized excited states of large systems. To 

accomplish this task, we coupled it with the QM/ELMO (quantum mechanics / 

extremely localized molecular orbitals) strategy, a quantum mechanical embedding 

method in which the most chemically relevant part of the system is treated through 

traditional quantum chemical approaches, while the rest is described by extremely 

localized molecular orbitals transferred from recently constructed libraries or proper 

model molecules. After presenting the theoretical foundations of the new 

IMOM/ELMO technique, in this paper we will show and discuss the results of 

preliminary test calculations carried out on both model systems (i.e., decanoic acid, 

decene, decapentaene and solvated acrolein) and a system of biological interest (flavin 

mononucleotide in the flavodoxin protein). We observed that, for localized excited 

states, the new IMOM/ELMO method provides reliable results, and it reproduces the 
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outcomes of fully IMOM calculations within the chemical accuracy threshold (i.e., 

0.043 eV) by including only a limited number of atoms in the QM region. 

Furthermore, the first application of our embedding technique to a larger biological 

system gave completely plausible results in line with those obtained through more 

traditional quantum mechanical methods, thus opening the possibility of using the 

new approach in future investigations of photobiology problems. 
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I. INTRODUCTION 

Excited states play a crucial role in many natural phenomena and their full 

understanding is of paramount importance to get fundamental insights and 

advancements in many research fields, ranging from materials science to biology. To 

achieve this goal, quantum chemistry currently offers a wide arsenal of advanced and 

sophisticated methods, among which we can mention techniques as Multi Reference 

Configuration Interaction (MRCI),1,2 Complete Active Space Self-Consistent Field 

(CASSCF),3, 4 Complete Active Space Perturbation Theory (e.g., CASPT2),5-7 Multi-

Reference Møller-Plesset (MRMP),8 Equation-of-Motion Coupled Cluster (EOM-

CC),9-11 Linear-Response Coupled Cluster,12,13 Configuration Interaction Singles 

(CIS)14-16 and Time-Dependent Density Functional Theory (TDDFT).17-19 

Many of the above-mentioned quantum chemistry strategies for the description of 

excited states are based on a multi-reference wave function ansatz and are 

consequently cumbersome and computationally expensive. These drawbacks are 

partially solved by the single-reference CIS and TDDFT techniques, which, on the 

other hand, show other non-negligible weaknesses, mainly due to the complete lack of 

molecular orbital relaxation in the excited states. For example, this leads to 

overestimations of excitation energies in the CIS case20 and to the well-known 

unsatisfactory performances of the TDDFT approach in describing Rydberg21,22 and 

charge-transfer23,24 states. In the latter cases, the choice of a suitable range-separated 

functional usually solves the problem but may sometimes represent a complication. 

To avoid it, one could use the alternative Bethe-Salpeter equation (BSE) formalism25 

that is as computationally expensive as TDDFT but does not require the selection of 

functionals for the calculations. 
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However, to overcome some of the shortcomings of the above-mentioned single-

references techniques and, at the same time, to keep their computational advantages 

and easiness, it is also possible to resort to ΔSelf-Consistent Field (ΔSCF) 

approaches26-28 in which the excitation energy is obtained as difference between the 

ground and excited state energies at Hartree-Fock (HF) or density functional theory 

(DFT) level. In this context, to obtain excited state SCF solutions different from the 

ground state ones (namely, to avoid the so-called variational collapse), Gill and 

coworkers proposed a simple algorithm/strategy: the Maximum Overlap Method 

(MOM),29-31 which afterwards evolved in its more stable version, currently known as 

Initial Maximum Overlap Method (IMOM)32,33. For the computation of the excited 

state wave function, MOM and IMOM start from a set of guess/reference orbitals that 

lie in the basin of attraction of the desired excited state and that are generally selected 

by promoting one or more electrons from the occupied to the virtual ground state 

molecular orbitals (MOs) according to chemical intuition. These orbitals afterwards 

relax during the subsequent SCF procedure, in which, at each step, the MOs are not 

occupied according to the aufbau principle but adopting a criterion that chooses those 

orbitals that have the largest projection onto the space of the MOs at the previous 

iteration (MOM case) or onto the space of the starting guess orbitals (IMOM case). 

As of today, MOM and IMOM are probably the simplest algorithms to obtain non-

aufbau solutions to the SCF equations. However, it is worth pointing out that the 

former cannot always prevent the variational collapse due to drifts of the reference 

molecular orbitals away from the target non-aufbau state, while the latter generally 

avoids the previous problem but sometimes shows convergence difficulties.34 To 

overcome these drawbacks, alternative algorithms have been recently proposed. 

Among the most remarkable ones we can mention the strategy proposed by Levi and 
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coworkers, who proposed a direct optimization approach combined with MOM,35,36 

the square gradient minimization (SGM) introduced by Hait and Head-Gordon,37 and 

the State-Targeted Energy Projection (STEP) devised by Carter-Fenk and Herbert38. 

Finally, for the sake of completeness, it is worth reminding that ΔSCF methods are 

generally affected by spin-contamination because singlet open-shell excited states 

cannot be properly described through single Slater determinant wave functions.34 To 

solve this problem, the simplest possibility consists in applying a spin purification a 

posteriori34 through the approximate spin-projection protocol39. Another option is to 

resort to an orbital-optimized technique for excited states that is similar but different 

from the ΔSCF strategies: the restricted open-shell Kohn-Sham (ROKS) approach,40-

42 where the spin-corrected energy expression associated with a two-determinant (i.e., 

the singlet and triplet Slater determinants) wave function for an open-shell singlet 

excited state is minimized with respect to a single set of molecular orbitals.   

Anyway, although it is important to bear in mind all the above-mentioned precisions, 

MOM and IMOM remain the simplest algorithms within the context of ΔSCF 

methods. For this reason, they will be the main subject of the present paper. In 

particular, we will focus on IMOM that converges to the desired excited states better 

than MOM.32 

As one can imagine, the Initial Maximum Overlap Method has a scaling (~ 𝑀!, with 

𝑀	as the number of basis functions used in the computation) that is much more 

favorable than those of more sophisticated multi-reference approaches for excited 

states. Nevertheless, as the size of the investigated systems becomes larger, the 

computational cost increases also for IMOM and, more importantly, since molecular 

orbitals are more and more delocalized, the initial selection of the proper 

guess/reference orbitals for the determination of the excited state wave function 
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becomes less and less trivial and convergence problems may also arise. These factors 

prevent a straightforward application of the Initial Maximum Overlap Method to large 

systems in all the situations. 

To extend its range of applicability, IMOM could be coupled with multi-scale 

embedding strategies of quantum chemistry,43 namely techniques in which the most 

chemically relevant region of the system under exam is described by means of a high-

level quantum mechanical approach, while the remaining part is treated through a 

lower-level method. Among these techniques, a prominent place is certainly occupied 

by the quantum mechanics / molecular mechanics (QM/MM) strategies,44-48 which 

historically represent the first examples of multi-scale embedding approaches. 

However, in more recent years, the development of fully quantum mechanical 

embedding methods has also witnessed a large and rapid expansion, with the 

introduction of the density matrix49-52 and density functional embedding strategies53-

68. Some of these approaches have been also coupled with traditional quantum 

chemical techniques for the treatment of excited states,69-77 and, in all these cases, the 

range of applicability of the parent quantum chemistry method for excited states 

increased without affecting the accuracy of the results. 

Another fully quantum mechanical embedding approach is the recent QM/ELMO 

(quantum mechanics / extremely localized molecular orbital) method, which will play 

a crucial role in this work.78-82 This technique derives from the Local Self-Consistent 

Field (LSCF) technique83,84 and consists in treating the most important region of the 

investigated system through a traditional quantum chemical strategy, while the rest is 

described by means of extremely localized molecular orbitals (ELMOs)85-87 properly 

transferred from recently constructed libraries88-90 or suitable tailor-made model 

molecules. In fact, since ELMOs are molecular orbitals strictly localized on small 



	 8 

fragments (such as atoms, bonds or functional groups), they can be easily exported 

from a molecule to another.88,89,91-95 Databanks of these orbitals have been thus 

assembled in order to instantaneously reconstruct approximate wave functions and 

electron densities of polypeptides and large proteins,90 but also to refine crystal 

structures of macromolecules and organometallic compounds96 in the framework of 

modern quantum crystallography97-102 (more details about the ELMOs transferability 

and the ELMO libraries are given in the Supporting Information).  

Recent validation studies have shown that the new QM/ELMO embedding technique 

is able to reproduce the corresponding fully quantum mechanical calculations within 

chemical accuracy at a significantly reduced computational cost.79,80 On top of that, 

and interestingly for this work, very recently the QM/ELMO approach has been also 

successfully interfaced with Time-Dependent Density Functional Theory and 

Equation-of-Motion Coupled Cluster.80 For these reasons, here we propose the 

coupling of IMOM with the QM/ELMO strategy in order to easily extend the 

applicability of the ΔSCF Initial Maximum Overlap Method. In principle, this should 

allow the treatment of localized excited states for large systems without impacting on 

the accuracy of the results. 

To prove the soundness of the new IMOM/ELMO approach, the results of fully 

IMOM calculations (e.g., excitation energies and oscillator strengths) on relatively 

large systems will be used as references and will be compared to those obtained 

through corresponding IMOM/ELMO computations in which the size of the quantum 

mechanical region is gradually increased. Finally, a first application of the new 

technique to a problem of biological interest will be presented and discussed to show 

usefulness and potentialities of the new method.  

 



	 9 

II. THEORY 

In this section we will briefly review the main theoretical features of the IMOM and 

QM/ELMO methods, which are the two strategies at the basis of the IMOM/ELMO 

approach proposed in this work. 

 

II.A Initial Maximum Overlap Method (IMOM). As already mentioned in the 

Introduction, IMOM32 is a ΔSCF technique that computes excitation energies as 

differences between the energies of the single Slater determinants associated with the 

ground and excited states. The method can be summarized as follows: 

1. Ground-state calculation at Hartree-Fock or DFT level. This provides occupied 

and virtual orbitals among which it will be possible to select the set of 

guess/reference orbitals for the subsequent calculation of the excited state wave 

function (see point 3 below). 

2. Selection of the guess/reference molecular orbitals for the excited state wave 

function computation. This is generally done by promoting one or more electrons 

from the set of occupied ground state MOs to the set of virtual ground state MOs, 

according to the excited state that one wants to target in the computation. 

3. Excited state calculation at Hartree-Fock or DFT level using the MOs selected at 

point 2 as guess/reference orbitals. During the SCF cycle, the excited state 

molecular orbitals are allowed to freely relax. At each iteration, the occupation of 

the molecular orbitals is not decided according to the aufbau principle, but 

through a criterion that considers the projection of the current MOs onto the 

above-mentioned guess/reference orbitals. In other words, instead of occupying 

the molecular orbitals having the lowest energy, we occupy the MOs characterized 

by the largest projection 𝑝" onto the guess/reference orbitals, which is given by 

the following equation: 
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with 𝑀 as the total number of basis functions used in the calculations and 	𝑆,- as 

the overlap between the 𝜇-th and 𝜈-th basis functions 

4. The excitation energy is computed as difference between the energy resulting 

from the excited state calculation (see point 3) and the one obtained through the 

corresponding ground state computation (see point 1). The two calculations are 

performed on the same geometry and no zero-point vibration energy correction is 

introduced. Therefore, the computed excitation energies are actually vertical 

excitation energies. 

To perform all the calculations of the present work, we implemented the IMOM 

algorithm by adapting the SCF routines of our modified version of the Gaussian09 

quantum chemistry package.103 Finally, it is worth noting that the molecular orbitals 

obtained from excited state calculations can be also exploited in post-HF 

computations to determine the correlation energy of the excited states. This was done 

at MP2 level for the original Maximum Overlap Method,29 but this option was not 

considered in the present work, where we limited ourselves to IMOM calculations at 

DFT level (see Computational Details sections). 
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II.B The QM/ELMO technique. The quantum mechanics / extremely localized 

molecular orbital approach is a fully quantum mechanical embedding method that 

allows the treatment of the most important part of an examined system at a desired 

quantum chemical level of theory (e.g., at Hartree-Fock, DFT, post-Hartree-Fock, 

TDDFT, EOM-CCSD level), while the rest is described by means of transferred and 

frozen ELMOs.78-82 

After defining the QM and ELMO subunits and after transferring the required 

extremely localized molecular orbitals to the ELMO region, the QM/ELMO 

procedure can be seen as consisting in two main parts: i) preliminary 

orthogonalization of molecular orbitals and basis functions for the real computation; 

ii) real QM/ELMO self-consistent field algorithm. 

If 𝛘 = [|𝜒'⟩, |𝜒$⟩, … , |𝜒.⟩]  is the 1 ×𝑀  array containing the 𝑀  original non-

orthogonal basis functions of the full system (which comprises the QM and ELMO 

regions) and 𝛘2 = [|𝜒'2 ⟩, |𝜒$2 ⟩, … , |𝜒.$%
2 ⟩]  is the final 1 ×𝑀3.  array containing the 

𝑀3.  final orthonormal basis functions for the QM subunit (with 𝑀3. ≪ 𝑀), it is 

possible to show that the above-mentioned preliminary orthogonalization procedure 

can be summarized by the following transformation: 

𝛘2 = 	𝛘	𝐁			(3)	 

where 𝐁 is a global 𝑀 ×𝑀3. transformation matrix that plays a pivotal role in the 

QM/ELMO SCF algorithm described below (full details about the orthogonalization 

procedure can be found in the Supporting Information or in the original papers of the 

QM/ELMO approach78,79). 

After the preliminary orthogonalization, the real QM/ELMO SCF algorithm can start. 

It entails the following six steps: 

1. Construction of the Fock matrix 𝐅 in the set of the original basis functions 𝛘. 
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2. Transformation of the Fock matrix to the new set of orthogonal basis functions 𝛘2 

for the QM subsystem through the transformation matrix 𝐁: 𝐅2 = 𝐁4𝐅	𝐁. 

3. Diagonalization of the Fock matrix 𝐅2: 𝐅2𝐂2 = 𝐂2	𝐄′. 

4. Transformation of the molecular orbitals to the set of the original basis functions: 

𝐂 = 𝐁	𝐂2. 

5. Computation of the QM one-electron density matrix: 𝐏3. = 𝐂𝐂4. 

6. Check of convergence on energy and density matrix: if convergence is achieved, 

the SCF procedure ends; otherwise the cycle restarts from point 1. 

The QM/ELMO SCF procedure is also the starting point to carry out both post-

HF/ELMO (e.g., MP2/ELMO or CCSD(T)/ELMO) ground state computations79 and 

TDDFT/ELMO or EOM-CCSD/ELMO calculations for excited states80. The 

procedure has been implemented78-80 by modifying the Gaussain09 suite of 

programs.103 

Finally, the IMOM/ELMO technique proposed in the present paper has been 

straightforwardly coded by changing the above-described QM/ELMO SCF algorithm 

through the substitution of the aufbau principle with the criterion based on the 

projectors (see equation (1)) for the occupation of the molecular orbitals of the QM 

subsystem. 

 

III. COMPUTATIONAL DETAILS 

In order to assess performances and capabilities of the new IMOM/ELMO method in 

dealing with excited states of large systems, we have initially performed test 

calculations on relatively large molecules (1-decanoic acid, 1-decene and (3E,5E,7E)-

1,3,5,7,9-decapentaene (hereinafter simply indicated as decanoic acid, decene and  

decapentaene, respectively)) or group of molecules (acrolein surrounded by water). 
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Finally, to also prove usefulness and potentialities of the new approach, we applied it 

to a photobiology problem, namely the variation of the absorption spectrum of 

oxidized flavin mononucleotide (FMN) when it is bound to the protein flavodoxin.104 

The computational details for each of the above-mentioned test calculations are 

reported in the following subsections. For the sake of completeness, we already 

mention that all the computations were performed using the Gaussian09 quantum 

chemistry package103 in its standard version and also in our in-house variant. 
 

 
Figure 1. Schematic representation of the model systems taken into account for the initial 

validation of the IMOM/ELMO method: (1) decanoic acid, (2) decene, and (3) decapentaene. 

For (1) and (2), the reported numbers indicate the labels of the carbon atoms progressively 

included in the QM region for the IMOM/ELMO calculations, while, for (3), they represent 

the labels of the groups of atoms successively treated at quantum mechanical level.  

 

III.A Test calculations on decanoic acid and decene. The geometries of decanoic 

acid, decene and decapentaene (see Figure 1) were initially optimized at B3LYP level 

with basis-set cc-pVDZ. The resulting geometries were afterwards used to compute 

fully IMOM and IMOM/ELMO calculations at B3LYP level with Pople basis-sets (6-

31G(d), 6-311G(d), 6-31+G(d) and 6-311+G(d)) and with correlation-consistent sets 

of basis functions (cc-pVDZ, cc-pVTZ and aug-cc-pVDZ). Basis-set aug-cc-pVTZ 

was not taken into account due to convergence problems of the fully QM calculations 
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on the three test molecules, which prevented us to have benchmark values for the 

corresponding IMOM/ELMO computations. 

For decanoic acid, we considered the two local transitions 𝑛 → 𝜋∗ and 𝜋 → 𝜋∗, while, 

for decene, we analyzed the local 𝜋 → 𝜋∗ excited state and the local double excitation   

𝜋$ → (𝜋∗)$ . Finally, to show the limitations of the proposed technique, we also 

investigated the delocalized 𝜋 → 𝜋∗ excited state of decapentaene. As explained in the 

Theory section, for both the fully IMOM and the IMOM/ELMO calculations, the 

guess/reference orbitals to determine the excited state single Slater determinants were 

selected by first inspecting the MOs obtained for the ground state and then promoting 

one or more electrons from an occupied orbital of type 𝑛  (in case of an 𝑛 → 𝜋∗ 

excitation) or of type 𝜋  (in case of the 𝜋 → 𝜋∗  and 𝜋$ → (𝜋∗)$	excitations) to a 

virtual orbital of 𝜋 symmetry. In many cases, this corresponded to promoting one or 

more electrons from the HOMO or HOMO-1 to the LUMO of the considered systems. 

For the sake of completeness, the 𝑛, 𝜋 and 𝜋∗ selected orbitals for the IMOM/ELMO 

and the traditional IMOM calculations (with the 6-311+G(d) basis-set) on decanoic 

acid, decene and decapentaene are reported in the Supporting Information (see 

Figures S3-S5). 

Concerning the IMOM/ELMO computations, the size of the QM region was gradually 

increased to evaluate the effect of the ELMO embedding on the description of the 

excited states. For decanoic acid, we considered from one to seven CH2 alkyl moieties 

in the QM subsystem along with the carboxylic group; namely, we considered from 

two to eight carbon atoms (and relative substituents) in the QM region. For decene, 

we included from one to six alkyl moieties in the QM subsystem together with the 

ethylene group; in other words, we considered from three to eight carbon atoms (and 

relative substituents) in the QM region. For decapentaene, we took into account from 
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one to three propenyl-like units (i.e., from group 2 to group 4 in panel 3 of Figure 1) 

in the QM subsystem in addition to the first two carbon atoms and relative hydrogens 

(see group 1 in panel 3 of Figure 1). The results of the IMOM/ELMO calculations 

were compared to the corresponding fully IMOM ones. In particular, both excitation 

energies and oscillator strengths were analyzed. 
 

 
Figure 2. Solvated acrolein: each water molecule is labeled with a number that increases with 

the distance of the molecule from the acrolein barycenter. The eight closest water molecules 

(1-8) are depicted in blue, the second eight closest water molecules (9-16) are colored in red, 

while the eight farthest water molecules (17-24) are represented in green. 

 

III.B Test calculations on solvated acrolein. The system chosen for this validation 

tests consisted of an acrolein molecule surrounded by 24 solvent water molecules (see 

Figure 2). All computations were performed at B3LYP level with basis-set aug-cc-

pVDZ using a geometry taken from reference 75 and originally obtained through a 

Molecular Dynamics simulation. We considered excitations 𝑛 → 𝜋∗ and 𝜋 → 𝜋∗ and, 

for all the IMOM and IMOM/ELMO computations, we selected the guess/reference 

orbitals from the MOs resulting from the ground state calculations. We promoted one 
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electron from an 𝑛 or 𝜋 occupied orbital to a proper 𝜋∗ virtual orbital to respectively 

obtain the single Slater determinants associated with the 𝑛 → 𝜋∗ and 𝜋 → 𝜋∗ excited 

states. Also in this case, the 𝑛, 𝜋 and 𝜋∗ orbitals selected for all the IMOM/ELMO 

and traditional IMOM calculations are reported in the Supporting Information (see 

Figures S6 and S7). 

For the 𝑛 → 𝜋∗  excited state, a fully IMOM calculation was carried out on the 

complete system (i.e., acrolein plus 24 water molecules) and the obtained excitation 

energy and oscillator strength were used as reference values to check the convergence 

of the IMOM/ELMO computations performed by gradually enlarging the QM region, 

from a subsystem consisting only of acrolein and one (i.e., the closest) water molecule 

to a subsystem consisting of acrolein and 20 water molecules (see Figure 2). The 

water molecules were gradually introduced in the computations on the basis of their 

distance from the barycenter of acrolein. 

Concerning the 𝜋 → 𝜋∗  excitation, fully IMOM calculations showed convergence 

problems when we considered a large amount of water molecules around acrolein. 

This is due to the fact that, as the number of water molecules increases, all orbitals of 

𝜋 symmetry significantly delocalize. It is thus impossible to select the correct MO 

from which to promote the electron and convergence problems arise. As already 

mentioned in the Introduction, this is one of the main motivations that prompted us to 

propose the IMOM/ELMO approach. Therefore, to check the capabilities of the 

IMOM/ELMO method also for the 𝜋 → 𝜋∗ excitation in the solvated acrolein system, 

the references for our IMOM/ELMO calculations were the excitation energy and the 

oscillator strength obtained through the fully IMOM computation with the largest 

possible number of solvent molecules with which we reached convergence (namely, 

16 water molecules). Also in this case, we performed IMOM/ELMO calculations for 
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the 𝜋 → 𝜋∗ excited state by gradually increasing the QM region, from acrolein plus 

the closest water molecule to acrolein plus 12 water molecules (see Figure 2). 

The previous validation tests allowed the determination of a consensus-number of 

solvent molecules (6 water molecules, see the Results and Discussion section) to be 

included in the QM region in order to achieve chemical accuracy (0.043 eV) for both 

the 𝑛 → 𝜋∗ and the 𝜋 → 𝜋∗ excitation energies with respect to the corresponding fully 

IMOM computations. Hence, to monitor the effects of the surrounding water 

molecules on the analyzed spectroscopic properties, we kept fixed the size of the QM 

region and we performed an additional series of IMOM/ELMO calculations to 

compute the 𝑛 → 𝜋∗  and the 𝜋 → 𝜋∗  excitation energies and the relative oscillator 

strengths by increasing the number of solvent molecules in the calculations (from 2 to 

18, including 4 additional water molecules at each step) and by treating them at 

ELMO level. 

 

III.C Application to oxidized flavin mononucleotide in flavodoxin. For the final 

photobiology test calculations, we considered a system consisting of the complex 

between oxidized FMN and the flavodoxin protein (see left panel of Figure 3) 

solvated by 7919 water molecules. Starting from a crystal structure (PDB code: 

5NLL105), the system was initially relaxed through a Molecular Dynamics (MD) 

simulation (see Supporting Information for more details), from which 60 snapshots 

were randomly extracted. These configurations were used to perform the different 

types of IMOM/ELMO calculations that will be described below and that allowed the 

determination of conformationally-averaged absorption spectra corresponding to 

different cases. 
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Figure 3. Complex between oxidized flavin mononucleotide (FMN) and the protein 

flavodoxin (left panel); zoom of the substrate with its subdivision into QM and ELMO 

regions. As indicated in the text, the ELMO subsystem also comprises protein atoms that are 

within 3.0 Å from any atom of FMN. 

 

In particular, by exploiting the recent inclusion of the outer Molecular Mechanics 

layer in the framework of the QM/ELMO approach,106 we initially carried out 

IMOM/ELMO/MM computations with (i) the QM region practically consisting only 

of the isoalloxazine triple ring of flavin mononucleotide (see right panel of Figure 3), 

(ii) the ELMO subsystem comprising the side chain of FMN (see again right panel of 

Figure 3) and all the atoms of flavodoxin within a 3.0 Å radius from any atom of the 

substrate, and (iii) the MM subunit corresponding to the rest of the protein and the 

surrounding water molecules. To evaluate the effects of long-range electrostatic 

interactions, the external MM region was then neglected, and simple IMOM/ELMO 

calculations were performed exploiting the same IMOM/ELMO partitioning scheme 

adopted for the above-described IMOM/ELMO/MM computations. Afterwards, the 

ELMO region was removed, and, always using geometries extracted from the MD 

production phase, we carried out in vacuo IMOM calculations only on the properly 

capped isoalloxazine triple ring. Furthermore, for the sake of completeness, and to 

better evaluate consequences and possible advantages of having an intermediate 
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buffer region treated at an approximate quantum mechanical level (i.e., the ELMO 

subsystem), we also performed simple IMOM/MM computations, with the 

isoalloxazine triple ring of FMN as the QM subunit and the rest of the system as the 

MM part.  

Corresponding TDDFT/ELMO/MM, TDDFT/MM, TDDFT/ELMO and TDDFT 

calculations were also carried out on the same systems to obtain absorption spectra to 

be compared with the IMOM-based ones. 

For all the above-described calculations, the QM region was always treated at PBE 

level, and the cc-pVDZ basis-set was adopted for the whole QM(/ELMO) region. 

When IMOM/ELMO/MM, TDDFT/ELMO/MM, IMOM/MM and TDDFT/MM 

calculations were performed, the MM subsystem was described through the ff14SB 

force field and the standard link atom strategy was employed to treat the ELMO/MM 

covalent boundaries. 

 

III.D. ELMOs calculations. The ELMOs used in the QM/ELMO computations were 

previously obtained from the available ELMO libraries or from computations on 

proper model molecules carried out by exploiting a modified version of the 

GAMESS-UK software107 that implements the Stoll equations85,86 (see Supporting 

Information for more details about the ELMO theory). In particular, concerning 

decanoic acid and decene, the extremely localized molecular orbitals for the alkyl 

groups were determined on the butane molecule using a geometry optimized at 

B3LYP/cc-pVDZ level; pertaining to decapentaene, the ELMOs for the propenyl-like 

units were calculated on the B3LYP/cc-pVDZ optimized geometry of  (3E,5E)-1,3,5-

heptatriene; for the study on solvated acrolein, the only necessary ELMOs were those 

for the water molecules and were computed on a geometry always optimized at 

B3LYP/cc-pVDZ level; finally, for the investigation on the FMN-flavodoxin 
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complex, the extremely localized molecular orbitals for the protein were directly 

taken from the ELMO databanks90 (cc-pVDZ basis-set), while those for the ELMO 

subsystem of FMN were determined on the optimized geometry (B3LYP/cc-pVDZ 

level) of a model molecule that suitably describes the chemical environment of the 

different fragments (see Figure S8 in the Supporting Information). 

Before each QM/ELMO calculation, the pre-computed ELMOs were transferred using 

the ELMOdb program90, namely the software that is associated with the ELMO 

databanks and that implements the strategy originally proposed by Philipp and 

Friesner for the rotation of strictly localized bond orbitals88,108 (see Supporting 

Information for more details). 

 

IV. RESULTS AND DISCUSSION 

In this section the results of the above-described test calculations will be shown and 

analyzed to preliminarily evaluate capabilities and limitations of the IMOM/ELMO 

approach. In subsection IV.A we will discuss the results obtained for decanoic acid, 

decene and decapentaene, while, in subsection IV.B, we will focus on the case of 

acrolein surrounded by solvent water molecules, which can be considered as a more 

real and challenging situation. Finally, in subsection IV.C, we will discuss the 

application of the new IMOM/ELMO technique to investigate the optical properties 

of the complex between oxidized flavin mononucleotide and the protein flavodoxin. 

 

IV.A Decanoic acid, decene and decapentaene. First of all, let us consider the 

results obtained for decanoic acid using the Pople basis-sets (see Figure 4). For the 

𝑛 → 𝜋∗ excitation energies (see Figure 4A), already with only two carbon atoms (and 

relative substituents) in the QM subsystem, the IMOM/ELMO calculations provided 

values that are in excellent agreement with those obtained from the corresponding 
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fully IMOM computations, namely the discrepancies are always within chemical 

accuracy (0.043 eV). More precisely, when only two carbon atoms are included in the 

QM region, the calculations with basis-sets without diffuse functions provided results 

at the limit of chemical accuracy (especially in the 6-311G(d) case). On the contrary, 

the computations that used basis-sets with diffuse functions gave excitation energies 

that differ from the corresponding IMOM ones by less than 0.02 eV. By increasing 

the size of the QM region, the situation further improves, and the excitation energies 

rapidly converge to the benchmark IMOM values. In particular, already with three 

atoms in the QM subsystem, the discrepancies are lower than 0.01 eV for all the 

basis-sets. Concerning the oscillator strength for the 𝑛 → 𝜋∗  excitation (see Figure 

4B), using the different sets of basis functions we obtained results that are quite stable 

and in very good agreement with the fully IMOM values regardless of the QM region 

size. The largest discrepancy (7	 ×	1067  in absolute value) was observed for the 

IMOM/ELMO calculation with the 6-31G(d) basis-set and three carbon atoms in the 

quantum mechanical subsystem, corresponding to a relative error of 3.5%. However, 

also for the 6-31G(d) basis-set, the oscillator strengths converge to the fully IMOM 

benchmark results as more carbon atoms are treated at fully quantum mechanical 

level. 

Pertaining to the 𝜋 → 𝜋∗ excitation energies (see Figure 4C), for all the basis-sets the 

discrepancies from the fully IMOM benchmark values generally decrease as the size 

of the QM subunit becomes larger. Furthermore, and more importantly, already with 

only two carbon atoms in the quantum mechanical region, the IMOM/ELMO 

calculations reproduce the corresponding fully IMOM values within chemical 

accuracy, with the largest deviation (0.012 eV in absolute value) observed for the 6-

31G(d) basis-set. Similar trends were also observed for the values of the  𝜋 → 𝜋∗ 
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oscillator strength (see Figure 4D), which remain quite stable as the dimension of the 

QM regions varies, but which anyway converge to the fully IMOM results as more 

and more carbon atoms are included in the fully quantum mechanical subsystem. As 

one should expect, the oscillator strength values for the bright 𝜋 → 𝜋∗ excitation are 

two order of magnitude greater than those for the dark 𝑛 → 𝜋∗ excitation. 

Similar results and trends were obtained from the calculations carried out on decanoic 

acid with the correlation-consistent basis-sets, for both the 𝑛 → 𝜋∗  and the 𝜋 → 𝜋∗ 

excitations (see Figure S9 in the Supporting Information). 
 

 
Figure 4. Results of fully IMOM and IMOM/ELMO calculations performed with Pople 

basis-sets on decanoic acid: (A) absolute discrepancies between the fully IMOM and 

IMOM/ELMO 𝑛 → 𝜋∗  excitation energies; (B) 𝑛 → 𝜋∗  oscillator strengths; (C) absolute 

discrepancies between the fully IMOM and IMOM/ELMO 𝜋 → 𝜋∗ excitation energies; (D) 

𝜋 → 𝜋∗ oscillator strengths. For the oscillator strengths, the values obtained for 10 carbon 

atoms in the QM region are the fully IMOM references. 
 

 

Now, let us consider the results obtained for decene with the Pople basis-sets (see 

Figure 5). Regarding the 𝜋 → 𝜋∗ excitation energy (Figure 5A), for all the considered 

sets of basis functions, the deviations from the corresponding fully IMOM values 
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decrease as the size of the QM region increases. Unlike decanoic acid, here for the 

smallest possible QM subsystem (i.e., three carbon atoms and relative substituents) 

the discrepancies are always above the chemical accuracy limit. However, already 

from the second smallest quantum mechanical region the deviations drop below the 

0.043 eV threshold, with the largest absolute discrepancies observed when the 6-

31G(d) and 6-31+G(d) basis-sets were used (0.036 eV). The tendencies for the 𝜋 →

𝜋∗ excitation energies are identical to those for the corresponding oscillator strengths 

(see Figure 5B), which converge to the fully IMOM results as we increase the number 

of carbon atoms in the quantum mechanical subunit. 
 

 
Figure 5. Results of fully IMOM and IMOM/ELMO calculations performed with Pople 

basis-sets on decene: (A) absolute discrepancies between the fully IMOM and IMOM/ELMO 

𝜋 → 𝜋∗  excitation energies; (B) 𝜋 → 𝜋∗  oscillator strengths; (C) absolute discrepancies 

between the fully IMOM and IMOM/ELMO 𝜋" → (𝜋∗)"  excitation energies; (D) 𝜋" →

(𝜋∗)"  oscillator strengths. For the oscillator strengths, the values obtained for 10 carbon 

atoms in the QM region are the fully IMOM references. 
 

Also for the excitation energies associated with the 𝜋$ → (𝜋∗)$  excited state (see 

Figure 5C), we can notice that the IMOM/ELMO results clearly converge towards the 
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fully IMOM reference values as the size of the QM region increases. However, in 

these cases the convergence rates are slightly slower than those observed for the 

single excitation 𝜋 → 𝜋∗. In fact, for calculations performed with basis-sets without 

diffuse functions, the discrepancies start being lower than 0.043 eV when five carbon 

atoms (and relative substituents) are included in the quantum mechanical subsystem, 

while, for computations carried out by exploiting basis-sets without diffuse functions, 

chemical accuracy is achieved when six carbon atoms are treated quantum 

mechanically. Similar results can be observed also for the corresponding oscillator 

strengths (see Figure 5D), with convergence to the standard fully IMOM value that is 

practically always reached when at least five/six carbon atoms belong to the QM 

subunit.    

As for decanoic acid, also for decene we obtained analogous results using the 

correlation-consistent basis-sets, for both the 𝜋 → 𝜋∗  and 𝜋$ → (𝜋∗)$  electronic 

transitions (see Figure S10 in the Supporting Information). 

Finally, to show the limitations of the proposed method, we now report and discuss 

the IMOM/ELMO results obtained for the 𝜋 → 𝜋∗ excited state of decapentaene when 

the Pople basis-sets were adopted in the calculations (see Figure 6). Concerning the 

excitation energies (Figure 6A), we can see that, for all the sets of basis functions, the 

IMOM/ELMO values approach the fully IMOM benchmarks as the size of the QM 

region increases but, in these cases, without reaching the chemical accuracy threshold. 

For example, when the 6-31G(d) and 6-31+G(d) basis-sets were used, the 

IMOM/ELMO calculations with the largest quantum mechanical subsystem still 

respectively provided large discrepancies of 0.343 eV and 0.329 eV with respect to 

the corresponding fully IMOM values. This lack of convergence can be also noticed 

for the oscillator strengths (see Figure 6B) and in the computations with the 
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correlation-consistent sets of basis functions (see Figure S11 in the Supporting 

Information). 
 

 
Figure 6. Results of fully IMOM and IMOM/ELMO calculations performed with Pople 

basis-sets on decapentaene: (A) absolute discrepancies between the fully IMOM and 

IMOM/ELMO 𝜋 → 𝜋∗ excitation energies; (B) 𝜋 → 𝜋∗ oscillator strengths. For the oscillator 

strengths, the values obtained with five groups of atoms in the QM region are the fully IMOM 

references (for the labels of the groups, see the lowest panel of Figure 1). The numerical 

values shown in the figure refer to the results of the calculations with the 6-311+G(d) basis-

set; those associated with the other sets of basis functions are reported in Table S1 of the 

Supporting Information. 
 
 

The observed results for decapentaene can be explained considering that the analyzed 

electronic transition is delocalized over the whole investigated system. This can be 

also evinced from the completely delocalized nature of the 𝜋∗ molecular orbitals that 

resulted from standard QM ground state calculations and that were afterwards used in 

fully IMOM computations (see, for instance, the 𝜋∗  MO obtained with the 6-

311+G(d) basis-set and reported in the lowest panel of Figure S5 in the Supporting 

Information). On the contrary, the 𝜋∗ molecular orbitals resulting from QM/ELMO 

calculations are less delocalized (see again Figure S5) and this led to the 

unsatisfactory results discussed above. This problem does not occur for the excitations 

in the other investigated systems (decanoic acid and decene), for which the 

delocalization extent of the QM/ELMO 𝜋∗ MOs is always comparable to the one of 
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the 𝜋∗ MOs obtained through fully QM computations (see Figure S3 and S4 in the 

Supporting Information). 

Therefore, from the results of the test calculations discussed in the previous 

paragraphs, it clearly emerges that the IMOM/ELMO strategy perfectly works for 

local electronic transitions. On the contrary, it is a less suitable method for the 

treatment of delocalized excitations, although it is also worth pointing out that this 

feature is generally observed for any other embedding technique applied to the study 

of excited states, not only for the approach presented in this paper.   

 

IV.B Solvated acrolein. As a more challenging testbed, we have afterwards decided 

to apply our method to the case of acrolein surrounded by water. First of all, we 

focused on the dark 𝑛 → 𝜋∗  excitation and we compared the results of our 

IMOM/ELMO computations with variable numbers of water molecules in the QM 

region to the outcome of the fully quantum mechanical IMOM calculation carried out 

on the complete systems consisting of acrolein and 24 water molecules. The obtained 

excitation energies and oscillator strengths are reported in Figure 7. 

Concerning the excitation energies (see Figure 7A), we do not have a clear 

convergence trend and the discrepancies tend to oscillate as a function of the QM 

region size. However, regardless of the number of water molecules, the 

IMOM/ELMO calculations always provided results that agree within chemical 

accuracy with the fully IMOM one (corresponding to the case with 24 water 

molecules in Figure 7A). In particular, in most of the cases, the absolute differences 

from the benchmark fully IMOM excitation energy are between 1 × 106!  and 

7 × 106!eV (namely, between 0.02 and 0.16 kcal/mol), while the largest observed 

deviation is of 0.021 eV, which was obtained including four water molecules in the 

QM subsystem. Also for the oscillator strength (see Figure 7B) it is not possible to 
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find a clear trend. Nevertheless, according to the fact that the 𝑛 → 𝜋∗ excitation is 

dark, all the oscillator strength values are quite small (order of 1067) and, therefore, 

we believe that the observed oscillations are not really significant. 
 

 
Figure 7. Results of IMOM/ELMO calculations (aug-cc-pVDZ basis-set) performed on 

solvated acrolein by increasing the size of the QM region: (A) 𝑛 → 𝜋∗ excitation energies; (B) 

𝑛 → 𝜋∗ oscillator strengths; (C) 𝜋 → 𝜋∗ excitation energies; (D) 𝜋 → 𝜋∗ oscillator strengths. 

Computations with 24 and 16 water molecules in the QM region correspond to fully IMOM 

calculations for the 𝑛 → 𝜋∗ and 𝜋 → 𝜋∗ excitations, respectively. 
 

We have afterwards considered the bright 𝜋 → 𝜋∗ excitation. As already explained in 

the Computational Details section, due to convergence problems we were not able to 

obtain the fully IMOM benchmark results for the complete system. For this reason, 

we here remind that, in this case, the benchmark excitation energy and oscillator 

strength refer to a fully IMOM calculation on a system constituted by acrolein and 16 

water molecules (see again Figure 2). The results of the IMOM/ELMO and fully 

IMOM computations on this system for the 𝜋 → 𝜋∗ excitation are also reported in 

Figure 7. 
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Analyzing the excitation energies (see Figure 7C), the IMOM/ELMO values clearly 

converge to the fully IMOM one as we increase the number of water molecules in the 

quantum mechanical subsystem. Moreover, unlike what we observed for the 𝑛 → 𝜋∗ 

excitation, not all the discrepancies with respect to the IMOM values are within 

chemical accuracy and deviations drop below the 0.043 eV threshold from the 

IMOM/ELMO calculation with 6 water molecules in the QM region. Pertaining to the 

oscillator strengths (see Figure 7D), here it is possible to notice a clearer convergence  

compared to the 𝑛 → 𝜋∗ case. This is probably due to the fact that, since the 𝜋 → 𝜋∗ 

excitation is bright, the oscillator strength values are much larger and, therefore, they 

are less prone to subtle variations due to numerical fluctuations. 

Finally, we decided to evaluate the effects of the solvent water molecules on the 𝑛 →

𝜋∗  and 𝜋 → 𝜋∗  excitations. As already mentioned in the section dedicated to 

Computational Details, to accomplish this task we performed a series of 

IMOM/ELMO calculations with only 6 water molecules in the QM region and a 

variable number of solvent molecules (from 2 to 18) in the ELMO subsystem. We 

chose to include 6 water molecules in the QM subunit because, from the above-

discussed results, that amount of solvent molecules seems a good compromise to 

achieve chemical accuracy for both the 𝑛 → 𝜋∗  and the 𝜋 → 𝜋∗  excitations. The 

values of the obtained excitation energies and oscillator strengths are reported in 

Figure 8. 

We can observe that the 𝑛 → 𝜋∗  excitation energy and oscillator strength have an 

almost analogous trend as a function of the number of water molecules considered in 

the computation and treated at ELMO level (see Figures 8A and 8B). In fact, the two 

quantities increase until 10 water molecules are included in the ELMO region and 

then decrease to values that are more similar to the ones observed for the 
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IMOM/ELMO calculation with only two water molecules in the ELMO subsystem. 

To check the correctness of these results, we performed additional TDDFT 

calculations (B3LYP/aug-cc-pVDZ and CAM-B3LYP/aug-cc-pVDZ levels) by 

gradually increasing the global number of water molecules (from 6 to 24) and we 

recovered the same qualitative trends described above (see Figure S12 in the 

Supporting Information). Concerning the 𝜋 → 𝜋∗ case, the excitation energy always 

increases as more water molecules are considered in the computations, although the 

values obtained with 10 and 14 water molecules in the ELMO region are practically 

identical (see Figure 8C). On the contrary, the oscillator strength slightly decreases 

going from 2 to 10 water molecules in the ELMO subsystem, but it increases when 14 

and 18 solvent molecules are treated with frozen extremely localized molecular 

orbitals (see Figure 8D). 

 
Figure 8. Results of IMOM/ELMO calculations (aug-cc-pVDZ basis-set) performed on 

solvated acrolein with six water molecules in the QM region and gradually increasing the 

number of water molecules in the ELMO region: (A) 𝑛 → 𝜋∗ excitation energies; (B) 𝑛 → 𝜋∗ 

oscillator strengths; (C) 𝜋 → 𝜋∗  excitation energies; (D) 𝜋 → 𝜋∗  oscillator strengths. 

Computations with zero water molecules in the ELMO region obviously correspond to fully 

IMOM calculations with only six solvent molecules surrounding acrolein. 
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IV.C FMN-flavodoxin complex. As final assessment of the novel IMOM/ELMO 

approach, we considered its application to the complex formed by oxidized flavin 

mononucleotide with the protein flavodoxin. We particularly evaluated how the 

absorption spectrum changes when the environment of the chromophore is 

progressively neglected in the calculations. The results of the IMOM-based 

computations are reported in Figure 9A. All the spectra are characterized by two 

peaks. However, when the long-range electrostatic interactions are turned off 

(IMOM/ELMO calculations instead of IMOM/ELMO/MM computations), we notice 

clear blue shifts for both the two electronic transitions, with the variation 

corresponding to the higher excitation energy that is clearly larger (0.09 eV against 

0.04 eV). Further blue-shifts are observed when simple IMOM calculations are 

performed on the isolated saturated chromophore (namely, on the properly capped 

isoalloxazine triple ring). Also in this case the variation is significantly larger for the 

excited state of higher excitation energy. In fact, by comparing the 

IMOM/ELMO/MM results on the full systems to the IMOM ones on the capped 

chromophore, the Δ𝐸*8 values amount to 0.07 eV and 0.28 eV for the first and the 

second peak, respectively. These results indicate that the environment has a non-

negligible influence and, more importantly for this study, that its effects are captured 

by our new multi-scale IMOM-based approach with embedding provided by 

transferred and frozen extremely localized molecular orbitals. 

Furthermore, as indicated in the section dedicated to the computational details, we 

also performed more standard IMOM/MM calculations. In the obtained absorption 

spectrum (see the turquoise curve in Figure 9A), we can observe that the two peaks 

are red-shifted by 0.06 and 0.07 eV compared to the IMOM/ELMO/MM case. This 

might be probably seen as a consequence of short-range QM/MM electrostatic 
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interactions due to presence of MM point charges that are very close to the QM 

region, a drawback that is avoided when the intermediate ELMO layer is used in the 

calculations. 

To support the previous statements, we afterwards carried out additional TDDFT-

based computations by exploiting the already tested TDDFT/ELMO embedding 

technique80 and by following the same philosophy adopted for the above-discussed 

IMOM-based calculations. To construct all the TDDFT spectra (see Figure 9B), for 

each selected MD configuration we systematically considered all the excited states 

characterized by excitation energies lower than 3.5 eV and by non-negligible 

oscillator strengths.  
 

 
Figure 9. (A) IMOM-based and (B) TDDFT-based optical absorption spectra of oxidized 

flavin mononucleotide (FMN) in flavodoxin. The black curves represent the cases in which 

the full environment of the chromophore is fully taken into account at ELMO/MM level; the 

turquoise curves show the results of considering the full environment of the chromophore 

only at MM level; the red curves depict the situations in which only the closest part of the 

environment to the chromophore is taken into account and treated at ELMO level; the blue 

curves show the results of only considering the isoalloxazine triple ring in the calculations. 

All spectra were obtained by convolving Gaussian functions centered on different peaks with 

full-width-at-half-maximum (fwhm) of 0.5 eV.      
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By neglecting the long-range interactions, also in this case we observe blue shifts for 

the two absorption peaks. However, unlike what was seen for the IMOM calculations, 

the recorded Δ𝐸*8 are approximately equivalent when the TDDFT/ELMO/MM results 

are compared to the TDDFT/ELMO ones (0.08 eV and 0.07 eV for the first and 

second electronic transition, respectively). Blue shifts are also noticed when even the 

closer ELMO region is not considered in the TDDFT computations, with variations of 

the excitation energies (compared to the TDDFT/ELMO/MM results) of 0.07 eV and 

0.22 eV that, for this case, are completely in line with the corresponding IMOM-based 

results discussed above. Finally, we can also see that the standard TDDFT/MM 

calculations provided results analogous to the IMOM/MM ones, with the red-shifts 

for the two peaks in the spectrum amounting to 0.12 and 0.05 eV and again probably 

ascribable to the short-range electrostatic interactions between the QM and MM 

subsystems. 

Therefore, the test calculations described in this subsection mainly showed that the 

proposed IMOM/ELMO(/MM) method is completely able to capture environment 

effects on absorption properties even in the case of biological systems, providing 

trends that are in perfect qualitative agreement with those resulting from the 

application of analogous and more standard TDDFT-based techniques.  

 

V. CONCLUSIONS 

In this work, we have presented the extension of the ΔSCF Initial Maximum Overlap 

Method (ΔSCF-IMOM) to the treatment of local excited states of large systems. In 

fact, although IMOM is much simpler and less computational expensive than multi-

reference techniques for excited states, it cannot be always straightforwardly applied 

to systems of remarkable size. This is mainly due to the non-negligible delocalization 
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of the ground state MOs among which to select the guess/reference orbitals for the 

computation of the excited state wave function. 

This goal has been achieved by coupling IMOM with the recently developed 

QM/ELMO technique, a fully quantum mechanical embedding approach that enables 

the treatment of only a small part of an investigated system at quantum mechanical 

level, while the rest is described through transferred and frozen extremely localized 

molecular orbitals. The new IMOM/ELMO strategy keeps the conceptual simplicity 

of the original Initial Maximum Overlap Method and enables easy investigations of 

localized excited states for large systems and macromolecules. In particular, from 

preliminary test calculations on relatively large systems, we observed that, for local 

electronic transitions, the new approach gives results that are in excellent agreement 

(i.e., within chemical accuracy) with the fully IMOM ones, but only treating a limited 

number of atoms at a fully quantum chemical level. Furthermore, the application of 

IMOM/ELMO to a photobiology problem showed that the proposed method is also 

able to provide results and trends that qualitatively agree with those resulting from 

more traditional computational techniques. 

Further testbed calculations and improvements of the current IMOM/ELMO strategy 

are already envisaged. For example, exploiting the computational advantages offered 

by the QM/ELMO method when it is used in conjunction with post-HF techniques,79 

we are considering to introduce the description of electron correlation for excited 

states (e.g., at MP2 or Coupled Cluster level) within the IMOM/ELMO approach, as 

done for the original Maximum Overlap Method. Furthermore, another research 

direction offered by the new IMOM/ELMO technique could also consist in the 

possibility of computing X-ray absorption spectra (XAS) for large systems of 

biological interest. Moreover, to better asses the capabilities of the new method, we 
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are also planning to perform a future work where the new IMOM/ELMO technique 

and other strategies for the treatment of local excited states in large systems (e.g., all 

those based on our QM/ELMO philosophy and the projection-based embedding ones) 

will be compared in terms of chemical accuracy and computational cost. 

Finally, it is worth noting that the strategy proposed in this work could be also easily 

combined with other kinds of ΔSCF algorithms (such as the more recent SGM and 

STEP approaches) or with the alternative ROKS method.  
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