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ABSTRACT

Quantum mechanics / molecular mechanics (QM/MM) calculations are widely used embedding techniques to computationally investigate enzyme reactions. In most QM/MM computations, the quantum mechanical region is treated through density functional theory (DFT), which offers the best compromise between chemical accuracy and computational cost. Nevertheless, to obtain more accurate results, one should resort to wave function-based methods, which however lead to a much larger computational cost already for relatively small QM subsystems. To overcome this drawback, we propose the coupling of our QM/ELMO (quantum mechanics / extremely localized molecular orbital) approach with molecular mechanics, thus introducing the three-layer QM/ELMO/MM technique. The QM/ELMO strategy is an embedding method in which the chemically relevant part of the system is treated at quantum mechanical level, while the rest is described through frozen ELMOs. Since the QM/ELMO method reproduces results of fully-QM computations within chemical accuracy and with a much lower computational effort, it can be considered a suitable strategy to extend the range of applicability and accuracy of the QM/MM scheme. In this paper, other than briefly presenting the theoretical bases of the QM/ELMO/MM technique, we will also discuss its validation on the well-tested deprotonation of acetyl coenzyme A by aspartate in citrate synthase.
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1. INTRODUCTION

Nowadays it is more and more clear that accurate modeling of biological macromolecules and particularly of enzyme reactions requires the use of advanced electronic structure calculations. Nevertheless, it is also well known that the cost of these computations unfavorably scales with the size of the systems under examination and, for this reason, their use to get insights into problems of biological/biochemical interest is possible only if suitable approximations are introduced.\(^1,2\)

There are different ways of reducing the high computational scaling associated with the sophisticated methods of quantum chemistry. One possibility is offered by the so-called fragmentation techniques. In these cases, a large system is partitioned into smaller fragments and less computationally expensive quantum chemical calculations are carried out for all the subunits. Afterwards, the results obtained on the different subsystems are properly combined to obtain the quantity of interest (e.g., energy or electron density) for the investigated macromolecule. In this context, we can mention strategies such as the Divide & Conquer method,\(^3\) the molecular tailoring approach\(^5\) and the so-called “fragment interaction techniques” (e.g., fragment molecular orbital (FMO) approach,\(^14\) kernel energy method\(^19\) and molecular fractionation with conjugated caps (MFCC) strategy\(^27\)).

Another group of methods that provide wave functions and electron densities of large systems at a significantly reduced computational cost are those based on databanks of electron densities, density matrices or molecular orbitals. They are conceptually similar to the fragmentation techniques discussed above and rely on the transferability principle, namely on the observation that molecules are generally constituted of units (e.g., functional groups) whose main properties remain almost invariant in different environments. One of the first approaches of this kind was the MEDLA (molecular
electron density LEGO assembler) technique based on libraries of fuzzy electron densities, a technique that has been afterwards extended to databanks of density matrices giving rise to the ADMA (adjustable density matrix assembler) method. In this framework, it is also worth mentioning the new libraries of extremely localized molecular orbitals (ELMOs), which also play a pivotal role in the method proposed in this paper. ELMOs are molecular orbitals strictly localized on small molecular fragments (i.e., atoms, bonds and functional groups). They are characterized by a reliable transferability from molecule to molecule and can be thus considered as plausible electronic LEGO building blocks. Exploiting this property, databanks of extremely localized molecular orbitals covering all the possible elementary fragments of the twenty natural amino acids have been constructed in order to almost instantaneously obtain approximate wave functions and electron densities of large systems. Interestingly, they have been also recently used to successfully refine crystal structures of polypeptides and proteins through the novel HAR-ELMO (Hirshfeld atom refinement – extremely localized molecular orbital) approach of quantum crystallography.

A third way to investigate large biological systems at quantum mechanical level is represented by the embedding methods, where only a small region of the macrosystem is described at fully (even very-high) quantum mechanical level, while the remaining part is generally treated at a lower level of theory. The observation at the basis of this approximation is that, in large biomolecules, only a small part (e.g., the active sites in proteins) generally determines the properties of interest (such as, reaction barriers and energies in enzyme reactions), while the rest of the system only slightly influences the chemically relevant region. The most popular approaches in this category are the quantum mechanics / molecular mechanics (QM/MM) techniques. These methods
are multiscale approaches where the fully quantum mechanical treatment of the most important part of the system under exam is combined with a force field-based description of the environment. They are widely used to investigate biochemical problems\textsuperscript{61} and their relevance has been recently recognized by the award of the 2013 Nobel Prize in Chemistry.\textsuperscript{62-64} Within this context, the energy of the full system can be computed in two different ways. The most widely used option corresponds to the fully Hamiltonian scheme, where the total energy is decomposed as the sum of three terms: the energy for the QM region, the energy of the MM subunit, and the energy due to the interaction between the QM and MM parts. The other possibility consists in the so-called subtractive scheme, where, after computing the energy of the whole system at MM level, the energies of the QM region obtained through a fully quantum chemical method and through a molecular mechanics force field are added and subtracted, respectively. A well-known representative example of subtractive scheme is the ONIOM strategy\textsuperscript{65-68} proposed by Morokuma and his collaborators. In that case, the system of interest can be partitioned into multiple subunits (generally two or three) described at different levels of theory, which, if desired, can be all quantum mechanical. For this reason, the ONIOM technique may be also considered as one of the first examples of QM/QM’ strategy.

More advanced methods are those based on sophisticated quantum embeddings\textsuperscript{69}. Among them we can mention the density matrix-based strategies, such as the density matrix embedding theory (DMET) developed by Chan and collaborators\textsuperscript{70,71} or the latest bootstrap embedding (BE) technique proposed by the van Voorhis lab.\textsuperscript{72,73} Other relevant techniques are also the pioneering frozen-density embedding theory (FDET) initially developed by Wesolowski and Warshel,\textsuperscript{74-77} the multilevel approaches introduced by Koch and collaborators,\textsuperscript{78-80} and the projection-based embedding (PbE)
method devised by Miller, Manby and coworkers.\textsuperscript{81-87} In particular, through the PbE method it is possible to perform accurate, but computationally advantageous, high-level wave function calculations embedded by DFT potentials (namely, wave function-in-DFT (WF-in-DFT) computations) by simply exploiting a suitable projection operator that enforces the orthogonality between the orbitals associated with the two subunits into which the system was initially partitioned.

However, notwithstanding the large number of techniques developed over the years to treat large biological systems quantum mechanically, in most cases the method of choice remains the QM/MM approach, especially for the study of enzyme reactions. Of course, the accuracy of the QM/MM calculations depends on several factors, such as the size of the QM region and the chosen quantum mechanical method. As one should expect, in order to obtain reliable results, the QM part must be sufficiently large to include the most important interactions in the chemically relevant region of the system. At the same time, the higher the level of theory for the QM region, the better the result is. To reach a good trade-off between accuracy and computational cost, QM/MM calculations are generally performed adopting a DFT level to describe the QM subunit. Nevertheless, this necessarily introduces a certain degree of variability associated with the choice of the exchange-correlation (XC) functionals to be used in the calculations, which sometimes leads to different and inconsistent results.\textsuperscript{88-93} Therefore, it is clear that even in the framework of the QM/MM techniques, if one wants to achieve chemical accuracy, it would be desirable to resort to post-Hartree-Fock (post-HF) methods, which automatically remove the ambiguity associated with the XC functionals, are systematically improvable, and consequently provide better predictions for the biochemical reactions under exam. The obvious drawback is the large computational
cost of the post-HF techniques, which could lead to expensive QM/MM calculations already when relatively small QM regions are adopted.

To solve this problem, Mulholland and coworkers have recently devised an interesting solution. They coupled the projection-based embedding approach with molecular mechanics,\(^9^4,^9^5\) thus leading to the new multi-level WF-in-DFT/MM strategy in which i) a very accurate wave function method (e.g., Coupled Cluster with single and double substitutions plus perturbative triples, CCSD(T)) is used to treat the most chemically important part of the system, ii) DFT is exploited to describe those subunits that do not directly participate in the reaction but that may influence the electronic structure of the chemically relevant region, and iii) molecular mechanics is exploited to deal with the protein environment and its longer range effects. The technique has been tested on benchmark enzyme reactions and it seems really promising since it always provided reliable reaction barriers and energies at a moderate computational cost. A similar philosophy has been recently followed also by Koch \textit{et al.}, who interfaced their multilevel methods with molecular mechanics to study electronic excited states in solutions.\(^9^6\)

In line with the strategies just mentioned in the previous paragraph, in this paper we propose the new three-layer approach QM/ELMO/MM, which results from the combination of our recently developed QM/ELMO technique\(^9^7,^1^0^1\) with molecular mechanics following a fully Hamiltonian scheme. QM/ELMO is a quantum mechanical embedding method where the most important region of the system can be treated with any traditional approach of quantum chemistry, while the remaining part is described through frozen extremely localized molecular orbitals previously transferred from the above-mentioned ELMO libraries\(^4^2\) or from suitable model molecules. Recent test calculations have clearly shown that the QM/ELMO technique gives results that are
within chemically accuracy with respect to the outcomes of corresponding fully QM computations for both ground and excited states, even when small quantum mechanical regions are taken into account.\textsuperscript{98,99} In other words, the new QM/ELMO approach keeps the accuracy of the corresponding quantum chemical methods but with a significantly lower computational effort. This is especially true when high-level wave function techniques (such as, Coupled Cluster or Equation-of-Motion Coupled Cluster) are used.\textsuperscript{98,99} For this reason, the QM/ELMO strategy can be considered as a perfect fully quantum mechanical embedding method to be coupled with force fields. In this way, it will be possible to improve the accuracy of QM/MM calculations, but without raising their cost in terms of CPU time, and, at the same time, the range of applicability of QM/MM methods will be automatically extended.

Here, after presenting the main theoretical aspects at the basis of the QM/ELMO/MM technique, the validation of the new approach will be shown and discussed. In particular, after comparing the results of QM/ELMO/MM and traditional QM/MM computations for a well-characterized enzyme reaction, we will examine the effect of varying the level of theory to describe the quantum mechanical region. The computational cost of the method and comparisons to the WF-in-DFT/MM technique will be also considered. In the final section of the paper, we will draw general conclusions and we will discuss possible future applications and perspectives of the new strategy.

2. THEORY

2.1 General strategy. Before performing a QM/ELMO/MM calculation, the system must be subdivided into three subsystems: the QM, ELMO and MM regions (see Figure 1). If the boundaries between the QM and ELMO subunits correspond to covalent
bonds, the two regions share only the frontier atoms (indicated as E and $E'$ in Figure 1) and the frontier covalent bonds are described through properly transferred and frozen extremely localized molecular orbitals (as in the parent fully quantum mechanical QM/ELMO approach). On the contrary, if covalent boundaries exist between the ELMO and MM subsystems, the link atom strategy is used (see again Figure 1).

**Figure 1.** Schematic representation of the QM, ELMO and MM regions in the QM/ELMO/MM method. $E$ and $E'$ are the frontier atoms between the QM and ELMO subsystems.

As a consequence of the partitioning into the three different subunits, the total energy can be simply written as follows:

$$E = E_{QM/ELMO} + E_{MM} + E_{QM/ELMO/MM}$$  \hspace{1cm} (1)

$E_{QM/ELMO}$ is the purely quantum mechanical energy associated with the QM and ELMO regions. $E_{MM}$ is the purely classical energy corresponding to the MM subsystem, namely the energy associated with geometrical terms, van der Waals repulsion-dispersion and electrostatic interactions from a standard force field. Finally, $E_{QM/ELMO/MM}$ is a hybrid term that comprises different classical energy contributions due to the interactions of the MM region with the QM and ELMO subunits (namely, electrostatic, van der Waals and, in case of covalent boundaries between the ELMO and MM subsystems, bonded interactions). In our method, the last term is evaluated as in usual QM/MM approaches that exploit the link atom strategy. In the following subsection, we will discuss the non-conventional $E_{QM/ELMO}$ term.
The QM/ELMO/MM method outlined above has been implemented by properly coupling an in-house modified version of the Gaussian09 quantum chemistry software\textsuperscript{102} with the Molecular Dynamics (MD) package AMBER 2016\textsuperscript{103}. The former deals with the quantum contributions ($E_{QM/ELMO}$ term in equation (1), see below and Supporting Information for more details), while the latter handles the classical force-field contributions ($E_{MM}$ and $E_{QM/ELMO/MM}$ terms in equation (1)).

2.2 Energy of the QM/ELMO subsystem. To compute the energy corresponding to the QM and ELMO regions, it is necessary to resort to the QM/ELMO approach. Since this technique has been already introduced and thoroughly described in previous papers, here we will simply limit to recall its essential features. Interested readers can find more specific details in the Supporting Information or in the seminal works about the QM/ELMO strategy.\textsuperscript{97,98,101}

Overall, the QM/ELMO method can be seen as composed of three/four different parts: i) transfer to the ELMO region of the necessary extremely localized molecular orbitals that are contained in the current libraries or that are obtained through calculations on tailor-made model molecules; ii) preliminary orthogonalization of molecular orbitals and basis functions for the real calculation; iii) QM/ELMO self-consistent field (SCF) algorithm; iv) subsequent post-HF computation (if necessary).

The orthogonalization consists in three distinct steps (see more details in the Supporting Information) that lead to the definition of a transformation matrix $B$ that plays a crucial role in the QM/ELMO SCF iterations.

Afterwards, the QM/ELMO SCF cycle starts with the construction of the Fock matrix in the supermolecular basis-set, namely in the original basis-set for the whole QM/ELMO region. In particular, in case of a QM/ELMO/MM computation, the Fock matrix $F$ in the original basis has this form:
\[ F_{\mu \nu} = \langle \chi_\mu | \hat{h}^{\text{core}} | \chi_\nu \rangle \]

\[ + \sum_{\lambda, \sigma = 1}^{M} P_{\lambda \sigma}^{Q M} \left[ \langle \chi_\mu | \chi_\sigma | \chi_\lambda \rangle - \frac{1}{2} x \langle \chi_\mu | \chi_\lambda | \chi_\sigma \rangle \right] \]

\[ + \sum_{\lambda, \sigma \in \text{ELMO}} P_{\lambda \sigma}^{E L M O} \left[ \langle \chi_\mu | \chi_\sigma | \chi_\lambda \rangle - \frac{1}{2} x \langle \chi_\mu | \chi_\lambda | \chi_\sigma \rangle \right] \]

\[ + \langle \chi_\mu | \hat{p}^{X C} [P^{Q M} + P^{E L M O}] | \chi_\nu \rangle \]

\[ + \sum_{k \in \text{MM}} \langle \chi_\mu | \frac{q_k}{R_{ik}} | \chi_\nu \rangle = \]

\[ = \hat{h}_{\mu \nu}^{\text{core}} + F_{\mu \nu}^{Q M} + F_{\mu \nu}^{E L M O} + v_{\mu \nu}^{X C} + F_{\mu \nu}^{M M} \quad (2), \]

with \( \hat{h}^{\text{core}} \) as the usual core one-electron Hamiltonian operator, \( P^{Q M} \) and \( P^{E L M O} \) as the QM and ELMO one-electron reduced density matrices in the original basis-set, respectively, \( \langle \chi_\alpha | \chi_\beta | \chi_\gamma | \chi_\delta \rangle \) as a generic two-electron repulsion integral, \( x \) as the fraction of exact exchange, and \( \langle \chi_\mu | \hat{p}^{X C} [P^{Q M} + P^{E L M O}] | \chi_\nu \rangle \) as the \( v_{\mu \nu}^{X C} \) element of the exchange-correlation potential matrix, which depends on the global one-electron reduced density matrix \( P \) given by the sum of \( P^{Q M} \) and \( P^{E L M O} \). Obviously, when a Hartree-Fock/ELMO/MM (HF/ELMO/MM) calculation is carried out, \( x \) becomes equal to 1 and the exchange-correlation contribution disappears. Furthermore, and more importantly for this work, unlike the original version of the QM/ELMO approach,\(^{97-99}\) here we also have an additional one-electron term (i.e., the fifth one in the right-hand sides of equation (2), namely \( F_{\mu \nu}^{M M} = \sum_{k \in \text{MM}} \langle \chi_\mu | \frac{q_k}{R_{ik}} | \chi_\nu \rangle \)) that accounts for the electrostatic interactions between the classical point charges of the MM subunit and the electrons of the QM and ELMO regions.

The Fock matrix in the supermolecular basis-set is then transformed to the reduced orthogonal basis of the QM region by exploiting the transformation matrix \( B \) resulting from the above-mentioned orthogonalization procedure. The new reduced Fock matrix in the orthogonal basis is diagonalized and the obtained molecular orbitals are finally
transformed back to the original set of basis functions to compute the QM one-electron density matrix $\mathbf{P}^{QM}$, which is used to update the Fock matrix $\mathbf{F}$ (see the second and fourth term in the right-hand sides of equation (2)) in the following SCF iteration. The cycle is iterated until convergence is reached in energy and density matrix.

Finally, in case of a post-HF/ELMO/MM calculation, the global wavefunction describing the QM and ELMO regions is a linear combination of Slater determinants obtained through excitations from occupied to virtual orbitals of the only QM subsystem, namely from occupied to virtual orbitals resulting from the diagonalization of the reduced Fock matrix in the orthogonal basis (see previous paragraph). In other words, the substitutions from the frozen extremely localized molecular orbitals are not taken into account, thus already leading to a decrease of the computational cost. However, in our approach the most significant reduction of the computational effort originates from the use of a smaller and more compact set of virtual molecular orbitals (i.e., the virtual orbitals of the only QM region). To this regard, a detailed analysis of the computational cost associated with Coupled Cluster/ELMO/MM calculations will be discussed in subsection 4.2 of this paper.

3. COMPUTATIONAL DETAILS

3.1 Investigated enzyme reaction. To assess capabilities and performances of the novel QM/ELMO/MM technique, we considered the deprotonation of acetyl coenzyme A (Ac-CoA) by citrate synthase, which represents the first step in the mechanism of the reaction that leads to the formation of citrate and coenzyme A from Ac-CoA and oxaloacetate (first reaction of the Krebs cycle). In fact, after an aspartate residue (i.e., Asp375) deprotonates the $\alpha$-carbon of acetyl coenzyme A, the resulting enolate intermediate acts as a nucleophile and attacks the carbonyl carbon of oxaloacetate
(OAA), thus giving the citryl-CoA intermediate. Finally, through a hydrolysis reaction, citryl-CoA is converted to citrate and coenzyme A.

To test our method on the deprotonation of Ac-CoA by Asp375 in citrate synthase, we used geometries previously optimized at QM/MM level (particularly, at B3LYP/6-31+G(d) // CHARMM27 level) by van der Kamp and coworkers.104 These geometries resulted from the definition of a suitable reaction coordinate (RC = \(d(C_{Ac-CoA} - H) - d(O_{Asp375} - H)\)) able to represent the reaction path accurately. In particular, we employed geometries corresponding to RC between -1.4 Å and 1.4 Å with a step of 0.1 Å.

3.2 QM/ELMO/MM and QM/MM calculations. For our validation tests, we performed QM/ELMO/MM calculations on the geometries mentioned in the previous subsection, with the QM region treated at RHF, B3LYP, M06-2X, MP2 (second-order Möller-Plesset perturbation theory), CCSD and CCSD(T) level, the ELMO subsystem described by means of properly transferred extremely localized molecular orbitals (see subsection 3.3 for more details), and the MM subunit treated with the ff14SB force field105 for all the protein atoms and with the Generalized Amber Force Field106 (GAFF) for the atoms of the other molecules (Ac-CoA and oxaloacetate).

To evaluate how the dimensions of the QM and ELMO regions influence the QM/ELMO/MM calculations, four possible partitioning schemes were adopted (see Figure 2):

i) scheme S1, with the QM region corresponding to the carboxylate group of Asp375 plus the acetyl group of Ac-CoA; the ELMO subsystem consisting of the whole OAA molecule, the remaining part of the Asp375 sidechain capped with a hydrogen link atom, and the C(2)–S(3) – C(4)H₂ moiety of acetyl coenzyme A
(also capped with a hydrogen link atom); and the MM part comprising the rest of the system (for the atomic labels, see again Figure 2);

ii) scheme S2, with the QM region corresponding to the sidechain of Asp375 capped with a hydrogen link atom plus the methyl-thioester subunit of Ac-CoA; the ELMO subsystem consisting of the whole OAA molecule, and the S(3) – C(4)H₂ moiety of acetyl coenzyme A capped with a hydrogen link atom; and the MM part including the remaining part of the system;

iii) scheme S3, with the QM region corresponding to the Asp375 sidechain capped with a hydrogen link atom, the methyl-thioester subunit plus the additional fragment S(3) – C(4)H₂ of Ac-CoA (also capped with a hydrogen link atom); the ELMO subsystem consisting of the whole OAA molecule; and with the MM part comprising the rest of the system.

iv) scheme S3-MM, with the QM region as in S3, but with the oxaloacetate molecule completely treated at molecular mechanics level; in other words, the calculations with this scheme corresponded to standard QM/MM computations with the largest QM subsystem among those adopted for the QM/ELMO/MM cases.

Figure 2. Partitioning schemes adopted in the performed QM/ELMO/MM calculations. The black (continuous) frame contains the whole QM/ELMO subsystem; the red (small dashed) frame contains the QM region for partitioning scheme S1; the green (large dashed) frame contains the QM region for partitioning scheme S2; the blue (dotted and dashed) frame contains the QM region for partitioning schemes S3 and for the QM/MM calculation with scheme S3-MM (oxaloacetate in the MM subsystem).
As we will discuss in detail in the next section, the calculations in this study were carried out using three basis-sets of increasing size: cc-pVDZ, aug-cc-pVDZ and cc-pVTZ, with the first one that was adopted to perform the preliminary benchmark computations and to evaluate the best partitioning schemes among those described above.

All the QM/ELMO/MM and QM/MM computations were carried out by exploiting our in-house modified version of Gaussian09\textsuperscript{10} that implements the QM/ELMO strategy\textsuperscript{97-101} and that is coupled with AMBER 2016\textsuperscript{103} for the treatment of the classical terms in equation (1).

### 3.3 ELMOs calculation and transfer.

The extremely localized molecular orbitals used in all the QM/ELMO/MM calculations of this study (cc-pVDZ, aug-cc-pVDZ and cc-pVTZ basis-sets) were transferred from the recently constructed ELMO libraries\textsuperscript{42} or from tailor-made model molecules on which the desired ELMOs were previously computed by exploiting the Stoll technique\textsuperscript{43} implemented\textsuperscript{44} in a modified version of the GAMESS-UK quantum chemistry suite of programs\textsuperscript{107} (more details about the ELMO theory and libraries are provided in the Supporting Information).

In particular, the extremely localized molecular orbitals used to describe the ELMO regions associated with the sidechain of Asp375 were directly transferred from our ELMO databanks, while the extremely localized molecular orbitals employed to treat the ELMO regions corresponding to acetyl coenzyme A were obtained through preliminary ELMO calculations on a model molecule (see Figure S3 in the Supporting information) that properly mimics the chemical environment of the fragments in the ELMO subsystem. The ELMOs for oxaloacetate were directly determined on the
isolated OAA molecule. Before performing the necessary ELMO computations, the geometries of all the model molecules were optimized at B3LYP/cc-pVDZ level.

The transfers of the ELMOs for all the QM/ELMO/MM calculations were carried out by exploiting the ELMOdb software\textsuperscript{42} associated with the ELMO databanks, a program that also implements the Philipp and Friesner strategy\textsuperscript{40,108} to rotate strictly localized bond orbitals (more details about this technique are also given in the Supporting Information).

4. RESULTS AND DISCUSSION

In this section we will present and discuss the results of the test calculations that were performed to assess performances and capabilities of the QM/ELMO/MM method. At first, by analyzing the results of some benchmark computations, we will evaluate how the size of the QM and ELMO regions influence the accuracy of the results (subsection 4.1). Afterwards, we will analyze the computational cost of the QM/ELMO/MM technique at Coupled Cluster level, especially as a function of the size of the quantum mechanical and ELMO subsystems (subsection 4.2). Finally, we will focus on the impact of the chosen quantum chemical level of theory to describe the QM subunit (subsection 4.3) and we will compare our results to those obtained through other methods (subsection 4.4).

4.1 Benchmark calculations. To start validating the new QM/ELMO/MM approach, we computed potential energy profiles for the examined reaction considering different levels of theory for the quantum mechanical subsystem (RHF, B3LYP, M06-2X, MP2, CCSD and CCSD(T)), using the cc-pVDZ basis-set for the whole QM/ELMO region, and adopting the partitioning schemes S1, S2 and S3 described in the section dedicated to the computational details (in particular, see subsection 3.2). These schemes were
chosen in such a way that the size of the QM subunit gradually increased from S1 to S3, while the one of the ELMO subsystem gradually decreased, in a sort of squeezebox trend. Therefore, the size of the global QM/ELMO region was constant among the partitioning schemes and, consequently, also the dimension of the MM region remained unchanged. In this way it was possible to evaluate the importance of the fully-QM region and to determine its proper size for the enzyme reaction under investigation. The references for our computations were the corresponding QM/MM calculations (with QM = RHF, B3LYP, M06-2X, MP2, CCSD and CCSD(T)) that used a partitioning scheme as the one with the largest QM region for the QM/ELMO/MM computations (scheme S3), but with also the oxaloacetate molecule treated at fully quantum mechanical level. Hereinafter, we will refer to these QM/MM calculations also as full-QM/MM calculations.

First of all, we focused on reaction barriers ($\Delta E_{act}$) and reaction energies ($\Delta E_r$), for which, in Tables 1 and 2, we have respectively reported the absolute discrepancies of the QM/ELMO/MM results (indicated as $\Delta \Delta E_x(S1)$, $\Delta \Delta E_x(S2)$, $\Delta \Delta E_x(S3)$, with $x = act$ or $r$ ) from the corresponding full-QM/MM reference values (indicated as $\Delta E_x(QM/MM)$, again with $x = act$ or $r$).

Let us initially focus on the reaction barriers (see Table 1). For all the quantum mechanical levels chosen to treat the QM region, partitioning scheme S1 (namely, the one with the smallest QM subsystem) provided the least accurate results, with deviations from the full-QM/MM reference values that are in absolute values always greater than 1.0 kcal/mol (chemical accuracy limit). However, the situation greatly improved already when the intermediate S2 pattern was considered, being all the absolute discrepancies within the chemical accuracy threshold. The largest and smallest deviations were observed when the M06-2X (0.70 kcal/mol) and RHF (0.09 kcal/mol)
levels were used, respectively, while all the correlated post-HF strategies gave $\Delta \Delta E_{\text{act}}$ values lower than 0.3 kcal/mol. Then, except for the Hartree-Fock case, the description further improved with the S3 partitioning scheme. In particular, when the M06-2X level is considered, the discrepancy decreases to 0.23 kcal/mol, while, when the MP2, CCSD and CCSD(T) methods are used to describe the quantum mechanical region, the absolute deviations from the full-QM/MM results reduce to very small values that are even lower than 0.1 kcal/mol. Finally, as already mentioned in subsection 3.2, to evaluate the importance of treating the whole OAA molecule at ELMO level, we have also performed additional QM/MM calculations with partitioning scheme S3-MM, where the QM subsystem corresponded to the one used in the QM/ELMO/MM computations with scheme S3, but with oxaloacetate included in the MM region. In Table 1, it is possible to notice that this approximation always led to worse results compared to the corresponding QM/ELMO/MM cases based on the S3 and S2 (with the exception of the DFT cases) subdivision patterns. This indicates the need of describing the oxaloacetate molecule at least at an approximate quantum mechanical level, such as the one given by transferred and frozen extremely localized molecular orbitals considered in this study.

Table 1. Reaction barriers obtained at the reference full-QM/MM levels ($\Delta \Delta E_{\text{act}}(QM/MM)$) and absolute discrepancies from these values ($\Delta \Delta E_{\text{act}}(SX)$), as resulting from QM/ELMO/MM and QM/MM calculations with different partitioning schemes.\(^{(a,b)}\)

<table>
<thead>
<tr>
<th>QM method</th>
<th>$\Delta E_{\text{act}}(QM/MM)$</th>
<th>$\Delta \Delta E_{\text{act}}(S1)$</th>
<th>$\Delta \Delta E_{\text{act}}(S2)$</th>
<th>$\Delta \Delta E_{\text{act}}(S3)$</th>
<th>$\Delta \Delta E_{\text{act}}(S3-MM)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHF</td>
<td>19.01</td>
<td>2.67</td>
<td>0.09</td>
<td>0.23</td>
<td>0.91</td>
</tr>
<tr>
<td>B3LYP</td>
<td>7.36</td>
<td>3.09</td>
<td>0.52</td>
<td>0.19</td>
<td>0.46</td>
</tr>
<tr>
<td>M06-2X</td>
<td>6.40</td>
<td>3.18</td>
<td>0.70</td>
<td>0.23</td>
<td>0.59</td>
</tr>
<tr>
<td>MP2</td>
<td>8.52</td>
<td>1.59</td>
<td>0.29</td>
<td>0.03</td>
<td>0.46</td>
</tr>
<tr>
<td>CCSD</td>
<td>12.07</td>
<td>2.37</td>
<td>0.19</td>
<td>0.07</td>
<td>0.46</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>10.55</td>
<td>2.12</td>
<td>0.27</td>
<td>0.05</td>
<td>0.42</td>
</tr>
</tbody>
</table>

\(^{(a)}\) All energy values in kcal/mol; \(^{(b)}\) all calculations with basis-set cc-pVDZ.
The results obtained for the reaction energies are given in Table 2. Unlike the reaction barriers, the trends are less linear. First of all, the QM/ELMO/MM calculations with partitioning scheme S1 provided absolute deviations from the full-QM/MM values that are greater than 1.0 kcal/mol for the Hartree-Fock and DFT cases, but lower than the chemical accuracy limit for the post-HF strategies. Concerning the intermediate partitioning scheme S2, the absolute deviations increase for the calculations that adopted RHF, MP2 or Coupled Cluster levels for the quantum mechanical region, while the description significantly improved in the B3LYP and M06-2X cases. Finally, except when the RHF method was used for the QM subsystem, all the other QM/ELMO/MM calculations with scheme S3 provided ΔΔ𝐸∗ discrepancies always lower than 1.0 kcal/mol, with the lowest one obtained at M06-2X level. If the oxaloacetate molecule is described only at MM level (scheme S3-MM), the absolute deviations are again always larger than the QM/ELMO/MM ones with scheme S3 and, more importantly, even almost always greater than those obtained by adopting the S2 partitioning, despite a larger size of the QM region in the S3-MM pattern.

Table 2. Reaction energies obtained at the reference full-QM/MM levels (Δ𝐸𝑟(𝑄𝑀/𝑀𝑀)) and absolute discrepancies from these values (ΔΔ𝐸𝑟(𝑆𝑋)), as resulting from QM/ELMO/MM and QM/MM calculations with different partitioning schemes.\(^{(a,b)}\)

<table>
<thead>
<tr>
<th>QM level</th>
<th>Δ𝐸𝑟(𝑄𝑀/𝑀𝑀)</th>
<th>ΔΔ𝐸𝑟(𝑆1)</th>
<th>ΔΔ𝐸𝑟(𝑆2)</th>
<th>ΔΔ𝐸𝑟(𝑆3)</th>
<th>ΔΔ𝐸𝑟(𝑆3−𝑀𝑀)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHF</td>
<td>10.03</td>
<td>1.03</td>
<td>1.04</td>
<td>1.15</td>
<td>1.92</td>
</tr>
<tr>
<td>B3LYP</td>
<td>6.35</td>
<td>2.46</td>
<td>0.51</td>
<td>0.15</td>
<td>0.74</td>
</tr>
<tr>
<td>M06-2X</td>
<td>3.73</td>
<td>2.00</td>
<td>0.58</td>
<td>0.08</td>
<td>1.32</td>
</tr>
<tr>
<td>MP2</td>
<td>6.48</td>
<td>0.44</td>
<td>0.84</td>
<td>0.34</td>
<td>0.93</td>
</tr>
<tr>
<td>CCSD</td>
<td>8.31</td>
<td>0.52</td>
<td>1.09</td>
<td>0.50</td>
<td>1.17</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>7.91</td>
<td>0.83</td>
<td>0.96</td>
<td>0.38</td>
<td>0.96</td>
</tr>
</tbody>
</table>

\(^{(a)}\) All energy values in kcal/mol; \(^{(b)}\) all calculations with basis-set cc-pVDZ.
For a more global analysis, the complete QM/ELMO/MM reaction energy profiles were also compared to the corresponding reference full-QM/MM ones. They are depicted in Figure 3 for all the quantum mechanical methods and all the partitioning schemes that we considered in our benchmark calculations.

![Potential energy profiles for the deprotonation of acetyl coenzyme A by citrate synthase as obtained from QM/ELMO/MM calculations (with partitioning schemes S1, S2 and S3) and QM/MM computations (Full and with partitioning scheme S3-MM) using basis-set cc-pVDZ.](image)

**Figure 3.** Potential energy profiles for the deprotonation of acetyl coenzyme A by citrate synthase as obtained from QM/ELMO/MM calculations (with partitioning schemes S1, S2 and S3) and QM/MM computations (Full and with partitioning scheme S3-MM) using basis-set cc-pVDZ. For the sake of completeness, all the potential energy profiles with the same scale for the y-axis are reported in Figure S4 of the Supporting Information.

Already from a qualitative point of view, we can notice that, in all the investigated cases, the energy profiles obtained with scheme S1 are those that deviate the most from the reference QM/MM ones. Furthermore, the situation significantly and overall improved when the S2 and, above all, the S3 schemes were adopted. Larger deviations are observed for the profiles resulting from the QM/MM computations with the S3-MM subdivision pattern. All these observations are qualitatively consistent with the results obtained for reaction barriers and energies reported in Tables 1 and 2, respectively. In
particular, the obtained profiles reveal again that the introduction of the intermediate ELMO layer allows reliable reductions of the regions that need to be treated at fully quantum mechanical level, leading to results that are completely comparable to those obtained through standard QM/MM computations but with much larger QM subsystems. This aspect will be further supported by the analysis of the computational costs that will be presented more in details in the next subsection.

For a more quantitative comparison, we also computed maximum and average absolute deviations for all the determined reaction energy profiles, always using the reference full-QM/MM ones as benchmarks. For the sake of completeness, it is also worth pointing out that the values were obtained by considering the range between the minimum points along the full-QM/MM profiles.

![Figure 4.](image-url) Maximum and average absolute deviations of the QM/ELMO/MM (with partitioning schemes S1, S2 and S3) and QM/MM (with partitioning scheme S3-MM) reaction energy profiles from the corresponding full-QM/MM ones used as references (cc-pVDZ basis-set).
In Figure 4, we can see that for scheme S1 we have maximum absolute discrepancies that are always much larger than 1.0 kcal/mol, as one could also expect from a visual inspection of Figure 3. However, the adoption of schemes S2 and S3 in the QM/ELMO calculations allowed significant reductions of the deviations from the reference profiles, with maximum discrepancies that are almost always within the chemical accuracy limit. Moreover, except for the Hartree-Fock case, the maximum absolute deviation systematically decreases from S1 to S2 and from S2 to S3. In Figure 4 we can also see that the results worsened by treating the oxaloacetate molecule at MM level. In fact, the S3-MM absolute deviations are always larger than those observed for the S3 scheme, and, notwithstanding the larger size of the QM subsystem, they are generally comparable to those obtained by adopting the S2 pattern (with the only exception of the Hartree-Fock level).

Similar trends are observed for the average absolute discrepancies. The largest values are again those associated with the reaction energy profiles obtained with partitioning scheme S1. Furthermore, the situation always improved when schemes S2 and S3 were used, with the latter giving the smallest average deviations for all the considered QM methods, except in the RHF case. Also for the average discrepancies, we observe that the treatment of OAA at MM level (scheme S3-MM) globally worsened the results, leading to values that are generally comparable to those resulting from the QM/ELMO/MM calculations carried out with subdivision pattern S2 (again exception for the Hartree-Fock case).

Concerning the profiles depicted in Figure 3, we can also observe that, except for those obtained by adopting the too crude S1 partitioning scheme, all the curves are smooth and completely reliable, with minimum and transition state points that practically coincides with the full-QM/MM ones in almost all the situations. However,
notwithstanding these very good results, in the future the description could be further improved through the implementation of the analytic QM/ELMO/MM gradient, which would enable optimizations of reaction paths along well-identified reaction coordinates. The implementation of the analytic gradient, which is not straightforward due to the non-variational and non-orthogonal nature of the employed frozen ELMOs, would also pave the way to QM/ELMO/MM Molecular Dynamics simulations, thus significantly broadening scope and applications of the technique proposed in this work. Nevertheless, only based on the results discussed in this section, it is worth observing that, in its present form, the new QM/ELMO/MM approach could be already profitably exploited for free energy calculations through the so-called dual level method.\textsuperscript{109-111} This is a strategy in which a low-level approach (i.e., semiempirical or standard QM/MM with the QM region treated at Hartree-Fock or DFT level) is used to produce the sampling, while a higher-level technique (e.g., our CCSD(T)/ELMO/MM method) can be afterwards exploited to get accurate energies on selected snapshots of the previous sampling and to consequently introduce free-energy corrections through perturbation theory. It was shown that this method provides results that are practically as accurate as those resulting from \textit{ab initio} MD simulations but obtained with a much lower computational cost.

In conclusion of this section, the benchmark calculations have shown that, by adopting quite small QM regions, the QM/ELMO/MM computations generally reproduce accurately (i.e., with differences within chemical accuracy) the results of traditional QM/MM calculations performed with a much larger QM subsystem. Furthermore, it was also seen that, although the oxaloacetate molecule does not really participate in the considered reaction, it is crucial to treat it at quantum mechanical level and, to this purpose, the ELMO description represents an excellent way to reach a very good
compromise between chemical accuracy and computational cost (see also the detailed analysis in the next subsection). All these results clearly indicate that the QM/ELMO technique is a perfect strategy to extend the range of applicability (and above all the range of accuracy) of the QM/MM approaches.

4.2 Analysis of the computational cost. In this subsection we will discuss the computational cost of the QM/ELMO/MM calculations when the quantum mechanical region was described through the CCSD(T) technique, which was the most accurate and computationally expensive wave function strategy considered in the present investigation.

At first, using as reference the full-CCSD(T)/MM calculation (which adopted the fragmentation pattern based on scheme S3, but with the oxaloacetate molecule included in the QM region), we considered the CCSD(T)/ELMO/MM computations performed with partitioning schemes S1, S2 and S3 and the CCSD(T)/MM calculation carried out with the subdivision pattern S3-MM. All the computations were performed with basis-set cc-pVDZ on the transition state geometry for the considered reaction, which was identical for all the considered cases (structure at reaction coordinate RC = + 0.3 Å).

For each performed calculation, in Table 3 we reported the number of active occupied molecular orbitals and the number of virtual molecular orbitals that were used, the taken CPU time and its percentage referred to the CPU time for the full-CCSD(T)/MM computation.

Analyzing Table 3, it is possible to see that all the CCSD(T)/ELMO/MM calculations are characterized by large reductions in the number of active occupied and virtual molecular orbitals. As already anticipated in the Theory section, this has an important effect on the overall computational cost. In fact, even considering the CCSD(T)/ELMO/MM calculation with the largest QM region (i.e., the calculation with
partitioning scheme S3), the global CPU time is only about 2.5% of the one associated with the reference full-CCSD(T)/MM computation. This reduction is in line with the typical $o^3v^4$ scaling of the CCSD(T) method, where $o$ and $v$ are the number of occupied and virtual molecular orbitals used in the calculation, respectively.

Table 3. Number of active occupied molecular orbitals ($N_{occ}$), number of virtual molecular orbitals ($N_{virt}$), and CPU times associated with the CCSD(T)/ELMO/MM and CCSD(T)/MM calculations (cc-pVDZ basis-set) performed on the transition-state structure for the deprotonation of acetyl coenzyme A by citrate synthase.\(^{(a)}\)

<table>
<thead>
<tr>
<th>Calculation</th>
<th>$N_{occ}$</th>
<th>$N_{virt}$</th>
<th>CPU time (dd:hh:mm:ss)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCSD(T)/ELMO/MM (S1)</td>
<td>16</td>
<td>83</td>
<td>00:00:26:07</td>
<td>0.31</td>
</tr>
<tr>
<td>CCSD(T)/ELMO/MM (S2)</td>
<td>23</td>
<td>119</td>
<td>00:01:41:07</td>
<td>1.19</td>
</tr>
<tr>
<td>CCSD(T)/ELMO/MM (S3)</td>
<td>27</td>
<td>144</td>
<td>00:03:33:18</td>
<td>2.51</td>
</tr>
<tr>
<td>CCSD(T)/MM (S3-MM)</td>
<td>27</td>
<td>144</td>
<td>00:03:20:22</td>
<td>2.36</td>
</tr>
<tr>
<td>Full-CCSD(T)/MM</td>
<td>52</td>
<td>255</td>
<td>05:21:39:42</td>
<td>100.00</td>
</tr>
</tbody>
</table>

\(^{(a)}\) The recorded CPU times were obtained by performing parallel calculations on 8 Intel Xeon Gold 6130 2.1 GHz processors.

We can also notice that the computational cost of the CCSD(T)/ELMO/MM calculation with the S3 partitioning is only slightly larger than the one for the CCSD(T)/MM computation exploiting scheme S3-MM. The discrepancy can be ascribed to the greater number of total basis functions used to construct the starting Fock matrix (see equation (2)) in the S3 case (inclusion of the atomic orbitals centered on the atoms of oxaloacetate). However, on the basis of the superior results generally obtained with the QM/ELMO/MM computations by adopting the S3 partitioning scheme, this slightly larger computational cost is completely acceptable. At the same time, the CCSD(T)/ELMO/MM calculation with scheme S2 is characterized by a CPU time that is about half of the one for the CCSD(T)/MM computation with scheme S3-MM. This
result is also remarkable if we take in to account the fact that these two calculations practically provide very similar results (see subsection 4.1).

Therefore, considering the analysis of the computational cost and the results of the benchmark calculations discussed in the previous subsection, we can confirm that the QM/ELMO technique is indeed a convenient tool to extend the range of applicability and accuracy of the traditional QM/MM methods. In particular, we can conclude that both S2 and S3 seem suitable partitioning schemes and, therefore, as we will see in subsection 4.3, they were adopted in all the computations that we performed to investigate the impact of the chosen level of theory for the quantum mechanical region in the QM/ELMO/MM strategy.

Figure 5. Trend of the total elapsed times as a function of the CPUs used in the QM/ELMO/MM calculations (basis-set cc-pVDZ) carried out on the transition-state structure for the deprotonation of acetyl coenzyme A by citrate synthase with partitioning schemes S1, S2 and S3. The elapsed times are reported as percentages of the timings recorded for the computations performed with only one single CPU core. All calculations were carried out by exploiting Intel Xeon Gold 6130 2.1 GHz processors.

To complete the analysis of the computational cost associated with the QM/ELMO/MM technique we have afterwards considered the scalability with respect to the number of computer cores used in the calculations. In particular, always considering partitioning schemes S1, S2 and S3 for the transition-state geometry, we performed series of
CCSD(T)/ELMO/MM computations with basis-set cc-pVDZ by gradually increasing the number of CPUs (on a single node) from 1 to 32. The elapsed times (shown as percentages of the elapsed times recorded with only one single processor) are reported in Figure 5 as a function of the used cores (for the sake of completeness, raw elapsed time are also reported in Table S1 of the Supporting Information). For all the three subdivision patterns, we notice a significant decrease until 8 employed CPUs. After that the total elapsed times tend to stabilize and they practically remain constant when the parallel computations are performed with more than 12 cores. Interestingly, it is also possible to observe that the reduction of the elapsed time due to the use of multiple processors is more significant with partitioning schemes S2 and S3, which are those characterized by larger fully QM regions.

**Table 4.** Number of atoms and number of basis functions in the QM/ELMO region with CPU times corresponding to CCSD(T)/ELMO/MM calculations (cc-pVDZ basis-set) performed on the transition state structure for the deprotonation of acetyl coenzyme A by citrate synthase by gradually enlarging the ELMO subsystem associated with partitioning schemes S2 and S3.\(^{(a)}\)

<table>
<thead>
<tr>
<th>ELMO regions</th>
<th>No. of atoms</th>
<th>No. of basis functions</th>
<th>CPU time (dd:hh:mm:ss)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2 Reference</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0 Å</td>
<td>29</td>
<td>329</td>
<td>00:01:41:17.8</td>
<td>100.0</td>
</tr>
<tr>
<td>5.0 Å</td>
<td>105</td>
<td>1059</td>
<td>00:13:56:30.6</td>
<td>825.8</td>
</tr>
<tr>
<td>6.0 Å</td>
<td>136</td>
<td>1494</td>
<td>00:18:43:52.2</td>
<td>1109.5</td>
</tr>
<tr>
<td>S3 Reference</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0 Å</td>
<td>29</td>
<td>329</td>
<td>00:03:33:18.2</td>
<td>100.0</td>
</tr>
<tr>
<td>5.0 Å</td>
<td>105</td>
<td>1059</td>
<td>00:11:46:54.1</td>
<td>331.4</td>
</tr>
<tr>
<td>6.0 Å</td>
<td>136</td>
<td>1494</td>
<td>00:23:28:22.2</td>
<td>660.3</td>
</tr>
</tbody>
</table>

\(^{(a)}\) Recorded CPU times obtained by carrying out parallel calculations on 8 Intel Xeon Gold 6130 2.1 GHz processors.
Finally, we also took into account how the CPU time varies when the QM region remains fixed, but the ELMO subsystem expands at the expense of the MM part. To accomplish this task, starting from partitioning schemes S2 and S3, the ELMO regions were gradually enlarged by including surrounding atoms within 4 Å, 5 Å and 6 Å from the abstracted hydrogen atom of acetyl coenzyme A in the transition state structure. Also in this case, all the calculations were carried out on the transition state geometry by exploiting the CCSD(T) level of theory for the QM region and adopting the cc-pVDZ basis-set for the QM and ELMO subsystems. The results are reported in Table 4, where we can observe that the CPU time always increases as the ELMO region becomes larger and larger. Considering that the computational effort strictly related to the CCSD(T) procedure remains practically unchanged for all the CCSD(T)/ELMO/MM computations that derive from scheme S2 and for those that derive from scheme S3, the observed differences in the CPU time are ascribable to larger computational costs for the preliminary SCF cycle and for the four-index transformation due to the greater numbers of basis functions centered on the atoms of the QM and ELMO regions. In fact, as mentioned in the Theory section (see subsection 2.2), the Fock matrix is initially constructed over the whole supermolecular basis-set (see equation (2)) and, at the moment, this represents one of the bottlenecks of the QM/ELMO and QM/ELMO/MM techniques. To overcome this drawback, we are currently trying to introduce a suitable truncation criterion similar to the one already proposed by Manby, Miller and their collaborators\textsuperscript{82,84} to solve the same problem in the framework of the projection-based embedding approach. This will allow a reduction in the number of basis functions for the construction of the initial Fock matrix with a consequent decrease of the computational cost associated with the SCF cycle and with the four-index transformation for the post-HF calculations, also when the ELMO
regions become quite large. The QM/ELMO/MM strategy is already an attempt in this direction because the introduction of the third molecular mechanics layer can be also seen as a way to discard some basis functions that are not strictly necessary to reach chemical accuracy for the system/process under investigation. However, although it is true that the computational cost increases as the size of ELMO subsystem becomes larger at the expense of the MM part, it is worth pointing out that the use of pre-computed ELMOs is still more computationally advantageous compared to the case of embedding methods that need a preliminary standard QM calculation on the whole quantum mechanical region given by the union of the high- and low-level QM subunits. For example, this is what happens in the WF-in-DFT/MM approach, where a standard DFT computation on the whole QM region is necessary to preliminarily determine the Kohn-Sham orbitals that are afterwards localized and assigned to the different QM subsystems. As one can imagine, the computational cost of this preparatory procedure significantly increases as the size of the low-level QM subunit becomes larger, certainly much more than in the preliminary steps of our QM/ELMO/MM technique where we have an instantaneous transfer of pre-calculated extremely localized molecular orbitals from properly assembled databanks.

4.3 Influence of the QM level of theory. Another important aspect to consider in our test calculations was the effect of the level of theory for the QM subunit. To address this point, we decided to carry out QM/ELMO/MM computations exploiting different quantum chemical methods for the QM subunit (RHF, B3LYP, M06-2X, MP2, CCSD, and, when possible, CCSD(T)), and three different basis-sets for the whole QM/ELMO region (cc-pVDZ, aug-cc-pVDZ and cc-pVTZ). As anticipated at the end of the first part of subsection 4.2, these computations were performed by adopting partitioning
schemes S2 and S3. The obtained reaction barriers and energies are reported in Table 5.

**Table 5. Reaction barriers ($\Delta E_{act}$) and reaction energies ($\Delta E_r$) for the deprotonation of acetyl coenzyme A by citrate synthase, as obtained from QM/ELMO/MM calculations (partitioning schemes S2 and S3) with different quantum mechanical levels and basis-sets.**

<table>
<thead>
<tr>
<th>Basis-set / QM method</th>
<th>$\Delta E_{act}$</th>
<th>$\Delta E_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scheme S2</td>
<td>Scheme S3</td>
</tr>
<tr>
<td><strong>cc-pVDZ</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHF</td>
<td>18.92</td>
<td>19.24</td>
</tr>
<tr>
<td>B3LYP</td>
<td>6.85</td>
<td>7.18</td>
</tr>
<tr>
<td>M06-2X</td>
<td>5.70</td>
<td>6.17</td>
</tr>
<tr>
<td>MP2</td>
<td>8.81</td>
<td>8.49</td>
</tr>
<tr>
<td>CCSD</td>
<td>12.26</td>
<td>12.00</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>10.81</td>
<td>10.50</td>
</tr>
<tr>
<td><strong>aug-cc-pVDZ</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHF</td>
<td>21.72</td>
<td>22.18</td>
</tr>
<tr>
<td>B3LYP</td>
<td>9.75</td>
<td>10.32</td>
</tr>
<tr>
<td>M06-2X</td>
<td>8.33</td>
<td>9.10</td>
</tr>
<tr>
<td>MP2</td>
<td>11.42</td>
<td>11.12</td>
</tr>
<tr>
<td>CCSD</td>
<td>14.96</td>
<td>14.76</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>13.20</td>
<td>12.91</td>
</tr>
<tr>
<td><strong>cc-pVTZ</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHF</td>
<td>20.36</td>
<td>21.42</td>
</tr>
<tr>
<td>B3LYP</td>
<td>8.74</td>
<td>9.75</td>
</tr>
<tr>
<td>M06-2X</td>
<td>7.78</td>
<td>8.93</td>
</tr>
<tr>
<td>MP2</td>
<td>9.24</td>
<td>9.54</td>
</tr>
<tr>
<td>CCSD</td>
<td>12.93</td>
<td>13.40</td>
</tr>
</tbody>
</table>

(a) All energy values in kcal/mol.

If for each basis-set we consider as references the results obtained with the highest level of theory for the QM region (CCSD(T) for cc-pVDZ and aug-cc-pVDZ; CCSD for cc-pVTZ), we can observe that the QM/ELMO/MM calculations performed with the
Hartree-Fock method always overestimates both the reaction barrier (by a factor between 1.5 and 2) and, to a lower extent, the global reaction energy. This is probably due to the complete absence of Coulomb electron correlation in the Hartree-Fock description. On the contrary, we can see that the adoption of the MP2, B3LYP and M06-2X levels of theory for the QM subsystem always led to an underestimation of the Coupled Cluster results. Finally, for basis-sets cc-pVDZ and aug-cc-pVDZ, we were also able to compare the CCSD/ELMO/MM calculations to the CCSD(T)/ELMO/MM ones and we can notice that the reaction barriers and energies resulting from the former are always larger than those obtained through the latter. It is important to observe that all these trends are independent of the chosen partitioning scheme (S2 or S3) and, above all, they are completely in line with trends already observed in previous computational studies on the examined reaction.\textsuperscript{94,104}

The performed calculations also allowed the evaluation of the basis-set choice for the whole QM/ELMO subsystem. From Table 5 we can see that, regardless of the level of theory for the fully quantum mechanical region, the reaction barriers and energies obtained with the cc-pVDZ basis-set are almost always lower than those resulting from computations with larger basis-sets aug-cc-pVDZ and cc-pVTZ. Furthermore, the cc-pVTZ values are generally in-between the cc-pVDZ and aug-cc-pVDZ ones, with the only exception for the reaction energies computed at MP2 and CCSD levels with the S2 subdivision pattern. However, within the different basis-sets, the trends discussed in the previous paragraph are always valid.

4.4 Comparison to other methods. More importantly, to better assess the reliability of the results obtained through the novel QM/ELMO/MM approach, we also decided to compare the reaction barriers and energies resulting from our calculations at the highest levels of theory (i.e., CCSD(T) for cc-pVDZ and aug-cc-pVDZ, and CCSD for
cc-pVTZ) to reference values obtained in previous investigations of the proton abstraction of acetyl coenzyme A by citrate synthase. These reference values were compatible with the experimentally determined activation free energy barrier associated with the overall first step of the Krebs cycle (i.e., formation of citrate and coenzyme A from acetyl coenzyme A and oxaloacetate through the catalytic action of citrate synthase).\textsuperscript{104,112-114} In particular, as also done by Bennie et al.,\textsuperscript{94} our main references were the activation and reaction energies computed at LCCSD(T0)/aug-cc-pVDZ//MM level,\textsuperscript{104} with LCCSD(T0) as a local Coupled Cluster method. In that case, the QM region corresponded to the fully quantum mechanical subsystem considered in partitioning scheme S3 plus the oxaloacetate molecule, and the MM subunit to the remaining part of the system (exactly as for our full-QM/MM reference). The obtained activation and reaction energies were 13.2 kcal/mol and 8.4 kcal/mol, respectively.

Now, if we consider our CCSD(T)/ELMO/MM calculations with the cc-pVDZ set of basis functions, the reaction barriers are underestimated, while the global reaction energies are fully in line with the LCCSD(T0) values. On the contrary, taking into account the aug-cc-pVDZ computations, which are actually those that are directly comparable to the reference LCCSD(T0)/MM ones, the obtained activation energies are in optimal agreement with the benchmark results, while the computed reaction energies are larger by 1.9-2.3 kcal/mol. This worse behavior for the reaction energies can be ascribed to the poorer ELMO description for the electron density of the oxaloacetate molecule, which probably does not correctly model the stabilization of the deprotonated acetyl coenzyme A by the oxaloacetate ketone. In fact, in the current version of the QM/ELMO strategy, the embedding of the fully QM region is only approximate since it is given by transferred and frozen extremely localized molecular orbitals. To improve the results, a future methodological development could consist in
introducing a relaxation of the surrounding ELMO electron distribution that takes into account the polarization due to the ground and excited states of the chemically active region. This could be accomplished by exploiting the transfer and use of virtual extremely localized molecular orbitals that are already available in the current version of the ELMO libraries. To complete the analysis of the results obtained through the calculations at the highest level of theory within the different basis sets, we can notice that, in the cc-pVTZ case, the CCSD/ELMO/MM outcomes are in very good agreement with the reference LCCSD(T0)/MM ones, independently of the chosen partitioning scheme and for both the activation and the reaction energy.

For a further and important comparison, we also considered the results of previous CCSD(T)-in-DFT/MM calculations with basis-set aug-cc-pVDZ and with a partitioning scheme intermediate between S2 and S3, as reported by Bennie et al.\textsuperscript{94} These computations gave activation barriers between 11.4 and 12.1 kcal/mol and reaction energies within 1.0 kcal/mol from the reference LCCSD(T0)/MM values. If now we consider our CCSD(T)/ELMO/MM calculations performed with basis-set aug-cc-pVDZ and partitioning schemes S2 and S3 (see again Table 5), we can notice that the obtained values for activation and reaction energies are completely compatible with the CCSD(T)-in-DFT/MM ones. However, always using the LCCSD(T0)/MM results as references, we can see that our new technique outperforms the WF-in-DFT/MM method in the determination of the reaction barriers. The opposite is true for the reaction energies, for which the CCSD(T)-in-DFT/MM results are better than those obtained through the CCSD(T)/ELMO/MM approach. This is again probably related to the fact that the QM/ELMO/MM strategy uses frozen pre-computed extremely localized molecular orbitals. In fact, if on the one hand pre-calculated ELMOs are certainly advantageous from the computational point of view (as we will also stress below), on
the other hand they provide a worse stabilization of the deprotonated acetyl coenzyme A compared to tailor-made frozen Kohn-Sham orbitals used in the WF-in-DFT/MM computations.

Based on all the previous comparisons, we can conclude that the proposed QM/ELMO/MM approach overall provide completely reasonable results especially when the fully quantum mechanical region is treated through a very high level of theory. In particular, also in this case, it is worth pointing out again that the QM/ELMO/MM results are completely in line with those obtained through standard QM/MM calculations characterized by a larger computational cost. Concerning the comparison with similar WF-in-DFT/MM embedding computations (based on similar partitioning schemes), we got analogous values for reaction barriers and energies, but with the non-negligible advantage that, in our new approach, it is not necessary to perform a preliminary DFT calculation on the QM system and localize the obtained Kohn-Sham molecular orbitals to define the WF and DFT regions. In our case, we use pre-determined ELMOs that are directly transferred to the low-QM subsystem (i.e., the ELMO subsystem), thus reducing the cost associated with the preliminary-step to the real fully QM embedding computation.

5. CONCLUSIONS

In this work we have proposed a novel multi-layer embedding technique for the computational investigation of macromolecules and biochemical reactions. In the new method, the most important region of the system under exam can be treated at a very high quantum mechanical level of theory, an intermediate subsystem through a buffer of frozen extremely localized molecular orbitals previously transferred from databanks or proper model molecules, and the remaining part by means of a classical force field.
The validation of the new technique, which in this investigation was conducted on the well-studied deprotonation of acetyl coenzyme A by citrate synthase, proved that the novel QM/ELMO/MM method reproduces the results obtained through traditional QM/MM computations, but using much smaller QM subsystems and, therefore, with a significantly lower computational cost. This is possible thanks to the cheap but crucial embedding of the fully quantum mechanical region provided by frozen ELMOs. Moreover, we have also seen that the obtained values for activation and reaction energies are in very good agreement with those resulting from previous computational studies of the investigated process, especially with those obtained by means of WF-in-DFT/MM calculations. The advantage of our novel approach is that no preliminary DFT computations are necessary, but only suitable pre-computed extremely localized molecular orbitals stored in a databank are exploited to reliably describe the low-level QM region.

On the basis of the obtained results, we imagine that the new strategy will allow an easier exploitation of high-level and accurate wave function-based techniques (e.g., Coupled Cluster) in the framework of QM/MM-type calculations. Therefore, we envisage the use of the new approach in the modeling of large biosystems. To this purpose, in the future we will apply the novel three-layer embedding technique both in other computational studies of enzyme reactions and in new structural refinements of macromolecules within the context of modern quantum crystallography. In particular, considering the promising results recently obtained through the HAR-ELMO method, we imagine that the novel QM/ELMO/MM strategy could be profitably coupled with the emerging Hirshfeld atom refinement technique to obtain very accurate structural details (e.g., hydrogen atom positions) in chemically important regions of biological systems, such as in active or binding sites of proteins. Finally, as already
mentioned in the discussion of the obtained results, further methodological improvements will be also necessary and possible. For example, we are currently planning the introduction of a polarizable ELMO subunit in order to have better embeddings for the fully quantum mechanical regions of the investigated systems. Furthermore, despite in its current version our new three-layer embedding method can be already exploited within the dual level approach\textsuperscript{109-111}, one of the next development steps will consist in the implementation of the QM/ELMO/MM analytic gradient that will enable optimizations of reaction paths along reaction coordinates and the coupling with Molecular Dynamics for the computation of free energies.
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