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0.1. Towards the FLE. The present work lies in within the general paradigm of quantum geometric
Langlands theory. In the same way as the usual (i.e., non-quantum) geometric Langlands theory,
arguably, originates from the geometric Satake equivalence, the quantum geometric Langlands theory
originates from the FLE, the fundamental local equivalence. In this subsection we will review what the
FLE says.

0.1.1. The original FLE is a statement within the theory of D-modules, so it takes place over an
algebraically closed field k of characteristic zero. Let G be a reductive group and let G be its Langlands
dual, both considered as groups over k. Let A denote the coweight lattice of G, and let A be the dual
lattice, which is by definition the coweight lattice of G.
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We fix a level for G, which is by definition, a Weyl group-invariant symmetric bilinear form
K:ARAN—k,
We will assume that resulting (symmetric) bilinear form

(0.1) tet—k
k

is mon-degenerate, where t := k ® A is the Lie algebra of the Cartan subgroup 7' C G. The non-
degeneracy of the pairing (0.1) mezans that the resulting map

tot" =1t
is an isomorphism. Consider the inverse map

=t t,
which we can interpret as a (symmetric) bilinear form
(0.2) {§ t—k,
or a symmetric bilinear form o

E:ARA— k.
We will refer to £ as the level dual dual to .
0.1.2. We turn (0.1) and (0.2) into Ad-invariant symmetric bilinear forms
(= =)s:g®@g—kand (-, —)r: @3 —Fk,

respectively, where the correspondence

SymBilin(g, k)¢ < SymBilin(t, k)"

is given by
=, —)Kil
(=) (=l
where (—, —)ki is the Killing form, and similarly for §.
0.1.3. The form (—, —), gives rise to a Kac-Moody extension

0—=k—8.—9(t) =0

and to the category of twisted D-modules D-mod, (Gr¢) on the affine Grassmannian Grg = G((t))/G[t]
of G.

We consider two categories associated with the above data:
(0.3) KL, (G) := §x-mod®t and Whit, (@) := D-mod, (Grg)N )X,

Here the superscript G[t] stands for G[t]-equivariance, i.e., KL.(G) is modules over the Harish-
Chandra pair (g., G[t]). The superscript N((t)),x stands for equivariance for N((t)) against the non-
degenerate character x (see Sect. 6.1 for the detailed definition).

We consider the similar categories for the Langlands dual group

KL% (G) and Whitx(G).

0.1.4. We are now ready to state the FLE. It says that we have a canonical equivalence

(0.4) Whit(G) ~ KLz (G).

Symmetrically, we are also supposed to have an equivalence

Whits (G) ~ KL« (G).

The equivalence (0.4) is still conjectural, and the present work may be regarded as a step towards
its proof.
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0.1.5. The categories appearing on the two sides of (0.3) are not mere (DG) categories, but they carry
extra structure. Namely, the pair k((t)) D k[t] that appears in the definition of both sides should be
thought of as attached to a point x on a curve X, where t is a local parameter at x.

Each of the categories appearing in (0.3) has a structure of factorization category, i.e., it can be
more generally attached to a finite collection of points z C X, i.e., a point of the Ran space of X (see
Sect. 1.1),

(0.5) z ~ Cy,
and we have a system of isomorphisms
(0-6) 6£1U£2 = e&l ® e&fu

whenever 1 and x2 are disjoint.

The additional structure involved in (0.4) is that it is supposed to be an equivalence of factorization
categories.

0.2. Quantum groups perspective. There is a third (and eventually there will be also a fourth)
player in the equivalence (0.4). This third player is the category

Rep, (G),

which is the category of representations of the “big” (i.e., Lusztig’s quantum group). We will now
explain how it fits into the picture.

0.2.1. The category Repq(é) is of algebraic nature and can be defined over an arbitrary field of coefhi-

cients e (say, also assumed algebraically closed and of characterstic zero). The structure that Rep,(G)
possesses is that if a braided monoidal category.

Here the quantum parameter g is a quadratic form on A (which is the weight lattice for G) with
values in e*.

0.2.2. Assume now that e = C = k. Take the curve X to be A' and z = 0 € A'. In this case, for
a given DG category C, a braided monoidal structure on it (under appropriate finiteness conditions),
via Riemann-Hilbert correspondence gives rise to a factorization category (see Sect. 0.1.5 above) with

0.2.3. Now, the equivalence established in the series of papers [KL] can be formulated as saying that

the factorization category corresponding by the above procedure to Rep,(G) identifies with KLx(G)
for the quantum parameter

q = exp(2migx),
where ¢, is the quadratic form A — k such that the associated bilinear form is &, i.e.,

4:(\) = @

In particular, we have an equivalence as plain DG categories

(0.7) KLz (G) ~ Rep, (G).

Remark 0.2.4. Note that the equivalence (0.7) does not involve Langlands duality: on both sides we
are dealing with the same reductive group, in this case G.
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0.2.5. Thus, combining, for e = C = k we are supposed to have the equivalences

(0.8) Whit, (G) ~ KL (G) ~ Rep, (G).
What we prove in this work is a result that goes a long way towards the composite equivalence
(0.9) Whit (G) ~ Rep, (G).

The precise statement of what we actually prove will be explained in the rest of this Introduction.
Here let us note the following two of its features:

e The right-hand side of our equivalence will not be Repq(é), but rather ti,()-mod, the category
of modules over the small quantum group.

e Our equivalence will be geometric (or motivic) in nature in that it will not be tied to the
situation of e = C = k and neither will it rely on Riemann-Hilbert. Rather, it applies over any
ground field and for an arbitrary sheaf theory (see Sect. 0.8.8).

Let us also add that the equivalence (0.9) had been conjectured by J. Lurie and the first-named
author around 2007; it stands at the origin of the FLE.

0.2.6. One could of course try to prove the FLE (0.4) by combining the Kazhdan-Lusztig equivalence
(0.7) with the (yet to be established) equivalence (0.9). But this is not how we plan to proceed about
proving the FLE. Nor do quantum groups appear in the statement of the main theorem of the present
work, Theorem 19.2.5.

So in a sense, the equivalences with the category of modules over the quantum group is just an add-on
to the FLE. Yet, it is a very useful add-on: quantum groups are “much more finite-dimensional”, than
the other objects involved, so perceiving things from the perspective of quantum groups is convenient
in that it really explains “what is going on”. We will resort to this perspective on multiple occasions
in this Introduction (notably, in Sect. 0.6) as a guiding principle to some of the key constructions.

0.3. Let’s prove the FLE: the Jacquet functor. We will now outline a strategy towards the proof
of the FLE. This strategy will not quite work (rather one needs to do more work in order to make it
work, and this will be done in a future publication). Yet, this strategy will explain the context for what
we will do in the main body of the text.

0.3.1. The inherent difficulty in establishing the equivalence (0.4) is that it involves Langlands duality:
each side is a category extracted from the geometry of the corresponding reductive group (i.e., G and
G, respectively), while the relationship between these two groups is purely combinatorial (duality on
the root data).

So, a reasonable idea to prove (0.4) would be to describe both sides in combinatorial terms, i.e., in
terms that only involve the root data and the parameter x, with the hope that the resulting descriptions
will match up.

The process of expressing a category associated with the group G in terms that involve just the root
data is something quite familiar in representation theory: if Cg is a category attached to G and Cr is
a similar category attached to the Cartan subgroup 7', one seeks to construct a Jacquet functor

J:Cq — Cr,
and express Cg as objects of Cr equipped with some additional structure.

For example, this is essentially how one proves the geometric Satake equivalence: one constructs the
corresponding Jacquet functor

Perv(Gre) 9 — Perv(Gry) I ~ Rep(T)

by pull-push along the diagram
GrB e GI‘G

l

Grr.
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0.3.2. Let us try to do the same for the two sides of the FLE. First, we notice that for G = T', the two
categories, i.e.,
(0.10) Whit,, (T) ~ D-mod, (Grr) and KLz (T)
are indeed equivalent as factorization categories in a more or less tautological way.
We now have to figure out what functors to use
IVME S Whit, (G) — Whit,(T) and 3" : KLz (G) — KLz (T),

so that we will have a chance to express the G-categories in terms of the corresponding T-categories.

0.3.3. Here the quantum group perspective will be instrumental. The functor
Quant . Repq(é) — Repq(T)

that we want to use, to be denoted J “Q“‘mt

, is given by
M C(U;™(N), M),
where U;““S(N) is the positive (i.e., “upper triangular”) part of the big (i.e., Lusztig’s) quantum group.
The next step is to construct the functors
IV Whit, (G) — Whit, (T) and 35 : KL (G) — KLk (T)

that under the equivalences (0.8) are supposed to correspond to J ”Q“‘mt

0.3.4. The functor
I KLA(G) = KL (T)

is a version of the functor of semi-infinite cohomology with respect to n((¢)). More precisely, it is literally
that when & is positive or irrational and a certain non-trivial modification when & is negative rational.

The precise construction of JE will be given in a subsequent publication, which will deal with the
“Kazhdan-Lusztig vs factorlzatlon modules” counterpart of our main theorem (the latter deals with
“Whittaker vs factorization modules” equivalence).

0.3.5. Let us describe the sought-for functor
VP Whit, (G) — Whit, (7).
We will first make a naive attempt. Namely, let
IVPE Whit, (G) — Whit, (T)
be the functor defined by !-pull and *-push along the diagram

Grg- — Grg

(0.11) J
Grr.

This is a meaningful functor, but it does not produce what we need. Namely, one can show that

with respect to the equivalence (0.9), the functor JWhit corresponds to the functor

Quant | X ~ . DK ;v
I Rep, (G) = Rep, (T), M — C(U™(N), M),

where UP®(N) is the De Concini-Kac version of Uy(N) (we note that when & is irrational, i.e., when
q takes values in non-roots of unity, the two versions do coincide).
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0.3.6. To obtain the desired functor JV"* we proceed as follows, Note that
Whity (T') ~ D-mod, (Grr),

and as a plain DG category, it is equivalent to the category of A-graded vector spaces. For a given
A € A, let us describe the A-component (J!Wh‘t)’\ of JVhit,

Going back to J¥M*, its A-component (J¥ P> is given by

F s O (Cro, F @ (i) (ws-))s
where
NT((t) - t* = s> 2 Gre.
Now, (IR is given by
F s O (Gra, T ® (i )1 (ws—)).
So, the difference between (J)¥™*)* and (JYV"*)* is that we take (i) )1(wg-.») instead of (iy )« (wg—.»)-

Remark 0.3.7. Let us remark that the functor that appears in the main body of this work is yet a

different one, to be denoted J)¥ ™. Its A-component (J\¥**)* is given by

! )
F s C(Crg, FRICM 207,

where IC*T %7 is a certain twisted D-module defined in Sect. 13.

Under the equivalence (0.9), the functor JWhit corresponds to the functor
(0.12) I Rep, (G) = Repy (1), M+ C (uq(N), M),

where uq(N) is the positive part of the small quantum group.

0.3.8. Having described the functor J}V™* let us address the question of whether we can use it in order

to express the category Whit, (G) in terms of Whit. (7). To do so, we will again resort to the quantum
group picture.

The functor J!Quant has an additional structure: it is laz braided monoidal. As such, it sends the

(monoidal) unit object e € Rep,(G) to the object that we will denote
Lus A
Q.7 € Repq(T)7
which has a structure of Es-algebra. Moreover, the functor J?uam can be upgraded to a functor

(0.13) (IR Rep, (G) — Q¢**-modg, (Rep, (7).

Similarly, the functors J}"™* and JF* have factorization structures. By applying to the unit, we

obtain factorization algebras

(014) QXV}‘“’LUS and Q‘E:L,Lus

in Whit,(T) and KL (T), respectively, and the upgrades

(0.15) @V Whit, (@) — QU _FactMod(Whit (T))unti
and

(0.16) G KLg (G) — QKM FactMod (KL (T'))untl,

respectively, where the subscript untl stands for “unital modules”.

One expects the functors (0.15) and (0.16) to be equivalences if and only if (0.13) is. However,
(0.13) is not an equivalence, for the reasons explained in Sect. 0.3.10 below.
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0.3.9. In a different world, if the functors (0.15) and (0.16) were equivalences, one would complete the
proof of (0.4) by proving that under the factorization algebras (0.14) correspond to one another under
the equivalence

Whit,, (T') ~ KLz (T)
of (0.10).

However, not all is lost in the real world either. In a subsequent publication, we will introduce a
device that allows to express the LHS of (0.15) in terms of the RHS (and similarly, for (0.16)) and
thereby prove the FLE.

In the case of (0.16), the same device should be able to give a different proof of the Kazhdan-Lusztig
equivalence (0.7).

0.3.10. As was mentioned above, the functor (0.13) is not an equivalence. Rather, we have an equiva-
lence

(0.17) Repi™(G) ~ Q;"*-mods, (Rep, (1)),

mxd () is a category of modules over the “mixed” quantum group, introduced in [Ga8].

where Rep,

The original functor (0.13) is the composition of (0.17) with the restriction functor

(0.18) Repi™(G) — Rep, (G).

Remark 0.3.11. Recall following [Ga8] that the mixed version Rep;“"d(é) has Lustig’s algebra US"*(N)
for the positive part and the De Concini-Kac algebra U;D K(N7) for the negative part. However, even
when ¢ takes in non-roots of unity, the functor (0.18) is not an equivalence (and not even fully faithful
unless we restrict to abelian categories).

Namely, in the non-root of unity case, the category Repq(G) consists of modules that are locally

mxd

finite for the action of the entire quantum group, whereas Rep},

we only impose local finiteness for the positive part.

(G) is the quantum category O, i.e.,

0.3.12. As we just saw, although the functor (0.13) is not an equivalence, it is the composition of a
(rather explicit) forgetful functor with an equivalence from another meaningful representation-theoretic
category. We have a similar situation for the functors (0.15) and (0.16).

Namely, the functor (0.16) is the composition of the forgetful functor
KL.(G) := Ek—modé[[t]] — ak—modj,
and a functor

§.-mod’ — QK _FactMod(KLx (T))unt,

which is conjectured to be an equivalence. In the above formula I C G[t] is the Iwahori subgroup. The
latter conjectural equivalence is essentially equivalent to the main conjecture of [Ga8], see Conjecture
9.2.2 in loc.cit.

Similarly, the functor (0.15) is the composition of the pullback functor
Whit, (@) := D-mod, (CGrg) Y X — D-mod, (Flg )Y )X
and a functor
D-mod, (Flg )Y )% 5 QWhit-Lus _pactMod(Whitx (T) ) unt1,

which is conjectured to be an equivalence. In the above formula Flg = G((¢))/I is the affine flag
space. The latter conjectural equivalence should be provable by methods close to those developed in
the present work.

0.4. The present work: the “small” FLE. Having explained the idea of the proof of the FLE via
Jacquet functors, we will now modify the source categories, and explain what it is that we actually
prove in this work.
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0.4.1. Just as above, we will first place ourselves in the context of quantum groups. From now on we
will assume that ¢ takes values in the group of roots of unity.

In this case, following Lusztig, to the datum of (G, q) one attaches another reductive group H, see
Sect. 2.3.6 for the detailed definition. Here we will just say that weight lattice of H, denoted Ay is a
sublattice of A and consists of the kernel of the symmetric bilinear form b associated to ¢

b(A1, A2) = q(A1 4 A2) —q(A1) — q(X2),
where we use the additive notation for the abelian group e*.

In addition, following Lusztig, we have the quantum Frobenius map, which we will interpret as a
monoidal functor

(0.19) Frob; : Rep(H) — Rep, (G).
We will use Frobj to regard Rep(H) as a monoidal category acting on Repq(é),
V, M > Frob (V) ® M.
Given this data, we can consider the graded Hecke category of Repq(é) with respect to Rep(H),
Hecke(Repq(G)) :=Rep(Tw) ® Repq(é).
Rep(H)

See Sect. 10.3 for the discussion of the formalism of the formation of Hecke categories.

Recall the functor Sguant of (0.12). It has the following structure: it intertwines the actions of

Rep(H) on Repq(é) and of Rep(Tw) on Repq(T) via the restriction functor Rep(H) — Rep(Tw),
where Ty is the Cartan subgroup of H, and the latter action is given by the quantum Frobenius for T'.

This formally implies that J2"*"* gives rise to a functor

(0.20) (JRuantyHecke Hecke(Rep, (G)) — Rep, (T),

and further to a functor

(0.21) (Fyrrantyteckeenh ; Hecke(Rep, (G)) — Q5™*"-mods, (Rep, (T)),
where Q™! is the Es-algebra in Rep, (T') obtained by applying Ji2**™ to the unit.

A key observation is that the functor (0.21) is an equivalence (up to renormalization, which we will
ignore in this Introduction). We will explain the mechanism of why this equivalence takes place in a
short while (see Sect. 0.4.6 below).

0.4.2. We will can perform the same procedure for Whit and KL. In the case of the latter, metaplectic

geometric Satake (see Sect. 2.4) defines an action of Rep(H) on KLz (G). This action matches the
action of Rep(H) on Rep,(G) via the Kazhdan-Lusztig equivalence.

Furthermore, one can define a functor

IRE KL (G) = KLk (T)

with properties mirroring those of Jguam‘ In particular, we obtain:
L] ° . .
(0.22) (FikyHeckeenh . Hocke(KLg (G)) — QK== _pactMod (KL (T') ) unti.-

If we use the Kazhdan-Lusztig equivalence (0.7), it would follow formally that the functor (0.22) is
an equivalence.

Alternatively, we expect it to be possible to prove that (0.22) is an equivalence directly. Juxtaposing
this with the equivalence (0.21), with some extra work, this would provide an alternative construction
of the Kazhdan-Lusztig equivalence (0.7).
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0.4.3. We now come to the key point of the present work. Using metaplectic geometric Satake we
define an action of the same category Rep(H) also on Whit.(G). Hence, we can form the category

Hecke(Whit. (G)).
Furthermore, in Part V of this work, we construct a functor
(0.23) IWVME S Whit, (G) — Whit, (T),

and we show that it also intertwines the Rep(H ) and Rep(Tx)-actions. From here we obtain the functor

(FWVhityHeeke . Hotko(Whit, (G)) — Whity (),
and further a functor
(0.24) (gryhityHecke.enh . Hocke(Whit, (G)) — Q) M0=mal_pact Mod(Whity (T) ) unti.-

0.4.4. The main result of this work, Theorem 19.2.5 says that the functor (0.24) is an equivalence.
Furthermore, another of our key results, Theorem 18.4.2, essentially says that under the equivalence
Whit, (T) ~ KLz (T),
the factorization algebras QWVhitsmall apnq QFLsmall ¢orrespond to one another.

Hence, taking into account the equivalence (0.22), we obtain that our Theorem 19.2.5, combined
with Theorem 18.4.2, imply the following equivalence

(0.25) Hecke(Whit,.(G)) ~ Hecke(KLx((}))

We refer to the equivalence (0.25) as the “small FLE”, for reasons that will be explained in Sect. 0.4.6
right below.

We remark that, on the one hand, (0.25) is a consequence of (0.4). On the other hand, it should
not be a far stretch to get the original (0.4) from (0.25), which we plan to do in the future.

0.4.5. Here is what we do not prove: the two sides in Theorem 19.2.5 are naturally factorization
categories, and one wants the equivalence to preserve this structure.

However, in main body of the text we do not give the definition of factorization categories, so we
do not formulate this extension of Theorem 19.2.5. That said, such an extension (in our particular
situation) is rather straightforward:

In general, if a functor between factorization categories is an equivalence at a point, this does not
at all guarantee that it is an equivalence as factorization categories. What makes it possible to prove

(~Whit)He.cke,enh)

this in our situation is the fact that we can control how our functor (i.e., (Jr, commutes

with Verdier duality, see Theorem 18.2.9.

0.4.6. Let us now explain the origin of the terminology “small”.

A basic fact established in [ArG] is that we have an equivalence of categories
(0.26) Hecke(Rep, () ~ 1y(G)-mod,
where the RHS is the (graded version of the) category of representations of the small quantum group.
With respect to this equivalence, the functor (J2"***)Heke of (0.20) is simply the functor
Ug(G)-mod — Rep,(T), M — C (ug(N), M).
Now, the resulting functor
(0.27) (gpuentyHeckeenh §(G)-mod — Q*-mods, (Rep, (1))

is indeed an equivalence for the following reason:
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The category L.lq (G)-mod is (the relative with respect to Rep, (T)) Drinfeld center of the monoidal
category uq(N)—mod(Repq(T)), see Sect. 27.2) for what this means. Then the equivalence (0.27) is a
combination of the following two statements (see Sect. 29.3 for details):

e A Koszul duality equivalence (up to renormalization) between g (N )-mod(Rep, (T)) and
Q™ mod;

e A general fact that for an Eq-algebra A, the Drinefeld center of the monoidal category A-mod
identifies with A-modg, .

Remark 0.4.7. At the heart of the equivalence (0.27) was the fact that 1iy(G) is the Drinfeld double
of uy(N) relative to Rep, (7). This boils down to the fact that uy(N ™) is the component-wise dual of
ug(N).

A similar fact is responsible for the equivalence (0.17). There we have that UP¥(N7) is the
component-wise due of Uy (N).

0.5. What do we actually prove? As was explained above, the goal of this work is to prove the
equivalence

(0.28) (FryhityHecke.enh . ocke(Whit, (G)) — Qp P52l _pactMod(Whity (7)) untl

of (0.24). However, at a glance, our Theorem 19.2.5 looks a little different. We will now explain the
precise statement of what we actually prove.

0.5.1. Perhaps, the main difference is that we actually work in greater generality than the one explained
above. Namely, the story of FLE inherently lives in the world of D-modules (in particular, it was tied
to the assumption that our ground field k£ and the field of coeflicients e are the same); this is needed in

order for categories such as KL, (G) to make sense.

However, the assertion that (0.28) is an equivalence is entirely geometric. I.e., it can be formulated
within any sheaf theory from the list in Sect. 0.8.8. For example, we can work with ¢-adic sheaves
over an arbitrary ground field k (so in this case e = Q). This is the context in which we prove our
Theorem 19.2.5.

0.5.2. That said, we need to explain what replaces the role of the parameter .

In the context of a general sheaf theory, we can no longer talk about twistings (those only make
sense for D-modules). However, we can talk about gerbes with respect to to the multiplicative group
e* of the field e of coefficients. The assumption that x was rational gets replaced by the assumption
that we take gerbes with respect to the group e”'**® of torsion elements in e*, i.e., the group of roots
of unity.

Now, instead of the datum of x, our input is a geometric metaplectic data 69, which is a factorization
gerbe on the factorization version of the affine Grassmannian. We refer the reader to [GLys], where
this theory is developed.

Returning to the context of D-modules, one shows that a datum of x gives rise to a geometric
metaplectic data for the sheaf theory of D-modules.

0.5.3. The second point of difference between (0.28) and the statement of Theorem 19.2.5 involves the
fact that the former talks about factorization modules for a factorization algebra on Grr, and the latter
talks about a factorization algebra on the configuration space instead.

However, this difference is immaterial (we chose the configuration space formulation because of its
finite-dimensional nature and the proximity to the language of [BFS]). Indeed, as explained in Sect. 5.5,
factorization algebras on Grr satisfying a certain support condition (specifically, if they are supported
on the connected components of Grr corresponding to elements of (A"*® —0) C A) can be equivalently
though of as factorization algebras on the configuration space.

The factorization algebra on Grr that we deal with is the augmentation ideal in QY hit:small

factorization modules for it are the same as unital factorization modules QY hit:small

SO
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0.5.4. The final point of difference is that in order for the equivalence to hold, we need to apply a
certain renormalization procedure to the category of factorization modules

Q! _FactMod ~ Q3™ -FactMod™" .
Specifically, we will have enlarge the class of objects that we declare as compact, see Sect. 19.1.

This renormalization procedure follows the pattern of how one obtains IndCoh from QCoh: it does
not affect the heart (of the naturally defined t-structure); we have a functor

Q! _FactMod™ — Q™! -FactMod

which is t-exact and induces an equivalence on the eventually coconnective parts. So the two categories
differ only at the cohomological —oo.

0.5.5. In Part IX of this work we prove that in the Betti situation (i.e., for the ground field being C
and for the sheaf theory being constructible sheaves in classical topology with e-coefficients for any e),
we have a canonical equivalence

(0.29) Uy (G)-mod®*rem ~ Q! _FactMod
and

(0.30) Uy(G)-mod™™ ~ Q2! _FactMod ™",
where

11, (G)-mod®*™ ™ and 1, (G)-mod™"
are two renormalizations of the (usual version of the) category ity (G)-mod.

The equivalence (0.29) had been previously established in (and was the subject of) the book [BFS].
The proof we give is just a remake in a modern language, where the key new tool we use is Lurie’s
equivalence between Eq algebras and factorization algebras. The proof is an expansion of the contents
of Sect. 0.4.6 above.

0.5.6. Thus, for k = C = e, and using Riemann-Hilbert correspondence, we obtain the equivalences
(0.31) Hecke(Whit,(G)) =~ Q2™ FactMod™” =~ 11, (¢)-mod™".
The composite equivalence
(0.32) Hecke(Whit,.(G)) = 1ty (()-mod™"
is a “small” version of the equivalence (0.9).

It is the equivalence (0.32) that is responsible for the title of this work.

0.6. How do we prove it? Modulo technical nuances that have to do with renormalization, our main
result says that a functor denoted

(0.33) Ppess® : Hecke(Whity (G)) — Q5! -FactMod,
which is the configuration space version of the functor (0.28), is an equivalence.

Let us explain the main ideas involved in the proof.
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0.6.1. Consider the following general paradigm: let
D:C —C
be a functor between (unital) factorization categories. It induces a functor
" @) — Q-ModFact(Ca)unti,
and we wish to know when the latter is an equivalence.

Such an equivalence is not something we can generally expect. For example, it does hold for ® being
the functor

Jgua"t : ﬁq(é’)—mod — Repq(T),
but it fails for ® being the functor

J?uant . Repq(é)—mod — Repq(T).

So we will need to prove something very particular about the functor ®2e in order to know that

it is an equivalence.

0.6.2. Our proof of the equivalence (0.33) follows a rather standard pattern in representation theory.
(the challenge is, rather, to show that this pattern is realized in our situation):

We will define a family of objects in either category that we will call “standard”, indexed by the
elements of A
[ Mhi - € Hecke(Whitq(G)) and M. € Q5" -FactMod™ .

L]
These objects will be compact and “almost” generate Hecke(Whit,(G)) (resp., Q™" -FactMod™™").
Define the co-standard objects M** (in either context) by

/ if W =
(0.34) FHomOW ' mrry={ SHHTH
0 otherwise.

.
A standard argument shows that in order to prove that the functor ®EeKe is an equivalence, it is

sufficient to prove that it sends
(0.35) Miinie = Mne and Mg, = M-
So the essence of the proof is in defining the corresponding families of objects (on each side) and

proving (0.35).

0.6.3. Our guiding principle is again the comparison with the quantum group, in this case, with the
category 1ty (G)-mod.

Namely, we want that the objects M*' correspond under the equivalences (0.31) to the baby Verma
modules

Mian € lia(G)-mod,
i.e., the induced modules
Indi () (e"),
ug(B)
where e” denotes the one-dimensional module over the quantum Borel with character u.

Civen this, the corresponding objects M. - and M/ . are easy to guess: they are given by I- and
*- extensions, respectively, from the corresponding strata on the configuration space.
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0.6.4. The situation with M%) .. and M/~ is more interesting. If we were dealing with Whit, (G rather

than with Hecke(Whitq(G)), we would have a natural collection of standard objects, denoted W\?‘v’}!ﬂ“
L]

indexed by dominant elements of AP°*. However, the sought-for objects MQEM € Hecke(Whit,(G)) are

!

i Dy applying the (obvious) functor

not obtained from the objects W\i‘v

ind_ . Whit(G) Hecke(Whit, (G)).

ecke

Indeed, drawing on the equivalence with quantum groups (i.e., (0.9)), the objects WVAV’}!lit correspond
to the Weyl modules over the big quantum group, denoted Wgﬁant, and the latter do mot restrict to
the baby Verma modules over the small quantum group.

However, there exists an explicit colimit procedure that allows to express the dual baby Verma
module M, ., in terms of the dual Weyl modules WS";M and modules pulled back by the quantum

Frobenius (0.19). This procedure fits into the Drinfeld-Pliicker paradigm, explained in Sect. 23. (How
exactly it can be applied to the quantum groups situation is explained in [Ga8, Sect. 10.3].)

Guant Via the Wé‘;:am ’s, or rigorously
speaking applying the Drinfeld-Pliicker formalism in the situation of Whit,(G) (see Sect. 25), we define
the sought-for objects M/y1,, in terms of the corresponding objects W‘f‘vﬁ .

By essentially mimicking the procedure by which one expresses M/

0.6.5. The next task is to show that these objects satisfy
(0.36) D M) ~ MELe-

This is equivalent to showing that the -fiber (®Hecke (M) of Ppilecke (Miiri) at a point p -
of the configuration space satisfies:

e . eif ' =
(0.37) (q>§1§é( (M%hit))u’-x = K M
0 otherwise.

This is a non-tautological calculation because it does not reduce to just a calculation of the coho-
L]
mology of some sheaf: indeed we are dealing with the object Mg}, of Hecke(Whity(G)) and not with
just a sheaf, which would be an object of Whitq(G).

Of course, in order to perform this calculation we need to know something about the functor ®Hecke,

This functor is obtained via the Hecke property from the functor
Pract : Whity (G)) — Q5" -FactMod,

and when we take the !-fiber at u’ - x the corresponding functor is

! /o0
F s C(Groe, FOICE 277,
already mentioned in Remark 0.3.7.

In the above formula, IC}; 57 s the metaplectic semi-infinite IC sheaf on the N((t)) orbit

S = N((t) - t* C Gra.a.

A significant part of this work (namely, the entire Part IV) is devoted to the construction of this
semi-infinite IC sheaf and the discussion of its properties (we should say that this Part closely follows
[GaT], where a non-twisted situation is considered).

On the one hand, we define the semi-infinite IC by the procedure of Goresky-MacPherson extension
inside the semi-infinite category on the Ran wversion of the affine Grassmannian, and ICh MR

obtained as !-restriction to the fiber over = € Ran,.

On the other hand, it turns out to be possible to describe IC% T2~ explicitly, and it turns out that
this description can also be phrased in terms of the Drinfeld-Pliicker formalism (see Sect. 24.3).
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This is what makes the calculation (0.37) feasible: the Drinfeld-Pliicker nature of both Mg, and

ICh 27 50 to say cancel each other out. See Sect. 26 for how exactly this happens.

0.6.6. We are now left with the following task: we need to define the family of objects M/ . so that
they satisfy (0.34) and the following property holds:

Hoek ! !
(0.38) Prace (M) = Mons-
To construct the objects M%!hit we once again resort to the equivalence with the quantum group
situation.

We know that contragredient duality defines an equivalence
(Rep, (G))°” = Rep,-1(G)",
which induces a similar equivalence for the small quantum group
(114(G)-mod®)°? — L.qul(é)—modc.

The latter has the property that it sends Mgy, ., to Mé"iant.

Hence, it is naturally to try to define a duality
(0.39) (Whit,(G))°” — Whit,-1(G)°,
which would then give rise to a duality
(0.40) (Hecke(Whity(G))°)° — Hecke(Whit, 1 (G))°,
and we will define M{,‘\}!hit as the image of M{g};, under the latter functor.

0.6.7. We define the desired duality functor (0.39) in Sect. 7.2, but this is far from automatic.

The difficulty is that the category Whit,(G) is defined by imposing invariance with respect to a
group ind-scheme, while the dual category would naturally be coinvariants. So we need to show that the
categories of invariants and coinvariants are equivalent to one another. This turns out to be a general
phenomenon in the Whittaker situation, as is shown in the striking paper [Ras2]. For completeness
we supply a proof of this equivalence in our situation using global methods, see Theorem 7.1.8 and its
proof in Sect. 7.4.

Thus, we obtain the duality functor in (0.40) with desired properties, and one can prove (0.34) by
essentially mimicking the quantum group situation.

0.6.8. Finally, we need to prove (0.38). At the first glance, this may appear as super hard: we need to
prove an analog of (0.37) for the objects M{;}!hit, but for *-fibers instead of the !-fibers, and we do not
really know how to do that: our theory is well-adjusted to computing !-pullbacks and *-direct images,
but not *-pullbacks and !-direct images.

What saves the game is that we can show that the functor ®pac; (and then ®EE®), composed with

the forgetful functor from Qflma“ -FactMod to just sheaves on the configuration space, intertwines the
duality (0.39) on ®pace with Verdier duality. This is the assertion of our Theorem 18.2.9 (and its Hecke
extension Theorem 22.1.5).

The above results about commutation of the (various versions of the) functor ® with Verdier duality
point to yet another layer in this work:

In order to prove this commutation, we give a global interpretation of both the Whittaker category
(in Sects 7.3-7.4) and of the functor ® (in Part VII). In other words, we realize Whit,(G) as sheaves on
(ind)-algebraic stacks (rather than general prestacks). Eventually this leads to the desired commutation
with Verdier duality because we show that the morphisms between algebraic stacks involved in the
construction are proper.
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0.7. Organization of the text. This work consists of nine Parts and an Appendix. We will now
outline the contents of each Part, in order to help the reader navigating this rather lengthy text.

0.7.1. Part I is preliminaries. It can be skipped on the first pass and returned to when necessary.

In Sect. 1 we recall the definitions of the affine Grassmannian, the loop groups, etc., along with their
factorizable versions.

In Sect. 2 we summarise, following [GLys]|, the basic tenets of the geometric metaplectic theory. In

particular, we explain what a geometric metaplectic datum is (the “q” parameter), the construction

of the metaplectic dual H (the recipient of Lusztig’s quantum Frobenius), and some relevant facts
regarding the metaplectic version of the geometric Satake functor.

In Sect. 3 we discuss the formalism of factorization algebras and modules over them. In particular,
we give (one of the possible) definitions of these objects in the context of co-categories.

In Sect. 4 we discuss some basics of the geometry of the configuration space (of divisors on X colored
by elements of A"®® — (). In particular, we explain how this configuration space relates to the Ran
version of the affine Grassmannian Grr ran of 7.

In Sect. 5 we talk about about factorization algebras and modules over them on the configuration
space. In particular, we explain that if a factorization algebra is perverse, then the corresponding
category of its modules has a t-structure and is a highest weight category.

0.7.2. Part II is devoted to the study of the metaplectic Whittaker category of the affine Grassmannian.
The material here is largely parallel to one in [Ga9], where the non-twisted situation is considered.

In Sect. 6 we define the metaplectic Whittaker category Whit, ,(G) as (N((t)), x)-invariants in the
category of (metaplectically twisted) sheaves on the affine Grassmannian, and study its basic properties,
such as the t-structure, standard and costandard objects, etc.

In Sect. 7 we give a dual definition of the Whittaker category, denoted Whitg, ,(G)co, equal to
(N((t)), x)-coinvariants rather than invariants. We state a (non-trivial) theorem to the effect that some
(non-tautological) functor

Ps-Id : Whitg,»(G)co — Whitg - (G)
is an equivalence. This gives rise to a duality identification
(0.41) Whitg »(G)" =~ Whit,—1 ,(G).
We also introduce a global version of the Whittaker category, denoted Whitg g101(G) (using a projective

o
curve X and the stack (Bun‘f\; )oo-z, Which is version of Drinfeld’s compactification), and we state a
theorem that says that the global version is actually equivalent to the local ones, i.e., Whitg . (G)
and Whitg,»(G)co. In particular, the duality identification corresponds to the usual Verdier duality on

(Bun?\}] Yooz
In Sect. 8 we prove the local-to-global equivalence for the metaplectic Whittaker category
Whitq,glob(G) — Whitq,z(G).

In the process of doing so, we introduce the Ran version of the Whittaker category Whity ran(G),
and a factorization algebra object

VaCWhit,Ran € Whitquaﬂ(G)'
We also define a functor, crucially used in the sequel:
(0.42) sprdg,,, : Whitg . (G) — Whitg ran, (G),

which, so to say, inserts Vacwhit,ran 00 points of X other than the marked point z. The functor (0.42)
can be further upgraded to a functor

Whitq,z (G) — VacWhit’Ran —FactMod(Whitq,Ranx (G))
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0.7.3. In Part III we study the Hecke action of Rep(H) on Whity ,(G).

In Sect. 9 we define this Hecke action and prove two crucial results. One says that this action is
t-exact (in the t-structure on Whitg,,(G) introduced in Sect. 6). The other says that we start with an
irreducible object Wiyt € (Whitg . (G))¥ corresponding to the orbit S»~ C Grg for A a restricted
coweight (see Sect. 9.4 for what this means), for any irreducible V7 € Rep(H), the result of the
convolution

WtV
is the irreducible object Wyt '™ € (Whitg,. (G)).

This is a direct counterpart of Steinberg’s theorem in the context of quantum groups: for an irre-
ducible object WS”;M € (Rep, (G))?, the tensor product

W(gll!;nt ® FI'Ob; (V’Y)

equals Wéj;,t'* for X restricted and any +.

In Sect. 10 we discuss the general formalism of the formation of the category of Hecke eigen-objects
Hecke(C) for a category C equipped with an action of Rep(H). In particular, we introduce the notion
of such an action being accessible (with respect to a given t-structure on C) and show that in this case

L]
the resulting t-structure on Hecke(C) is Artinian.

In Sect. 11 we apply the formalism of Sect. 10 to C = Whity,.(G). The resulting category
Hecke(Whitg,»(G)) is the LHS in our main theorem. We discuss some basic properties of this cat-
egory. In particular, we describe the irreducible objects of (Hecke(Whit,,.(G)))®.

0.7.4. In Part IV we are concerned with the construction and properties of the metaplectic semi-infinite
IC sheaf, denoted IC 2,

q,Ran"

In Sect. 12 we discuss the metaplectic semi-infinite category SIg ran(G), which is a full subcategory
inside Shvge (Gra,Ran), obtained by imposing the equivariance condition with respect to the loop group
of N. We restrict our attention to the “non-negative part” of SI, ran(G), denoted SI; ran(G)=C. We
define a stratification of STy ran(G)=? indexed by elements of A"°&. We also introduce a full subcategory

SIgran(G) g C SIgRan(G)=°

untl

that consists of unital objects. We show that for every A € A"® the corresponding subcategory
Slg.ran(G)amu C SlgRan (G) ™

is equivalent to the category of (gerbe-twisted) sheaves on the corresponding connected component
Conf* of the configuration space.

In Sect. 13 we introduce a t-structure on SI; ran(G)=° and define IC k., as the minimal extension

of the dualizing sheaf on S&,, C Grg,Ran. We describe the -restriction of IC(fRan to

Grg,. = {z} X Grg,ran-
Ran

=<3
2

We also discuss the factorization structure on 1C which makes it into a factorization algebra on

q,Ran>

Grg,Ran- Finally, we discuss the relationship between ICERan and the (gerbe-twisted) IC sheaf on

3
Drinfeld’s compactification Bun'y .

oo
2

In Sect. 14 we establish the (crucial for the sequel) Hecke property of IC *Ran-



20 D. GAITSGORY AND S. LYSENKO

0.7.5. In Part V we define (various forms of) the Jacquet functor that maps Whit, .(G) to the core-
sponding category for T

In Sect. 15 we first consider the functor
Jix,Ran SthG(GrG,Ran) — ShVQT(GrT,Ran)7

defined using the diagram
GrB*,Ran 7 GrG,Ran

!

GrT,Rarn
=
2

and using ICq as a kernel.

—1 Ran

We precompose this functor with the functor sprdg,, of (0.42) and obtain a functor
J!*,sprd : Whitq’x (G) — SthT(GrT,RanT,)-

We define the factorization algebra 0y "

functor Ji spra to a functor

Jti Fact © Whitg o (G) — Q) " -FactMod (Shvgr (Grr,Ran, ) -

on Grr,ran as Jix,Ran(Vacwhit,Ran ), and we upgrade the

In Sect. 16 we establish the Hecke property of the functor Ji« ract and extend it to the functor

Jﬁeﬁl;ect : Hecke(Whitg,» (G)) — Q}INhit’* -FactMod (Shvgr (Grr Ran, )) -

0.7.6. In Part VI we interpret the functor 3Ee§§it via the factorization space.

In Sect. 17 we define a particular (in fact, the most basic) factorization algebra Q5™ in Shvga (Conf)
(here G2 is a factorization gerbe on Conf constructed from the geometric metaplectic data 9G). Namely,
QZ'“all, viewed as a sheaf, is perverse, and is the Goresky-MacPherson extension of its restriction to

the open locus Conf C Conf that consists of multiplicity-free divisors, where, in its turn, szan|co s
on

the sign local system (the latter makes sense since the gerbe G has the property that it is canonically
o
trivial when restricted to Conf).
In Sect. 18 we use the diagrams

(Grr,Ran)"®® —— GrrRan

l

Conf

and
((GrT,Ranm )neg)oo~m I— GrT,RanT,

l

Confoo.2
to transfer our constructions from (gerbe-twisted) sheaves on Grr,ran (resp., Grr,ran,) to those on
Conf (resp., Confuc.z).

We prove the theorem that the factorization algebra on Conf, corresponding under this procedure to
QWVhit o Shyer (Grr Ran), identifies with the factorization algebra Q™! ¢ Shvsa (Conf) introduced
q S . & q S
above.

.
In particular, the functor Sﬁeﬁﬁit gives rise to a functor

st : Hecke(Whit . (G)) — Q5™ -FactMod .
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Let ®7°k¢ be the functor
Hecke(Whitg,.(G)) — Shvga (Confos.o),
He.cke

obtained from ®pi® by forgetting the factorization Qfl"‘a”—module structure. Let ® be the pre-

.
(I)Hcckc

composition of with the tautological functor

ind . Whit..(G) - Hecke(Whit, . (G)).

ecke
We state a key result, Theorem 18.2.9, which says that the functor ® commutes with Verdier

duality. We use this fact to show that the functor ®Hek® is t-exact and sends irreducible objects in
(Hecke(Whit,,.(G)))" to irreducible objects in (Q5™*" -FactMod)®.

In Sect. 19 we define the renormalized version szau -FactMod™" of the category Qflma“ -FactMod
(see Sect. 0.5.4 above), and we state our main result, Theorem 19.2.5, which says that the resulting
functor

cI)He(:ke,ren . Hecke(Whitq,x (G)) N szall _FactMOdren

Fact

is an equivalence. In the same section we outline the strategy of the proof of Theorem 19.2.5, which
was already mentioned in Sect. 0.6 above.

0.7.7. In Part VII we establish the commutation of ® with Verdier duality, i.e., Theorem 18.2.9.

In Sect. 20 we give a global interpretation of the functor ®, in which the geometric object known as
the Zastava space plays a prominent role.

In Sect. 21 we prove Theorem 18.2.9 (or rather, its more precise version, which is local on the Zastava
space). The key idea is a certain ULA property of the global metaplectic IC sheaf on Bung-.

In Sect. 22 we prove a Hecke extension of Theorem 18.2.9, which says that the functor ®Hecke

commutes with Verdier duality.

0.7.8. Part VIII is devoted to the realization of the outline of the proof of Theorem 19.2.5 indicated at

the end of Sect. 19. Le., we need to construct the standard and costandard objects in Hecke(Whitg,. (G))
and prove their properties.

In Sect. 23 we discuss the general framework of the Drinfeld-Pliicker formalism (this formalism was
suggested by S. Raskin). We show that the restriction of the metaplectic semin-infinite IC sheaf to the
fiber over x € Ran, can be constructed via this formalism.

In Sect. 24 we make a (necessary) digression and discuss the construction of the (dual) baby Verma
object in the category of Iwahori-equivariant sheaves on the affine Grassmannian. We remark that this
object has appeared prominently in the papers [ABBGM], [FG2], [FG3], [Ga8].

In Sect. 25 we construct the sought-for objects M/y};, (using the (dual) baby Verma object in
Shvge (Grg)' constructed in Sect. 24). We then construct the objects M by applying duality.
Finally, we verify the orthogonality property (0.34).

In Sect. 26 we prove (0.35). This is where everything comes together in this work. The isomorphism
(0.36) uses the full force of the Drinfeld-Pliicker formalism. The isomorphism (0.38) is proved using

.
the commutation of the functor ®1°*® with Verdier duality.
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0.7.9. Part IX is logically disjoint from this rest of this work. Here we prove that in the Betti context
we have a canonical equivalence

Uy (G)-mod”*PYren ~ Q! _FactMod
of (0.29).

In Sect. 27 we introduce the category 1iy(G)-mod from the perspective of higher algebra (i.e., with
using explicit formulas as little as possible).

In Sect. 28 we introduce the two renormalizations of ﬁq(é)—mod, denoted
l.lq(é)ren_mod and ﬁq (G)_modbaby—ren.

The former is compactly generated by the irreducible objects in (L.lq(é)-mod)o, and the latter by
the baby Verma modules (hence the notation).

In Sect. 29 we prove the equivalence (0.29). The proof consists of three steps: (i) Koszul duality; (ii)
interpretation of the category of Ez-modules over an Es-algebra as the Drinfeld center of the monoidal
category of left modules; (iii) equivalence between Es-modules over an Es-algebra and factorization
modules over the corresponding factorization algebra.

0.7.10. In the Appendix we introduce a device that we call the Kirillov model that allows to talk about
Whittaker categories when the Artin-Schreier sheaf does not exist, for example in the Betti setting
(i-e., constructible sheaves in the classical topology for schemes over C).

0.8. Conventions.

0.8.1. Algebraic geometry. We will work over an algebraically closed field &k (of arbitrary characteristic).
Our algebro-geometric objects will be schemes, and more generally pre-stacks over k, i.e., (accessible)
functors

(Sch*™)°P —s Groupoids .

Most of our prestacks will be locally of finite type, which means that they are left-Kan-extended
from the full subcategory

(Schi™)°P C (Sch™™)°P,
consisting of affine schemes of finite type. See, e.g., [Ga9, Sect. 0.5.1] for details.

For the purposes of this work, we will not need derived alegebraic geometry. Also, for our purposes
it is sufficient to consider classical (and not higher) groupoids.

We denote pt := Spec(k).

We let X be a smooth connected curve over k with a marked point z € X. In some places we will
need X to be complete; we will explicitly say so when this is the case. We let w denote the canonical
line bundle on X.

0.8.2. Reductive groups. We let G be a reductive group over k, with a chosen Borel and Cartan sub-
groups

T CBCQG.

We let A denote the cocharacter lattice of 7. We let AT C A be the sub-monoid of dominant
coweights. Let I denote the set of vertices of the Dynkin diagram of G. For each i € I we let a; € A
denote the corresponding coroot. We let AP C A be the submonoid equal to the positive integral span
of the elements «;.
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0.8.3. DG categories. We let e be an algebraically closed field of characteristic 0, which will serve as
our field of coefficients. Our object of study is various e-linear DG categories. We refer the reader to
[GR1, Chapter 1, Sect. 10] for a detailed exposition of the theory of DG categories.

Unless specified otherwise, our DG categories will be assumed cocomplete (i.e., closed under infinite
direct sums). By default, we will only consider functors between DG categories that commute with
infinite direct sums (we call such functors continuous).

We let Vect denote the DG category of chain complexes of vector spaces.

For ci1,ce € C, we denote by
FHomc(c1,c2) € Vect
their “internal Hom”, i.e.,

Homg(c1, c2) = H (Home(ci, c2)).

0.8.4. If C is a DG category equipped with a t-structure, we let (C)=° (resp., (C)=°) denote the full
subcategory consisting of connective (resp., coconnective) objects. We let (C)¥ = (C)=°n(C)=° denote
the heart of the t-structure.

0.8.5. Recall that if C is a (complete) DG category, one can talk about the (non-cocomplete) category
of its compact objects, denoted C°. Vice versa, starting with a non-cocomplete category Cop, one can
form its ind-completion, denoted IndCompl(Cy), which is universal among non-cocomplete categories
receiving an exact functor from Cy.

Recall that a DG category is said to be compactly generated if the tautological functor
IndCompl(C°) — C
is an equivalence.

For Cy as above, we always have Cy C IndCompl(Cy)¢; moreover, every object in IndCompl(Cy)®
is a retract of one in Cg.

0.8.6. Limits of DG categories. One important think about DG categories is that they form an oo-
category. So one needs the full force of higher category theory when forming limits and colimits of DG
categories.

Here is one paradigm that appears often in representation theory. Let
J — DGCat, j+— C;

be a functor, where J is some index category. Suppose that for every arrow (j1 — j2) € J, the
corresponding functor C;;, — C;, admits a continuous right adjoint. By passing to the right adjoints
we obtain another functor

J°? — DGCat.

Then for every jo € J, the tautological functor
insj, : C;, — colim C;
jeJ
admits a continuous right adjoint. Furthermore, the resulting functor
colim C; — colim Cj,
jeJ jerIop

formed by these right adjoints, is an equivalence.
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0.8.7. The oo-category DGCat of DG categories carries a symmetric monoidal structure, Lurie’s tensor
product
C1,Ce = C1 ®Ca.
Hence, one can talk about dualizable DG categories. It is known that compactly generated categories
are dualizable. Moreover, for Cy as in Sect. 0.8.5, we have

IndCompl(Co)" =~ IndCompl((Co)°?).
In particular, if C is compactly generated, we have a canonical equivalence
(C9)°P ~ (CY)".
0.8.8. Sheaf theories. By a sheaf theory we will mean a right-lax symmetric monoidal functor
(0.43) (Schif)°P — DGCat, S+ Shv(S), (S EN S2) +— (Shv(S2) il) Shv(S1)),

(0.44) Shv(S1) @ Shv(S2) — Shv(S1 ® S2).

Rather than axiomatizing the situation, we will list the examples of sheaf theories that we have in
mind:

e For k being of characteristic zero we can take Shv(S) = D-mod(S). In this case the field e of
coefficients equals k. We refer to this example as the D-module context.

e For k as above, we can take Shv(S) to be the ind-completion of the full subcategory of D-mod(S)
consisting of holonomic (resp., regular holonomic) D-modules. We refer to this example as
holonomic (resp., regular holonomic) context.

e For k being C, we can take Shv(S) to be the ind-completion of the category of e-constructible
sheaves in the classical topology, for any e. We refer to this example as the Betti context.

e For any k, we can take Shv(S) to be the ind-completion of the category of constructible Q,-adic
sheaves on S. In this case the field e of coefficients is Q,. We refer to this example as the
{-adic context.

Note that in all of the above examples, the functor (0.44) is fully faithful, and in the first example,
it is actually an equivalence.

We will refer to the last three examples as the constructible context.

0.8.9. Sheaves on prestacks. Given a sheaf theory, we apply a procedure of right Kan extension to
extend it to a functor

(0.45) Shv : (PreStks)°? — DGCat .

Explicitly, for a prestack Y
Shv(Y) = lim Shv(S),
S—=Y

where the limit is taken over the category (opposite to that) of affine schemes of finite type mapping
to Y. Note that the above limit is formed within DGCat, so it is a higher categorical procedure. In
particular, are using the fact that (0.43) is a functor of co-categories.

0.8.10. Functors defined on sheaves. The functor (0.45) has in fact more functoriality: it actually
extends to a functor out of the category of correspondences on prestacks, where we allow to take direct
images along ind-schematic maps, see [GR1, Chapter 5, Sect. 2] and [GR2, Chapter 3, Sect. 5].

In the constructible context, for any ind-schematic morphism f : Y1 — Yo, the functor f' has a left
adjoint, denoted fi. In the context of D-modules, this left adjoint is only partially defined.

Similarly, for a map of schemes f : Y1 — Ya, the functor f. : Shv(Y1) — Shv(Y2) has a partially
defined left adjoint f*, which is always defined in the constructible context.

Finally, Verdier duality for a ind-scheme Y is an equivalence

DVerdier (Shyv(Y)¢)°P — Shv(Y)",
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uniquely characterized by the requirement that

; !
Hom (DY (F,), F2) = C' (Y, F1 @ Fa),
where C'(Y, —) is the functor of cochains, i.e., direct image along Y — pt.
0.8.11. Gerbes. Let Y be a prestack and let § be a gerbe on it with respect to the group e™ ™' of
torsion elements in e* of orders prime to char(p), see [GLys, Sect. 1.3].

The data of a gerbe G allows to twist the category Shv(Y) and obtain a new category Shvg(Y), see
[GLys, Sect. 1.7.4]. Moreover, the functor (0.45) extends to a functor

(PreStk 4+ Grb)°? — DGCat,
where the source category consists now of pairs
(Y € PreStkig, § € Grb(Y)),

and where the morphisms (Y1,51) — (Y2, G2) are maps of prestacks f : Y1 — Y2 equipped with an
identification of the gerbes f*(92) ~ G1.
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Part I: Background and preliminaries

In order not to interrupt the flow of exposition in the main body of this work, in this Part we have
collected several pieces of mathematical background that we will use.

These include the definitions of the main geometric objects (such as the affine Grassmannian and its
various relatives), main tenets of the geometric metaplectic theory; factorization algebras and modules,
and some discussion of configuration spaces (a.k.a. colored divisors).

1. THE GEOMETRIC OBJECTS

In this section we will recall the definition of the key geometric objects that we will work with in
this paper: the affine Grassmannian, the loop group, the Hecke stack, etc.

An important feature of these objects is that they have a factorizable nature; we will take this
perspective when introducing them.

1.1. The Ran space. The Ran space is a gadget that allows us to talk about factorization. In this
subsection we recall its definition and key structures.

1.1.1. Recall that the Ran space Ran of X assigns to a test scheme S the set of finite non-empty subsets
J C Maps(S, X).
For an element ¢ € J we will denote by I'; C S X X the graph of the corresponding map. Let I'y

denote the (set-theoretic) union of I'; over i € J.

1.1.2. A basic structure that exists on the Ran space is the structure of commutative semi-group: for
a finite set J we have the map

(1.1) Ran’ — Ran, (J; C Maps(S,X), j € J) — (U, %5 C Maps($, X)).
J

1.1.3. For a finite set J, let
(RanJ)disj C Ran’
be the open subfunctor corresonding to the following condition: we allow those J-subsets
J; C Maps(S,X),j€J
such that for every ji # jo

Iy ﬂngz =0.

J1
An important feature is that the map

(1.2) (Ran”)qisj — Ran,

induced by (1.1), is étale.

1.1.4. By a factorization space over Ran we will mean a prestack Zran — Ran equipped with a system
of identifications (factorization isomorphisms)

(1.3) ZRan X (RanJ)distZi{an X (RanJ)disj,
Ran Ran/

for every finite set J, that are compatible in a natural sense (see [GLys, Sect. 2.2.1] or Sect. 3.1.2
below).

1.2. Examples of factorization spaces. Having introduced the Ran space, we will now move one
step closer to the definition of the geometric objects we will be working with.

These objects are obtained by forming loop spaces, which have to do with mapping the multi-disc
parameterized by points of Ran to a given target.
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1.2.1. Let 3 C Hom(S, X) be as in Sect. 1.1.1. We let Dy the formal scheme equal to the completion of
S x X along I'y.

Let Dy denote the affine scheme obtained from Dy (i.e., the universal recipient of a map from Dy
among affine schemes, see [GLys, Sect. 7.1.2]).

Note that T'; is naturally a closed subset of Dj. Denote
Dj = @j — Fj.
o
It is easy to see that Dy is also affine.

1.2.2. Note that for
(Jj,j S J) € (Ran‘])disj, J:= L_JJJ'
J

we have
Dy ~ U 'ng .
J
From here,
(14) Dy ~ %Djj and Dy ~ |7|®jj.

1.2.3. For a prestack Y, define the prestack
£7(Y)Ran — Ran
by assigning to J as above the space of maps
@g —Y.
When Y is affine scheme, maps as above are the same as maps
Dy =Y,
by the universal property of Dj.

1.2.4. Define
£(Y)ran — Ran
by assigning to J the space of maps Dy — Y.

These spaces have natural factorization structures due to the identifications (1.4).

1.2.5. The above definitions have a variant when instead of an affine scheme Y, we have an affine
morphism Yx — X. In this case we will be looking at maps
o
Dj — YX and Dj — Yx,
respectively, over X.

The assignments
Yx ~ £ (X)Ran and Yx ~ £(Yx)Ran
are functorial in Yx.
In particular, we obtain that a section X — Yx of Yx — X gives rise to a map of factorization

spaces
Ran — £ (X)Rran.

1.3. The affine Grassmannian and other animals. We will now specialize to the case when the
target space Y is an algebraic group G, and thus define the actual geometric objects of interest.

1.3.1. Note that, by functoriality, when the target space is G, the prestacks £ (G)ran and £(G)ran
acquire a structure of group-spaces over Ran.
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1.3.2. Consider the quotient £%(G)ran\Ran (understood in the étale sense). It attaches to J the datum
of a G-bundle on Dj. It is easy to see, however, that restriction defines an equivalence from G-bundles
on Dy to those on Dj.

Note that we can think of £1(G)\Ran also as £7(G'\ pt).
In particular, from Sect. 1.2.5, we obtain that a G-bundle on X defines a map of factorization spaces

Ran — £* (G@)ran \Ran.

1.3.3. The (Ran version of the) affine Grassmannian Grg,ran can be defined as the étale sheafification
of the quotient

£(G)ran/ LT (G)ran-
Equivalently,
Grg,ran — Ran
assigns to J as above the data of pairs (Pg, «), where:
e P%is a G-bundle P¢ on Dy (equivalently, on @g);

e « is a trivialization of the restriction to Pg to Dj.

1.3.4. A theorem of Beauville and Laszlo says that the affine Grassmannian can be defined using the
curve X instead of the disc. Namely, we can take pairs (Pg, ), where:

e Pg is a G-bundle P€ on S x X;
e (v is a trivialization of the restriction to Pg to S x X —I'y.

Restriction defines a map from the data above to that in Sect. 1.3.3. The Beauville-Laszlo theorem
says that this map is a bijection.

1.3.5. Set
Heckelc(;)?Ran =gt (G)ran\Gra, Ran;
where the quotient is understood in the étale sense.
The functor of points of Heckeiay consists of triples (P, Pe, @), where:

e P is a G-bundle P€ on Dy;
e Pg is a G-bundle P€ on Dy;

e « is an isomorphism Pglo ~ Pglo .
D Dy

J

— =
1.3.6. In what follows we will denote by h¢a, he the two maps
HeCkeg?Ran = 2+ (G)Ran\Ran

equal to
HeckeGhan = £ (G)Ran\Grg Ran — £1(G)Ran\Ran

HeCkelé),CRan = 2+ (G)Ran\GrG,Ran =~ 2+ (G)Ran\S(G)Ran/2+(G)Ran —
— £+ (G)Ran\g(G)Ran/Q(G)Ran ~ £+ (G)Ran\Ran,
respectively.
<+ —
In other words, the map hg remembers the data of P;; and the map hg remembers the data of Pg.
1.3.7. The prestack Heckelcofrmn carries an involution (swapping the roles of P¢ and Pf) denoted inv®,

— —
which interchanges hg and hg.
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1.4. Twist by the canonical bundle. In this subsection we will take G to be reductive, with a
chosen Borel subgroup B and a Cartan subgroup 7' C B.

In this subsection we will introduce twisted versions of Grg, £(G), etc., that have to do with the
canonical line bundle on X.

The necessity for such a twist can be explained succinctly as follows: it makes the additive character
on the loop group £(N) canonical.

1.4.1. For what follows we will choose a square root w®Z of the canonical line bundle w on X. Let w”
1
denote the T-bundle on X induced from w®2 by means of the homomorphism

2p:Gp — T.

We will denote by the same character w” the induced B-bundle and G-bundle via
T—B<—=(.

1.4.2. By Sect. 1.3.2, the datum of w” defines a map of factorization spaces
Ran — £ (T)ran\Ran,
ie., a £+(T)Ran-t0rsor over Ran, denoted w¥, , compatible with factorization.

Using the (adjoint) action of £ (T)ran on the objects introduced in Sect. 1.3, we obtain their twisted
versions, to be denoted

2+ (G)§;na £(G)§Zn7 GruC};Ran'

1.4.3. Note that we can identify £7(G)%., (resp., £(G)4n,) with £5(G“ Iran (resp., £(G*")ran),
where G“” is the group-scheme over X obtained by twisting G by means of w”.

1.4.4. The twisted version Gr‘éfRan of the affine Grassmannian can be explicitly described as follows:
it assigns to J the set of pairs (Pg, ), where:
e P%is a G-bundle P¢ on Dy (equivalently, on @g);

o
e « is an identification of the restriction to Pg to Dg with that of w”.

Remark 1.4.5. Note that the adjoint action of £7(G)ran on HeckelG(’::Ran is canonically trivialized.

Hence, the twist
(Heckelé’fRan)“’p
identifies canonically with the non-twisted version Heckelé’fRan.

Remark 1.4.6. Note that in the case when G = T, the operation of tensoring a given T-torsor with the
T-torsor w”, gives rise to an identification

Gr(;*f)Ran = GrT,Ran~
However, we will avoid using it, as it is incompatible with gerbes considered in the next section, see
Remark 2.1.5.
1.4.7. Since N C B C G are normalized by T, we can form the twisted forms of the corresponding loop
groups
£ (B)ians L(B)iian
and
£ (N)ian E(N)ian-
Note, however, that since the adjoint action of T on itself is trivial, we have

N (T)on = L7 (T)Ran and £(T)Fan = L(T)Ran-
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1.4.8. Consider the special case when G = PGLo, in which case N ~ G,, and the adjoint action of
T = Gy, is given by dilations. We have:
SN ~ £(Ga)Ean ~ L£(Tot(w))ran,
where Tot(w) as the total space of w, viewed as a group-scheme over X.
Note that have a canonically defined homomorphism
£(Ga)Ran — Ga x Ran,
given by taking the residue.
1.5. Marked point version. Factorization structures in this paper will appear as a device to introduce

representation-theoretic categories of interest. However, the actual representation theory will occur at
(or around) a given point = of the curve X.

In this subsection we will introduce versions of the factorization spaces considered above but with
the marked point x.

This will eventually allow us to talk about factorization modules (at x) for a given factorization
algebra.

1.5.1. The marked point version of the Ran space, denoted Ran, is defined as follows.

For a test scheme S, the space Maps(S,Ran,) is the set of finite subsets I C Maps(S, X) with a
distinguished element i,, which corresponds to the constant map

(1.5) S — pt 5 X.

We have the natural forgetful map
Ran, — Ran
as well as a map
Ran — Rang,
obtained by adding the element .

The semi-group Ran acts on Ran, by the operation of union of finite sets, i.e., for a finite set J we
have a map

(1.6) Ran’ x Ran, — Ran,
1.5.2. For a finite set J, let
(Ran” x Rang)aisj C Ran’ x Ran,
be equal to the preimage of
(Ran”"")4is; € Ran”"*

under the forgetful map

*

Ran’ x Ran, — Ran’ x Ran = Ran”"".

The map
(1.7) (Ran‘] x Rang)disj — Rang,
induced by (1.6), is étale.
1.5.3. Let Zran be a factorization space over Ran. By a factorization module space with respect to
ZRran We will mean a prestack
ZRan, — Rang,
equipped with a system of identifications (factorization isomorphisms)

(1.8) Zran, % (Ran” x Rang)aisi ~ (Zran, X Zitan) X (Ran” x Rang)ais;,

ang Ran,; x Ran”/

that are compatible in the natural sense.

In what follows we will denote by Z, the fiber of Zran, over {z} € Ran,.
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1.5.4. An example. Let Zran be a factorization space over Ran. We can produce from it a factorization
module space by setting
ZRanw = Ranz X ZRan-

Ran

1.5.5. In this way, from the factorization spaces discussed in Sect. 1.3 we obtain their marked point
versions, denoted

£+ (G)Ranx ’ Q(G) Rang GrG,Ranm .
along with their twists
£+ (G)ﬂgnz ) S(G)‘ﬁ;nr ) Gr“é’jRanx )

etc.

Remark 1.5.6. We should point out that there are many more examples of factorization module spaces
that do mot arise by the construction of Sect. 1.5.4.

For example, if we take the factorization space Grg ran, We can create a factorization module space
Flg,ran, by assigning to J the set of triples (Pg, a, ), where (Pg, ) are as in the definition of Gre ran,
and f is the datum of reduction of the restriction of Pg at S x x to B.

1.5.7. Let £+ (G)Ran, 00« denote the following factorizatiom module space with respect to £(G)ran. It
assigns to J the datum of a map
(Dy—Sxz)—G.
Note that the fiber £7(G)z, 00z of £7(G)Rany 00w Over x € Ran, identifies with £(G)..
Note also that restriction to
Dy = (Dg— S x x)
(where D, is the pictured disc corresponding to the constant map (1.5)) defines a map

(1.9) £ (Drrooz = L(G)a.

The inclusion
o

(Dj -5 x SE) — Dj
defines a closed embedding
2+ (G)Ranm,oo»z — »S(C’Y)Ranﬂc .
1.5.8. Consider the double quotient
(1.10) LHENLT (G 00/ E7(G).

On the other hand, we can view it as a closed sunfunctor in Heckelé”cRanm, and as such, as a groupoid
acting on £7(G)Rran, \Ran,.
On the other hand, the map (1.9) gives rise to the following commutative diagram in which both

squares are Cartesian:

£+(G)RanI\Ranz # £+(G)Ranz,oo~z L) 'QJr(G)Ranz\R‘anI

! ! !

“— —
h

LH@)\pt  +——  Heckeld?, —1—  £H(G).\pt,
where the maps £ (G)Rran, \Ran, — £7(G).\ pt are given by restricting bundles along
'Dx — Dj.

So we can view (1.10) as incarnating the lift of the action of Hecke$", on £%(G),\pt to that on
£7(G)Rran, \Ran,.
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1.6. Technical detour: unital structures. The discussion of unitality for factorization structures
will be largely suppressed in this work. However, for technical purposes that have to do with the
construction of the semi-infinite IC sheaf, we will need to include a brief discussion.

The idea of “unitality” in the context of spaces over Ran is to account for the following additional
structure: we can talk not only about equality of two finite subsets of Hom(S, X), but also about
containment of one subset in another.

1.6.1. Let
(Ran x Ran)~ C Ran x Ran

be the following subfunctor:
A point (J,7) € Hom(S, Ran) belongs to (Ran x Ran)< if I'y is set-theoretically contained in T'y/.

Remark 1.6.2. Note that the substack (Ran x Ran)“ as defined above is larger than the substack
denoted by the same symbol in [Ga7, 4.1.1]. However, this is largely immaterial for our purposes:
the above inclusion induces an equivalence on categories of sheaves as it is surjective in the topology
generated by finite surjective maps.

1.6.3. Note that the diagonal map Agran : Ran — Ran x Ran factors through (Ran X Ran)c.
Let @sman and ¢nig be the two maps
(Ran x Ran)© — Ran
that remember J and J’, respectively.
The following is established in [Ga7, Lemma 4.1.2]:

Lemma 1.6.4.
(a) For any prestack Y — Ran, pullback with respect to the base-changed map

idy X@sman : Y X (Ran x Raun)C —Y

Ran,¢small
induces an equivalence on categories of étale gerbes.

(b) For any gerbe G on 'Y, the functor of !-pullback along idy Xpsman induces a fully faithful functor
Shvg(Y) — Shvg(Y  x  (Ran x Ran)“).

Ran,osmaln

1.6.5. Let Zran be a prestack over Ran. By a unital structure on Zran we will mean a map

c
©big : ZRan X (Ran x Ran)~) — Zran,
Ran,osman

which makes the following diagram commute

ZRan X (Ran x Ran)<) P L ren

Ran,@small

l !

(Ran x Ran)“ —Y% . Ran.

We also require that iz be associative in a natural sense, and that the composite

Zran 2%z x (Ran x Ran)©) 2% Zpan

Ran,psmal

be the identity map.
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1.6.6. From Lemma 1.6.4(a) we obtain:
Corollary 1.6.7. For a gerbe G on Grg ran we have a canonical isomorphism

wﬁlg(g) =~ w:mall(g)v
uniquely characterized by the requirement that the composite
9 = Al);,an o ‘P;g(g) =~ A;{an o @;mall(g) =~ 9
is the identity map.

1.6.8. If Zran has a factorization structure over Ran, then Zgan X (Ran x Ran)<, viewed as
Ran,osmall
mapping to Ran via

Phig
ZRan X (Ran x Ran)© — (Ran x Ran)~ % Ran
Ran,@gmal

also has a natural factorization structure.

This, we can talk about a unital structure being compatible with factorization.

1.6.9. Note that Grg,ran (or its variant Gr“‘c’;’jRan) provides an example of a factorization space with a
unital structure. Indeed the map ¢uig is defined as follows:

Let us interpret the affine Grassmannian as in Sect. 1.3.4. Then ¢uig sends (7,7, Pe, a) to (7', Pa, o),

where o is the restriction of « along
(SxX—Tg) = (SxX—-Tq).

2. GEOMETRIC METAPLECTIC DATA

The object of study of this work is metaplectically twisted sheaves on geometries attached to the
loop group £(G). In this section we explain what data goes into defining such a twist.

We will also discuss the phenomenon of metaplectic Langlands duality.

2.1. Definition of the geometric metaplectic data. In this subsection we recall, following [GLys],
the definition of geometric metaplectic data.

X ,tors

2.1.1. Given a factorization space over Ran, it makes sense to talk about e -gerbes over it compat-

ible with factorization (see [GLys, Sect. 2.2.4] or Sect. 3.1.3 below).

By a geometric metaplectic data for G over X we will mean a factorization gerbe over Grg ran. In
what follows we will denote such a gerbe by G%. We denote the oo-groupoid formed by them by

FactGeg .

The operation of tensor product defines on FactGeg a structure of connective spectrum (i.e., com-
mutative monoid in spaces).

2.1.2. Consider now the group-objects
£7(G)ran = £(G)Ran.
We can talk about multiplicative factorization gerbes on £(G)ran (resp., £7(G)ran), i-e., factoriza-
tion gerbes compatible with the group structure. According to [GLys, Proposition 7.3.5], the map
from the space of

—Multiplicative factorization gerbes on £(G)ran equipped with a trivialization of the restriction to
LT (@)ran (as a multiplicative factorization gerbe)

to the space of
—Fuactorization gerbes on Grg Ran,
given by descent along £(G)ran — Gra,Ran, iS an equivalence.

Thus, given a geometric metaplectic data, we obtain a multiplicative factorization gerbe on £(G)ran,
also denoted G, equipped with a trivialization of its restriction to £+ (G)ran-
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By construction, the gerbe 5% on Grg,ran is twisted-equivariant with respect to the action of
£(G)Ran on Gro ran against the multiplicative gerbe §¢ on £(G)ran.

2.1.3. Since the gerbe §9 on Grg ran is £ (G)ran-equivariant, it descends to a factorization gerbe on
Heckelé’fRan that we will denote by G&&ratic,

Note that the involution on Hecke,, from Sect. 1.3.7 turns G& G ratio to (& Gratioy =1,

2.1.4. Recall the twisted version of Gr“{;’jRan of Grg,Ran from Sect. 1.4.4. We have a projection

loc

P
Gré ran — Hecked Ran -

Pulling back G &ra4° with respect to this projection gives rise to a factorization gerbe on GrgRan.
We will denote it by the same character G.

Remark 2.1.5. There should be no danger of confusing ¢ on Grg ran and G on Grgjmm as they live
on different spaces. See, however, Remark 1.4.6.

2.1.6. Assume for a moment that G = T is a torus. Here is explicit description of the fibers of the
gerbe 7 on Gr‘i’«fﬁan:

For a point z € X and the point t* € Gr“qif)z, the fiber G|, identifies with

(2.1) 5T, @ (WE )P0,

where:
e 61 is the fiber of the gerbe §7 on Grr . at the point t* € Grru;
. wf% is the fiber of w®? ar z € X

e b:AxA— eX(—1) is the symmetric bilinear form associated to G7, see Sect. 2.2.2 below.

1
In other words, the passage Grr,, ~~ Gr‘q"{; results in the additional factor isomorphic to (w;@ 2 )b(’\’2”).

2.1.7. The gerbe ¢ on Gr“éi)Ran can be also seen as obtained from the gerbe $¢ on Grg ran by
applying the twisting construction using the £%(T)ran-action by means of the £ (T)ran-torsor wi, ,
see Sect. 1.4.2.

This twisting construction produces also a multiplicative factorization gerbe (still denoted SG) on
wP

(G, equipped with the trivialization of its restriction to £ (G)4n,,.
The gerbe §¢ on Gr‘(‘fRan is twisted-equivariant with respect to the action of £(G)&n, on GréﬁRan
against the multiplicative gerbe G on S(G)ﬁ;n.
2.1.8. Assume for a moment that X is complete. I this case we can consider the algebraic stack Bung
classifying G-bundles on X.
Consider the projection
Grg,ran — Bung .

According to [GLys, Sect. 2.3.5], any gerbe on Grg,ran uniquely descends to a gerbe on Bung. We
will denote by the same character G¢ the resulting gerbe on Bung.

Remark 2.1.9. Note that we also have a map
Grijan — Bung .

The pullback of G along this map differs from the gerbe we denoted G on Grg:Ran by tensoring
by Gwr.

2.2. The case of tori. In this subsection we will take G = T to be a torus. We will analyze some
explicit combinatorial and geometric objects attached to a geometric metaplectic data for T'.
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2.2.1. According to [GLys, Sect. 4.2], to a geometric metaplectic data G7 for T" one attaches a quadratic
form q on A with values in e**™(—1).

According to [GLys, Sect. 4.2.10], the space of geometric metaplectic data for which ¢ is trivial is
canonically isomorphic to the space of gerbes on X with respect to the group

HOHI(A, ex,torS) ~ ,jw(e)tors7
where T is the Langlands dual torus of T, thought of as an algebraic group over e.
Thus, we have a fiber sequence of spectra
0 — Ge(X,T(e)*™) — FactGer — Quad(A,e***"*(-1)) — 0.
2.2.2. Let

b:A®A — e (=1)

denote the symmetric bilinear form associated with q.
Let A* C A denote the kernel of b. Let
T =T

be an isogenous torus whose lattice of coweights equals A*. Let T# denote the Langlands dual torus of
T*, thought of as an algebraic group over e.
2.2.3. The restriction of ¢ to A® is a linear map

A = £1 C et (—1).

We can view it as an element of order 2, denoted ¢, in Tx.

2.2.4. Let 9Tjj be the geometric metaplectic data for T# obtained from §7 by pulling back along
GrTﬁ,Ran — GrT,Ran-

Note that since T* is commutative, the factorization space Gr7 Ran carries a group structure over
Ran. Hence, we can talk about (factorization) gerbes on Grpy g., equipped with a multiplicative
structure.

The following is established in [GLys, Proposition 4.3.2 and Sect. 4.5]:

Proposition 2.2.5.
(a) The factorization gerbe 9Tﬁ on Grps pan carries a uniquely defined multiplicative structure.

(b) To STjj one can canonically attach a geometric metaplectic data 90T'j for T* with a vanishing qua-

dratic form, such that 9Tn and Sgn are isomorphic as multiplicative structure (without the factorization
structure).

Remark 2.2.6. The discrepancy between the factorization structures on 9Tﬁ and GF " is controlled by
the element € of Sect. 2.2.3, see [GLys, Sects. 4.5 and 4.6].

2.2.7. Let §7 and 9{{“ be as in Proposition 2.2.5. According to Sect. 2.2.1, to SOTli we can canonically
attach a T (e)*™-gerbe on X, denoted Sy -

2.3. The metaplectic dual datum. Let G& be a geometric metaplectic data. Following [GLys, Sect.
6.3], we will now attach to it a metaplectic Langlands dual datum, which is triple (H, Gu, €), as explained
below.
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2.3.1. Consider the diagram
Grg,rRan — Grg,Ran

l

GrT,Ran .

It is easy to see that any (factorization) gerbe on Grp ran comes as pullback from a uniquely defined
(factorization) gerbe on Grr ran. Thus, restricting §¢ to Grp ran, we obtain a geometric metaplectic
data GT for T. This operation defines a map of (commutative monoids in) spaces:

(2.2) FactGeg — FactGer .

Remark 2.3.2. Our convention here is sightky different from one in [GLys, Sect. 5] by a certain sign
gerbe, which will be irrelevant for the purposes of this work.

2.3.3. Counsider the resulting quadratic form g on A, see Sect. 2.2.1. One shows (see [GLys, Sect. 3.3])
that ¢ is Weyl group invariant and restricted, i.e., belongs to the subset

Quad(A, e*™) Vi, € Quad(A, e ™),
introduced in [GLys, Sect. 3.2.2]. Let us recall what this means:
A W-invariant quadratic form ¢ on A is restricted if for any coroot o and any A € A, we have

(2.3) blo, A) = q(a) ™Y

According to [GLys, Corollary 3.3.5], we have a commutative diagram of fiber sequence of spectra

0 —— Ge(X, Zx(e)*™) ——— FactGeg —— Quad(A, e (1)) — 0

= | | |

0 —— Ge(X,T(e)**) ——— FactGer —— Quad(A,e**™(~1)) —— 0,

where Zg is the center of the Langlands dual G of G. Note that the group Zs(e)*™ can be also thought
as
Hom (71 a1 (G), €™ (1)),

where 71 .1 (G) is the algebraic fundamental group of G.

2.3.4. Let Ty be the torus associated to G, see Sect. 2.2.2. The first ingredient in the triple (H, G24,6€),
namely H, is a reductive group over the field of coefficients e with maximal torus Tx. We will now
specify its root datum.

As was just mentioned, the weight lattice of H equals A*; we will sometimes denote it also by Ag.
In particular, we have an inclusion

Ay C A,
which is a rational isomorphism.

The set of roots (resp., positive roots, simple roots) of H is in bijection with those of G. For a
coroot a of G let g, € €*(—1) denote the element g(a). Let £, denote the order of ga.

Definition 2.3.5. We will say that a geometric metaplectic datum is non-degenerate of £o # 1 for all
o.

If « is a simple root «a; for ¢ € I we will simply write ¢; instead of go,. By W-invariance, the above
non-degeneracy condition is equivalent to the non-triviality of all g;.
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2.3.6. Set
aHzéa-aeAanddH:%GQQQA.
o zZ
According to [GLys, Sect. 6.1], we have:
ay € Ag and &g € Ay,

and the quadruple
(AH7 ]\H7 {aH}7 {dH})

forms a root datum of a reductive group. This is the sought-for group H.

2.3.7. The second component in the triple (H,Sz,,€) is Gz, . This is a gerbe on X with respect to
Zu (€)™, where Zy is the center of H:

One shows (see [GLys, Sect. 6.2]) that the Tw(e)**>-gerbe Gr,, of Sect. 2.2.7 is induced from a
canonically defined Z H(e)mrs-gerbe Gz, along the inclusion Zg — Th.

2.3.8. In the rest of this paper we will choose a trivialization of the fiber Gz, . of Gz, at the chosen
point x € X. This choice is made in order to unburden the notation.

The trivialization of Gz, . induces a trivialization of the Ty (e)*°"-gerbe Gty .2 = Sy |u-

2.3.9. The last component in the triple (H, Gz, ,¢€) is the element € € Ty from Sect. 2.2.3. One shows
that this element actually belongs to Zg C TH.

That said, the above element € will not play any role in the present work.

2.4. Metaplectic geometric Satake. Recall that the (usual) geometric Satake, in its weak form, is
a monoidal functor

Rep((Y) — Sph, (G) := Shv(Grg..)* (@)=,

In this subsection we will recall, following [GLys, Sect. 9], its metaplectic counterpart.

2.4.1. We fix a point z € X. We define the metaplectic spherical category, denoted Sph, ,(G) to be

Shvge (Gra.)® (@s.

We regard it as equipped with a monoidal structure, given by convolution.

2.4.2. The category Shvge (Grg,m)sﬂa)m carries the (perverse) t-structure, and the convolution functor
Sph, () ® Sph, ,(G) — Sph, ,(G)

is t-exact.

2.4.3. Let Rep(H) be the DG category of representations of H, defined, e.g., as the category of quasi-
coherent sheaves on the algebraic stack (over ) BH.

According to [GLys, Sect. 9.2], there exists a canonically defined monoidal functor
Satg,c : Rep(H) — Sph, ,(G)
(here we are using the trivialization of the gerbe Gz, «, see Sect. 2.3.8).

In what follows we will discuss some of properties of the functor Satq,c that we will use in the future.



38 D. GAITSGORY AND S. LYSENKO

2.4.4. Let us first take G = T to be a torus. Consider the corresponding torus 7*%. Since the £ (T%),-
action on Gry; ,, is trivial, we obtain a canonically defined functor

(2.5) Shv(Grys ) — Shv(Grypy ) T
The functor Satq,r is the composition

Rep(TxH) ~ Shv(Gry: ) @ ShV(GrTuyz)SﬂTn)’” ~

#
~ 8hv g (Grps ) (7% 5 Shvgr (Grre)® (T =: Sph, (T,
where:
e The equivalence Shv(Gr1rT;¢7I)2+(Tﬁ)“c =~ Shv gy (GrTu,I)’ﬁ(Tu)z is given by the trivialization of
9TH,z;
e The functor ShvSTu(GrrTm’z)QﬂTﬁ)m — ShVST(GrT,x)£+(T)m is given by direct image along
LT \Grrs , — £5(T)2\Gr7,a.
2.4.5. Let now G be general.

Due to the trivialization of 97, ., the gerbe 9G is trivialized when restricted to the orbits

S§7 = &(N), -t" C Grg., = €A

Hence, for F € Shvge (Grg) it makes sense to consider
I'(S87,%F|sv) € Vect.

The compatibility of metaplectic geometric Satake with Jacquet functors (see [GLys, Sect. 9.4.3])
implies:

(2.6) (87, Satq.c(V))[=(7,20)] = (Rest,, (V))(7), V€ Rep(H),

where () means weight component .

2.4.6. The trivialization of Sc\sv in particular implies that the fiber of G at ¢” is trivialized. Hence,
the object

Icq,@}’; € Sph, .(G)
is well-defined.
It follows from (2.6) that we have a canonical identification
(2.7) Satg,q(V7) ~ ICQ,@A&,
where V7 is the irreducible representation H of highest weight v with a trivialized highest weight line.
In particular, the functor Satq ¢ is t-exact.

Remark 2.4.7. The functor Sat,, g is not an equivalence, but it does induce an equivalence of monoidal
abelian categories

(Rep(H))” = (Sph, (@)

Remark 2.4.8. Note that the isomorphisms (2.6) and (2.7) give rise to canonical trvializations of the
lowest weight lines in each V7:

e = D(5"°0), 1C, g5 ) (7. 20)] = V" (wo()).
This system of trivializations corresponds to a canonically defined representative

wo € Normpy (Tw)
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of the longest element of the Weyl group wo € Wg. The element wq is characterized by the property
that it makes the diagrams

e —— V(y)

ol [
e —— V7(wo(v))

commute.

2.5. Metaplectic geometric Satake and Verdier duality. One of the crucial steps in the proof
of our main theorem depends on a Verdier duality manipulation. In order to do this we will need to
study how metaplectic geometric Satake interacts with Verdier duality, and this is the subject of the
present subsection.

2.5.1. We note that inversion on £(G), (or, which is equivalent, the involution on Hecke{i%, from
Sect. 1.3.7), defines an equivalence

inv® : Sph, ,(G) — Sph, -1 ,(G),
which reverses the monoidal structures.
Consider the Verdier duality functor

DY : (Sph, , (G)°)°® — Sph, -1 ,(G)".

_17w

It follows from the definitions that the composite
DVerdier ° iHVG . (Sphq’ﬁ (G)C)Op N Sphqﬂ: (G)c
is the functor of monoidal dualization on Sph, (G)°.

Remark 2.5.2. Note that the functor DVe 4™ 6 inv® sends IC, ary, to ICr1 W) - Combined with
, Grg

(2.7), this implies a canonical identification

(2.8) (V) ~ v —wo)

In particular, (2.8) implies that each V7 has a canonically trivialized lowest weight line. However, it is
easy to see that this is the same trivialization as the one specified in Remark 2.4.8.

2.5.3. It follows from the constructions that if (H, Gz, ,€) is the metaplectic dual datum for G%, then
the one corresponding to (§%)~! is given by (H, (Sz, )"}, €).

In particular, a trivialization of the gerbe Gz, . (see Sect. 2.3.8) induces a trivialization of the
corresponding gerbe arising from G*.

In particular, we obtain a geometric Satake functor
Sat,-1 ¢ : Rep(H) — Sph,-1 ,(G).
2.5.4. We normalize the Cartan involution 77 on a reductive group H with chosen Cartan and Borel

subgroups Ty C By so that it acts as inversion on Ty and swaps By and B;;. We have a commutative
diagram

Ty — H
(2.9) | |-
Ty — H,

where, according to the above conventions, 77# is inversion on Th.



40 D. GAITSGORY AND S. LYSENKO

We will denote by the same symbol 77 the corresponding involution on Rep(H). We have the
corresponding commutative diagram

Res!
Rep(H) ——2 Rep(Th)

(2.10) ,Hl JTTH

ResH
Rep(H) — T, Rep(Th).

Note that we have a canonical identification
(2.11) MV ~ (V).
Indeed, both representations are irreducible and have trivialized lowest weight lines.
2.5.5. Combining (2.11) with (2.7), we obtain that the following diagram of monoidal functors canon-

ically commutes

(Saty )°P
e

(Rep(H)®)*? (Sph,,, (G)%)°*

(2.12) _rHoDnnl lDVerdier

Saty g

Rep(H)®  ——— (Sph,-1,(G))"
where D" is the (usual) dualization functor
(Rep(H)“)*" — Rep(H)".

Juxtaposing (2.12) with Sect. 2.5.1, we obtain the following commutative diagram of monoidal
functors:

Rep(H) —=2%  Sph, ,(G)
(2.13) THl lmc

Rep(H) —22% Sph. 1 (G).

T

3. FACTORIZATION ALGEBRAS AND MODULES

Our main theorem compares the twisted Whittaker category on the affine Grassmannian with the
category of factorization modules over a cartain factorization algebra.

In this section we will recall the definition of these objects in the context of factorization spaces over
the Ran space.

3.1. Factorization algebras. In this subsection we will recall the definition of factorization algebras
(on factorization spaces over the Ran space).

3.1.1. Let Zran — Ran be a factorization space over Ran, and let § be a factorization gerbe on Zran.
By a factorization algebra in Shvg(Zran) we will mean an object A € Shvg(Zran) equipped with a
homotopy compatible system of isomorphisms

o R
A|ZRanR>_<Ln(RanJ)disj ~ A ‘ZF{an X J(Ran‘]>disj )
' Ran
where the two spaces are identified by (1.3).
The expression “homotopy compatible” can be formalized is several different (but equivalent) ways.

Below we discuss one of the possibilities (which is very close to one from [Rasl, Sect. Sect. 6]). We
start with spelling out the details in the definition of the notion of factorization space.
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3.1.2. First, consider the assignment
(3.1) J ~~ (Ran‘])disj
as a functor .
fSet®™™ — PreStk,
where fSet® is the category of finite non-empty sets and surjective maps.

The operation of disjoint union makes fSet™” into a symmetric monoidal category. The functor
(3.1) has a natural op-lax symmetric monoidal structure, which means that we have the natural maps

(RanJlUJ2)disj — (RanJl)disj X (RanJQ)disj7
etc.
A factorization space over Ran is an op-lax symmetric monoidal functor
(3.2) fSet™™ — PreStk, Je— Zy,

equipped with a natural transformation to the functor (3.1), such that the following two requirements
hold:
e The map
Zy — (Ran‘])disj RX Z*,

induced by the map I — *, is an isomorphism.
e The map
ZJ — (Ran‘])disj X (Z*)J,

Ran”
induced by the op-lax symmetric monoidal structure, is an isomorphism
The relation of this definition to the naive one in Sect. 1.1.4 is that
Zy = ZRan, 41 = (RanJ)disj X (ZRan)J-
R

an’

3.1.3. Replacing the symmetric monoidal category PreStk by that of PreStk + Grb consisting pairs
(Y,9), where Y is a prestack and § is a gerbe on Y, we obtain the notion of factorization gerbe over a
factorization space.

3.1.4. Let
(33) I (Z[,SI)
be a factorization gerbe on a factorization space.

Composing with the (lax symmetric monoidal) functor

(3.4) Shv : (PreStk + Grb)°® — co-Cat, (Y,9) — Shvg(Y), (Yo EN Y)) e f
we obtain a lax symmetric monoidal functor
(3.5) (fSet™™)°P — oo-Cat, I+ Shvg,(Zr).
We can view (3.5) as a Cartesian fibration
(3.6) Shvg(Zigepuri) — fSet™,

where Shvg(Zigsurj) is equipped with a symmetric monoidal structure and (3.6) is a symmetric
monoidal functor.

A factorization algebra in Shvg(Zran) is by definition a symmetric monoidal section of (3.6), which
is Cartesian as a section of oo-categories (i.e., sends arrows in fSet*"™ to arrows in Shvg(Zig.surj) that
are Cartesian with respect to (3.6)).

Remark 3.1.5. Above we gave a definition of factorization algebras in Shvg(Zran), where (Zran, §) has
a factorization structure. However, for many purposes it is convenient to give a more general definition—
that of factorization algebra inside a general factorization category. The latter will not appear explicitly
in this work.
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3.1.6. Example. Take Zran = Ran, with its tautological structure of factorization space. Then
wWRan € Shv(Ran)
acquires a structure of factorization algebra.

3.2. Functoriality of factorization algebras. In this subsection we will study functoriality proper-
ties of factorization algebras with respect to maps of factorization spaces.

3.2.1. Let f: Zk,. — Z2.. be a map of factorization spaces. Let G2 be a factorization gerbe on Z32,.,
and let ' be its pullback to Zx.,, equipped with its natural factorization structure.
It is clear that the pullback functor
[ Shvge (Zhan) — Shvg (Zhan)
induces a functor on the corresponding categories of factorization algebras
f': FactAlg(Shvge (Zaan)) — FactAlg(Shvgi (Zan))-
3.2.2. A basic example of this situation is when Zx., = Zran is an arbitrary factorization space and
Z3 .. = Ran. Taking the factorization algebra wgran € Shv(Ran), we obtain that
WZgan € Shv(Zran)
has a natural structure of factorization algebra.

3.2.3. Let f : Zkan — Zaa.. be as before, but let us assume that f is ind-schematic. Then the
pushforward functor

fr : Shvgi (Zkan) — Shvgz (Zhan)

induces a functor on the corresponding categories of factorization algebras

fu : FactAlg(Shvgi (Zian)) — FactAlg(Shvge (Zgan))-

3.2.4. Let ZZ,, = Zran is an arbitrary factorization space and Zg,, = Ran. Let
unit : Ran — Zran
be a section of the tautological projection; assume that it is schematic as a morphism of prestacks.
We obtain that
unit. (wran) € Shv(Zran)
has a natural structure of factorization algebra.

3.3. Factorization modules. We now come to a definition crucial for this work: that of factorization
module over a given factorization algebra.

3.3.1. Let Zran be a facorization space over Ran, and let Zran, — Ran, be a factorization module
space. Let G be a factorization gerbe on Zran. Assume being given a gerbe G over Zran,, equipped
with a factorization structure with respect to the gerbe G on Zran.

Let A be a factorization algebra in Shvg(Zran). By a factorization module module in Shvg(Zran, )
with respect to A we will mean an object F € Shvg(Zran,) equipped with a homotopy compatible
system of isomorphisms

®.J
ﬂzRaan'x (Ran? xRang)ai = (FEAT ) (RanyxzZ ) x ((Ran’ xRang)ai)?

Ran
Ran’ x Rang

where two spaces are identified by (1.8).

Below we give one of the possible formulations of the expression “homotopy coherence” in this
context.
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3.3.2. Let fSet"™ be the category of pointed finite sets and surjective maps. We will view it as a
module category over the monoidal category fSet®*"" under the operation of disjoint union.

We consider the functor

(3.7) fSet®"™ — PreStk, J+— (Ran})aisj := (Ran”)ais; X Rang,
Ran

where the map (Ranj)disj — Ran corresponds to the element * € J.

When we regard PreStk as a module category over itself, the functor (3.7) has a structure of op-lax
compatibility with actions, with respect to the op-lax monoidal functor (3.1) and the above module
structure on fSet3™ over fSet®".

3.3.3. Given Zran, thought of as a functor (3.2), a factorization module space over Zran is a functor
fSet>™ — PreStk, J > Z,

equipped with a functor of op-lax compatibility with actions, and a natural transformation to (3.7),
such that the following requirements hold:
e The map
ZJ — (Ran;j)disj X Z*,

Rang
induced by J — *, is an isomorphism.
e The map
ZJ — (Ranf)disj X (Z;Ii* X Z*),

Ran’—* x Rang
induced by the structure of op-lax compatibility with actions, is an isomorphism.

The relation of this definition to the naive one is that
Z* = ZRan, -

3.3.4. Given a factorization gerbe on Zran, we define a factorization structure on a gerbe on Zgran,,
following the recipe of Sect. 3.1.3.
3.3.5. Given a factorization algebra A € Shvg(Zran), we define the notion of factorization module for
it in Shvg(Zgran, ), along the lines of Sect. 3.1.4:

Namely, composing with the functor (3.4), from Zran, we create a functor

(fSet3")°P — 0o-Cat, J — Shvge(Zy),

which we turn into Cartesian fibration

(3.8) Shvg(Z

surj
fsctiurj) — fSet; ™,

so that the category Shvg(Z,

fSet3urI
functor (3.8) is compatible with the actions with respect to the (symmetric) monoidal functor (3.6).

) is equipped with a monoidal action of Shvg(Zgegsuri), and the

When we view A as a (symmetric) monoidal section of (3.6), a factorization module for A in
Shvg(ZRran, ) is a Cartesian section of (3.8), compatible with the actions.

3.3.6. We denote the category of factorization A-modules in Shvg(Zran, ) by A -FactMod(Shvg(Zran, )),
or simply A -FactMod when no confusion is likely to occur. We let oblvgact denote the forgetful functor
A-FactMod — Shvg(Zran, )-

Remark 3.3.7. Let X' :== X — z, and let Ran’ denote the Ran space of X. Note that in the definition

of a factorization module space for a given factorization space Zran, only

I
ZRan’ ‘= Ran’ X ZRran
Ran

plays a role. Indeed, for J € fSeti"™ and J' € fSet>™), we have

J'uJ 1J’ J'uJ
(Ran* )disj ~ Ran X (Ran* )disj-
Ran”’
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The same remark applies to factorization gerbes and factorization algebras.
3.3.8. The first (non-zero) example of a factorization module is the so-called vacuum module: take

ZRan, ‘= Rany X ZRan
Ran

and let F € Shvg(ZRran, ) be the pulllback of A itself under the forgetful map
ZRan, — Ran.
This incarnates the principle that “a commutative algebra is naturally a left module over itself”.
3.3.9. Modules for the unit. We will now describe a particular (albeit tautological) example of con-

struction of factorization modules. This construction will play an important role in the sequel, as it
can generate other constructions using functoriality (see Sect. 3.4 below).

Let Z be an arbitary prestack with a gerbe § on it. We can regard
Ran, x Z,

equipped with its tautological projection to Ran, as a factorization module space with respect to the
factorization space equal to Ran itself.

The pullback §|ran, xg has a natural factorization structure with respect to the (necessarily) trivial
factorization gerbe on Ran.

Then the pullback functor
Shvg(Z) — Shvg(Rang x Z)
naturally lifts to a functor

Shvg(Z) — wran -FactMod(Shvg(Ran, x Z)),

where we regard wran as a factorization algebra in Shv(Ran), see Sect. 3.2.2.

3.3.10. Here is an example of a situation where we can describe the category of factorization modules
explicitly.

Let Zgran be a factorization space over Ran’ (see Remark 3.3.7), equipped with a factorization gerbe
§’. Let Z, be an arbitrary prestack with a gerbe G,.

We define Zran, as follows: for an affine test scheme S and * € J C Hom(S, X), denote J =T — %,
and set

S X Zran, := (S X Zgan) X Za.

Rang J/ Ran
We have the projections
Ly +— ZRanm — ZRan’»

and we define the gerbe § on Zran, as the tensor product of the pullbacks of G, and §', respectively.
The gerbe § acquires a natural structure of factorization with respect to §’ (see Remark 3.3.7).

Let A’ be a factorization algebra in Shvg/ (Zgay ). By unwinding the definitions, we obtain that the
functor of restriction along Z, — ZRran, defines an equivalence

A" -FactMod(Shvg: (Zran, )) — Shvg, (Zx)

is an equivalence.

3.4. Functoriality properties of factorization modules. We will now study the functoriality of
the category of factorization modules under the change of factorization (module) space.



THE “SMALL” FLE 45

3.4.1. Let
i~ Zian
(3.9) gl
ZRan
be a correspondence between factorization spaces, where the morphism g is ind-schematic. Let §' and

G2 be factorization gerbes on Z! and Z?2, respectively, equipped with an isomorphism Glipre 92|Z1,2
as factorization gerbes.

Then according to Sects. 3.2.1 and 3.2.3, given a factorization algebra A' € Shvg1 (Z}an), the object
A% =g, o f1(A") € Shvge(ZEan)
acquires a structure of factorization algebra in Shvgz(Zﬁan).
Let now
22, —1s i,

(3.10) gl

2
ZRan,;

be a diagram of factorization module spaces for the factorization spaces appearing in (3.9). We obtain
that the functor

(3.11) g0 [ Shvgr (Zhan, ) — Shvge (Zian,)
gives rise to a functor
(3.12) g o f': A" -FactMod(Shvgi (Zhan, )) — A* -FactMod(Shvge (Zaan, ))-

3.4.2. The functors g, o f' inherit the usual properties of functors defined by correspondences. For
example, if g is ind-proper, then ¢' is the right adjoint of g. =: . Similarly, if f is étale, then f' =: f*
is the left adjoint of f..

3.4.3. In addition, the fact that the map (1.7) is étale has the following consequences:

Suppose that f is étale and g is proper, and suppose that F € A2 -FactMod(Shvgz(Zﬁanx)) is such
that the (partially defined) left adjoint

fiog": Shvgz(szi.(mI) — Shvg1 (Z;l{anx)
of (3.11) is defined on oblvpac(F).
Then the (partially defined) left adjoint fi o g* of (3.12) is defined on ¥, and we have
Oblvract 0 (fiog") =~ (fiog") o oblvract.

4. CONFIGURATION SPACES

In the previous section we discussed factorization spaces and factorization algebras (and modules
over them). However, factorization spaces over Ran are prestacks that are not even ind-schemes (such
as Ran itself), and sheaves on them may be unwieldy.

In this section we will introduce another paradigm for factorization: the underlying geometry will
be the (pointed) configuration space, which has the advantage of being a scheme (resp., ind-scheme).

We will see also that the affine Grassmannian for Grr has a closed subfunctor essentially isomorphic
to Conf. This will allow us to transfer the information between the two contexts.

4.1. Configuration space as the spaces of colored divisors. In this subsection we introduce the
configuration space.
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4.1.1. Let Conf be the scheme that classifies the data of (A"°® —0)-valued divisors on X, i.e., expressions
of the form

(4.1) DZ%)\k-Ik,

where:
e The index k runs over some finite set;
e The points xx € X are pairwise distinct;
o All \; are in A"® — 0.

4.1.2. We have:
Conf = |_| Conf?,
A€ARe8 —0
where where X is the total degree (i.e., for a point (4.1) its total degree is %)\k)

Each Conf? is isomorphic to X*, where for
A =Xn; - (—a;), a; are the simple coroots, n; € 720
k2

we have

X =]]x".
Remark 4.1.3. Note that if G is semi-simple and simply connected, then Conf can also be interpreted
as the moduli space of non-zero homomorphisms from the monoid A™ to the scheme of effective divisors

Divf(X)~ u x™,
n>0
4.1.4. Let
Conf C Conf

be the open subscheme corresponding to the condition that in (4.1) every A is a negative simple coroot.
We have
o o
Conf = |_| Coan,

)\eAneg
o
where each Conf” is isomorphic to the open subscheme
o
X*c X*,
obtained by removing the diagonal divisor.

4.1.5. The scheme Conf has a natural structure of commutative semigroup: for a finite non-empty set
I we have the map
(4.2) Conf” — Conf,
given by the addition of operation on (A"®® — 0)-valued divisors.
4.1.6. We will denote by
(Conf")ais; C Cont’

the open subscheme given by the following condition:

The corresponding configurations ¥ A% - 2% must have disjoint support, i.e., =& # x}:/ for all k, k' for
every pair of indices i # i’

Note that the map (4.2), restricted to (Conf!)ass, is étale.
4.2. Configurations with a marked point. In this subsection we introduce a version of Conf, where

at a marked point x, we allow the value of our divisor to be any element of A. The resulting space
Confs.» will no longer be a scheme, but it will be an ind-scheme.
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4.2.1. Fix a point z € X. Let Conf., denote the ind-scheme classifying the data of A-colored divisors
on X of the form
(4.3) D =Xz + SN - ax,
where:

e The index k runs over some finite set;

e The points xx € X are pair-wise distinct as well as distinct from x;

e )\ € A" — 0 and ), is an arbitrary element of A.
4.2.2. One can explicitly write down Confs., as follows. It equals the colimit

(4.4) Confe., = colim Conf<,. .,
—
HEA

where Conf<,., is the space of those configurations (4.3) for which A, < p in the standard order
relation (i.e., u — Az € AP?).

Each Conf<,.. is a scheme. Explicitly, it is the disjoint union

A
Conf<y.e = |_| (Conf<pz)™,
AEptAnes

where A is the total degree (i.e., for a point (4.3) its total degree is Ay + % Ak).
For every fixed A\, we have
(4.5) (Confepp)® ~ XA7H
In terms of the identifications (4.5), the transition maps
XA x e

in forming the colimit (4.4) are given by adding the divisor (pu1 — p2) - x.

4.2.3. Note that Conf can be also thought of as a closed subscheme of Conf.,. Namely, it identifies
with Conf, <o, with the connected component

(COnfz,So)O ~ pt

removed.

4.2.4. The indscheme Conf., has a natural structure of module over Conf.
For a finite set I, we denote by
(Confl X Confoc.z)disj C Conf! x Confo.s
the open ind-subscheme given by the following condition:

The corresponding two configurations £ A% - zk and Ay -2+ % 14 - y; must have disjoint support, i.e.,
xh # x}:, for all k, k" every pair of indices i # i’ and y; # % # « for all i, j, k.

Note that the action map
(4.6) (Conf’ x Conf ooz )aisj — Confao.z
is étale.

4.3. Sheaves on configuration spaces. In this subsection we introduce factorization gerbes and the
corresponding categories of sheaves on configuration spaces.
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4.3.1. Note that for a gerbe §* on Conf, one can talk about a factorization structure on it. This means
a system of isomorphisms
A A\KT
S |(Conf1)disj & (9 ) ‘(Coan)disj

for every finite set I that are compatible in the evident sense.

Given a factorization gerbe G on Conf, one can talk about a factorization structure on a gerbe G*
on Confs.. By definition, this means a compatible system of isomorphisms

A A\XTI A
(47) 9 |(Conf1 X Confoo.z)disj =~ (9 ) X 9 |(Conf1 X Confoo.z)aisj *

4.3.2. For the duration of this section we fix such a pair of factorization gerbes A on Conf and Confe.o.
We will consider the corresponding categories of sheaves
Shvga (Conf) and Shvga(Confec.q).
4.3.3. Being a category of sheaves on a scheme (resp., ind-scheme), the category Shvga(Conf) (resp.,
Shvga (Confeo.z)) is compactly generated.
For any ind-scheme (ind-algebraic stack) Y with a gerbe G on it, let
Shvg (Y)'* C Shvg(Y)

denote the full subcategory consisting of objects F that satisfy the following:
e The support of F is a scheme (resp., algebraic stack), to be denoted Y';
e The restriction of F to every quasi-compact open subscheme (resp., substack) ‘; C Y belongs
to Shvg(Y).

It is clear that
Shvg(Y)°¢ C Shvg(Y)'e.

Another feature of this subcategory is that we have a well-defined Verdier duality equivalence

DVerdier . (Sth (y)loc.C)op N ShVS—l (y)loc.c.

Consider the corresponding full subcategory
Shvga (Conf)'*“¢ C Shvga (Conf).

Note that it consists objects that are compact when restricted to every connected component Conf* of
Conf. Similarly, consider the full subcategory

Shvga (Confec.z)'*¢ C Shvga (Confeo.s).

Verdier duality defines equivalences
DY : (Shvga (Conf) )P — Shvgay-1(Conf)

and
pVerdier . (Shvga (Confoo.gc)loc'c)Op — ShV(SA)—l(COnfOO.I)IOC'C.

4.4. Translation action on colored divisors. In this subsection we introduce a piece of structure,
crucial for the rest of the paper: on action of a sublattice on Conf., by adding divisors supported at
the point x.
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4.4.1. Let A* C A be a sublattice. We will consider A* as a discrete scheme acting on Confeo.. by
adding the corresponding divisor at x:

v, D= Tr"(D):=D +~-z.
We will make the following assumption: the gerbe G* on Confeo.z is equivariant with respect to

this action, in a way compatible with the factorization structure with respect to the given gerbe G* on
Conf.

This means that we are given a compatible system of identifications
(4.8) T (6% ~ gt
that make the following diagrams commute:

TTW(SAN(coan X Confoo.z)aisy 7 (9/\)&1 X TTW(SA)‘(Coan X Confos.o)disj

! l

A A\RT A
S ‘(Confl X Confoo.z)disj B— (9 ) XS ‘(Coan x Confoo.z)disj’
where the top horizontal isomorphism is induced by (4.7) via the commutative diagram

(Coan X Confos.z)disj % (Coan x Confoo.)disj

(446)1 J(m)

Conf ooz —_— Confeo.ze -
4.4.2. The maps (4.8) induce functors
Tr” : Shvga (Confeo.z) = Shvga (Confoc ).

We will regard this collection of functors as an action of the (symmetric) monoidal category Rep(TH)
on Shng(Confomc)7 where Ty is the torus whose lattice of characters is Al

By definition, for v € A*, the object ¢” € Rep(T%) acts as Tr”.

4.5. Isogenies. In this subsection we will study the behavior of the category Shvga (Confe..) under
the change of the lattice A by an isogenous one. This will be handy in the future, as it will be convenient
for us to replace the given group G by another one in the same isogeny class.

4.5.1. Let is be given a short exact sequence of lattices
(4.9) 0—A—A—Ay—0.
We let A" C A be the image of A" under the above map.

Denote by é—O\_H/fooq; the corresponding configuration space with a marked point. The map A — A
defines a closed embedding

(4.10) 3 : Confoo.o — ég/nfoo.z.
4.5.2. Let 97\ be a gerbe on (/J—(;l/foo,z equipped with a factorization structure with respect to the given
factorization gerbe G* on Conf.
Let us assume being given an identification
9A|Confoo.$ =~ 9A

as gerbes on Conf.,., equipped with a factorization structure with respect to the factorization gerbe
6" on Conf.

Then the map i of (4.10) gives rise to a functor

(4.11) i 1 Shvga (Confe.s) = Shvz (Confas.).
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4.5.3. Let us now be in the situation of Sect. 4.4 for A and K, and assume that that we have a
commutative diagram
AF—— A
(4.12) T T

AP —— A
We obtain an action of Rep(T) on Shvga (Confes..) and an action of Rep(T) on Shv 5 ((/J_oyn/foo‘gg)7
which are intertwined by the functor 7. of (4.11) and the restriction functor

Rep(TH) — Rep(Tg).

In particular, we obtain a functor

(4.13) Rep(T;)  ®  Shvga(Confe.y) — Shvgs (Confo.s).

Rep(TH)

4.5.4. Assume now that (4.12) is a push-out diagram.

The following results easily from the definitions:
Lemma 4.5.5. Under the above assumptions, the functor (4.13) is an equivalence.
4.5.6. Note that the assumption in Sect. 4.5.4 implies that we have a short exact sequence of lattices
(4.14) 0— A" 5 AF 5 Ag— 0.

A choice of a splitting of (4.14) defines an equivalence

Rep(Tr) @ Rep(To) =~ Rep(Tj),

as Rep(T'x)-module categories, where Tp is a torus with weight lattice Ao.

Combining with Lemma 4.5.5, we obtain:
Corollary 4.5.7. A choice of a splitting of (4.14) defines an equivalence

Shvga (Confoe.) ® Rep(To) — Shvgx(ég_n/foo.x).

4.6. Configuration space via the affine Grassmannian. Consider the Ran Grassmannian Gr%ﬂfmn
of T'. We will now describe certain closed subfunctors

wP neg w? non-pos wP
(Gr? Ran) C (Gr? Rran) C Gr7 Rran-

It will turn out that the prestack (Gr#fRan)“eg is essentially equivalent to the configuration space
Conf.

4.6.1. Consider the simply connected cover Gy of (the derived group of) G. Let Ti. denote the Cartan
group of Gsc. Note that the map

(415) GI‘L'}*}:C,Ran — Gr%}Ran
is a closed embedding.

For the definition of (Gr‘%?Ran)neg and (Gr%ﬂfmn)non'p(’s we stipulate that the equal equals the images
of

wP neg wP non-pos wP
(G Ran)"™® C (GI7y. Ran) C Gr7,, Ran

along (4.15), so for the definition of (Gr‘ffRan)“eg and (Gr%ﬁ{an)“"“’poS we will assume that G = Gsc.
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4.6.2. An S-point (J, Pr,a) of Gr‘:‘p’f}{an belongs to (Gr‘i’fr{an)non'pos if the following condition hold:

e Regularity: for every dominant weight A € AT, the meromorphic map of line bundles on S x X
(resp., D)
APr) = X(P7),
induced by «a, is regular.
An S-point (J, Pr, ) as above (Gr%fRan)"eg if moreover the following holds:

e Non-redundancy: for every point s € S and every element j € J there exists at least one
X € AT, for which the above map of line bundles has a zero at the point of X corresponding

tos — S D X.

Note that (Grr%)pwm)“eg and (Gr%fRan)“on’pos have a natural structure of factorization spaces over
Ran.

4.6.3. Evaluation on fundamental weights defines a map of prestacks
(4.16) (G4 Ran)"°® — Conf
(see Remark 4.1.3).

The following is obtained as [Ga4, Lemma 8.1.4]:

Lemma 4.6.4. The map (4.16) induces an isomorphism of the sheafifications in the topology generated
by finite surjective maps.

4.6.5. As a corollary, we obtain that the map (4.16) induces an isomorphisms on spaces of gerbes. In
particular, we obtain that for a geometric metaplectic data for T', the factorization gerbe 9T|(Gr“1’,pR

neg
on (Gr#fRan)“eg is the pullback of a uniquely defined factorization gerbe, deboted §* on Conf. -
Furthermore, Lemma 4.6.4 implies that pullback defines an equivalence
(4.17) Shvga (Conf) = Shvgr ((Gr§ Ran)"°®).
4.6.6. We define the closed subfunctors
(Crf'Ran, 5% C (CrfiRan, )5 C GrfRan,
as follows:

A point (J,Pr, ) of GT%RW belongs to (Gr%?Ranw)gg% if there exists another T-bundle P/ on
S x X and an isomorphism Pr|sx(x—z) =~ P7|sx(x—z), such that the resulting point (J,P7,a’) of
Gr‘%fRanz belongs to

P P
Ran, x (Gr?gran)"® C Rany X Gr7ran-
Ran Ran

Replacing (Gr?{}ian)“eg by (Gr‘{fr{an)non'pos we obtain the definition of (Gr%fmnm)ggfgp o,
4.6.7. As in (4.16) we have a canonically defined map
(4.18) (Gr¥ Ran, )28, — Conf .o,
and a counterpart of Lemma 4.6.4 holds.

Hence, stating with a geometric metaplectic data for T, we obtain that the corresponding gerbe

T
ST (e ynes
I'T Rang /oo-z

viewed as a equipped with a factorization structure with respect to 9T|(Gr‘;1‘ipR ymes > is the pullback of

a uniquely defined gerbe G* on Confe.. equipped with a factorization structure with respect to the
facorization gerbe §* on Conf.

Furthermore, pullback with respect to (4.18) defines an equivalence

(4.19) Shvga (Confec.z) — Shvgr (G Ran, )25,).
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5. FACTORIZATION ALGEBRAS AND MODULES ON CONFIGURATION SPACES

In this section we will finally define factorization algebras and modules over them on the configuration
spaces.

We will see that they model a certain subcategory of factorization algebras (resp., modules over
them) on Grr.

5.1. Factorization algebras on configuration spaces. In this subsection we define the notion of
factorization algebra on Conf.

5.1.1. Let G* be a factorization gerbe on Conf. A factorization algebra in Shvga (Conf) is an object
A € Shvga (Conf) equipped with a homotopy-compatible system of identifications

®I
(51) ‘A|(Conf1)disj = (‘A) |(Conf1)disj
for finite non-empty sets I.

Below we explain one of the possible ways to formalize the phrase “homotopy-coherent” in this
context. We will follow the the same idea as in Sects. 3.1.2-3.1.4.

5.1.2. The assignment
I+ (Conf")aig
has a structure of op-lax symmetric monoidal functor
fSet™™ — Sch.

A factorization gerbe on Conf is a lift of the above functor to a functor with values in the symmetric
monoidal category
Sch + Grb.

Composing with (3.4), we obtain that the assignment
I+ Shv gaymr ((Cont’) i)
has a structure of lax monoidal functor

(fSet™™)°P — oo -Cat .

We interpret this functor as a Cartesian fibration
(5.2) Shvg ((6™)5™) = fSet™ ™
of symmetric monoidal categories.

A factorization algebra in Shvga (Conf) is a symmetric monoidal Cartesian section of (5.2).

5.1.3. Proceeding as in Sect. 3.3, given a factorization algebra A € Shvga (Conf), we define the cate-
gories of factorization modules with respect to it in Shng(Confoo.z). We denote this category

A -FactMod (Shvga (Confos ),
or simply A-FactMod if no confusion is likely to occur.
We have a tautological conservative forgetful functor

oblvract : A-FactMod — Shvga (Confeo.z).

5.2. Change of lattice and isogenies. In this subsection we will remark that the material of Sects.
4.4 and 4.5 carries over to categories of factorization modules.

5.2.1. Let us be in the situation of Sect. 4.4. As in Sect. 3.4.1, it follows that the action of Rep(Tx)
on Shvga (Confu.:) gives rise to one on A-FactMod.

For v € A*, we will denote by the same symbol Tr” the corresponding translation endo-functor of
A-FactMod.
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5.2.2. Let us now be in the situation of Sect. 4.5. As in Sect. 3.4.1, it follows that the functor i. of
Sect. 4.11 induces a functor

i : A-FactMod(Shvga (Confe.)) — A-FactMod(Shv  (Confeo.))
that intertwines the actions of Rep(Tx) and Rep(T), respectively.

In particular, we obtain a functor

(5.3) Rep(T)  ® A-FactMod(Shvga (Confe.)) — A-FactMod(Shv iz (Confoc.s)).
Rep(TH)

We claim:
Proposition 5.2.3. Under the assumption of Sect. 4.5.4, the functor (5.3) is an equivalence.
Proof. 1t follows as in Sect. 3.4.1 that the functor Sect. 4.13 and its right adjoint induce an adjoint

pair of functors

Rep(T;) ® A-FactMod(Shvga (Confe ) = A-FactMod(Shvz (Confo..)).

Rep(Th)

We wish to show that, under the assumption of Sect. 4.5.4, these functors are mutually inverse.
I.e., we need to show that the unit and the counit of this adjunction are isomorphisms. For the
latter, it is sufficient to show that the natural transformations become isomorphisms after applying the
(conservative) forgeful functors

oblvract : Rep(T) ®  A-FactMod(Shvga (Confoe.z)) — Rep(Tz)  ®  Shvga(Confeo.s)

Rep(TH) Rep(TH)
and
oblvpact : A-FactMod(Shv gz (C/}_(;rTfooz)) — Shvgz (é_g/rlfoo.z),
respectively.

Now fact that the resulting natural transformations are isomorphisms follows from Lemma 4.5.5.
O

Corollary 5.2.4. A choice of a splitting of (4.14) defines an equivalence
A-FactMod(Shvga (Confe.z)) ® Rep(To) — .A-FactMod(Shvsg((/J—&l/foo.z)).

5.3. Structure of the category of factorization modules on the configuration space. In this
subsection we fix a factorization algebra A € Shvga (Conf).

5.3.1. For p € A we let A-FactMod<, be the category of factorization A-modules in the category
Shvga (Conf<,..), or which is the same, the preimage of

Shvga (Conf<,.z) C Shvga (Confeo o)
under the functor oblvgact.
Let ¢, denote the closed embedding

Conf<,.. = Conf .

As in Sect. 3.4.2, the adjoint pair
(1)1 = Shvga (Conf<,,.i) = Shvga (Confee.z) : (¢)'
induces a pair of adjoint functors
(1)1 : A-FactMod<,, = A-FactMod : (1,,)'
both of which commute with the forgetful functor oblvgact.

Since the unit of the adjunction
Id — (14)' 0 (),
is an isomorphism on Shvga (Conf<,,..), the conservativity of oblvracs implies that it is also an isomor-
phism on A -FactMod<,.
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Hence, the functor
(5.4) (tp)r - A-FactMod<, — A-FactMod
is fully faithful.
We will often identify A -FactMod<, with its essential image in A -FactMod. We have

A-FactMod<,,, C A-FactMod<,, for u1 < po.

5.3.2. The presentation (4.4) implies that the functors (¢,): define an equivalence

colim Shvga (Conf<,..) = Shvga (Confeo.z),
—
pEA

(see Sect. 0.8.6 for the general paradigm).
In particular, the map

. !
(5.5) C(ﬁm (tu)ro(tp) —1d
HEA

is an isomorphism on Shvga (Confoo.z). By the conservativity of oblvpac, we obtain that (5.5) is an
isomorphism also in A-FactMod. Hence, we obtain that the functors (5.4) also define an equivalence

colim A -FactMod<,, — A-FactMod .
—

HEA
5.3.3. Let

Conf—,.. C Conf<, .o

be the open subscheme consisting of points (4.3) for which A, = u. Note that the above open embedding,
to be denoted by j,, is affine.

We can consider the corresponding category A -FactMod-,, along with the pair of adjoint functors
(5.6) (gu)" : A-FactMod<, = A-FactMod—, : (),
commuting with the forgetful functor oblvpacs and with (7,)« being fully faithful.

Note also that the essential image of (j.)« is the right orthogonal to the full subcategory of
A-FactMod<,, generated by A-FactMod<, for p' < p.

5.3.4. We have the following assertion:
Lemma 5.3.5. The functor of stalk at the (unique) point
w-x € (Conf—,.,)" C Conf—y.o
defines a t-exact equivalence from A-FactMod—, to the category Vectgf‘\_z (i.e., the category of vector
spaces twisted by the fiber of the gerbe G at the point u - x).
Proof. Follows, as in Sect. 3.3.10, from the fact that the map (4.6) defines an isomorphism from

(Conf x Confes.z)y;,; N Conf x{p -z}

disj

to Conf—, .. O
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5.3.6. Assume now that A € Shvga (Conf) is holonomic if our theory is that of D-modules (the condition
is vacuous for other choices of sheaf theory).

Then Lemma 5.3.5 implies that the functor
(g )1 : Shvga (Conf=;.o) — Shvga (Conf<, ),
left adjoint to (j,)' = (3.), is well-defined on the essential image on the functor oblvg,cs.

Hence, as in Sect. 3.4.3, we obtain that the functor (7,)" = (j,)* in (5.6) also admits a left adjoint,
to be denoted ()1, which commutes with the forgetful functor oblvpacs.

The existence of (7)1 and its commutation with oblvgacs implies that the functor (¢y)r =: (¢4)« of

(5.4) admits also a left adjoint, to be denoted (¢,)”*, which also commutes with oblvgact.

5.3.7. Choose a trivialization of the gerbe Sﬁ,z, thereby identifying A -FactMod—, with Vect.

Let M ¢ (resp., Mt 1) denote the object of A-FactMod equal to (¢,)« 0 (74)« (resp., (tu)10 (7u)1)
applied to
e € Vect ~ A-FactMod—,, .

We will call ME . (resp., Mé‘;nf) the co-standard (resp., standard) object.

5.3.8. Note that the objects Méfmf form a set of compact generators of the category A -FactMod.
Indeed, the functor Hom _FactMod(J\/[g‘c!mf, —) identifies with the functor

A-FactMod —% A -FactMod<, SN A -FactMod—,, ~ Vectgﬁ_z ~ Vect .
Note that above functor identifies with
(5.7) A -FactMod °*2/<t Shvga (Confeo.z) — Vectgﬁ_T ~ Vect,

where the middle arrow is the functor of !-fiber at pu - x € Confee.5.

In particular, we obtain:

eif u/ = p

(58) f}COmA -FactMod (Mé(;l!lf7 Mé;lf) = .
0 otherwise.

Note also that the objects Mg . co-generate A-FactMod.

5.3.9. Let us be in the situation of Sect. 4.5. It is clear that for v € A*, we have
! 0 Sk Sk
Tr? (MEone) ~ Mégﬁf and Tr” (Mg,,;) = M‘é;rr?f :
5.3.10. Assume now that A, viewed as an object of Shvga (Conf), belongs to Shvga (Conf)'**.

Let
A-FactMod"**® C Shvga (Confoo.s)

be the full subcategory consisting of objects whose image under oblvga.t belongs to the subcategory
Shvga (Confoo.gc)loc‘C C Shvga (Confos ).

Evidently, the objects M . and M/" - belong to A-FactMod'**°.

5.4. The t-structure on factorization modules. We retain the assumptions of Sect. 5.3.6. Let
assume, in addition, that A, when viewed as an object of Shvga (Conf), belongs to (Shvga (Conf))®.

We will show that in this case, the category A-FactMod has a well-behaved t-structure and the
abelian category (A -FactMod)O is a highest weight category.
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5.4.1. We define a t-structure on the category A -FactMod by declaring an object J to be coconnective

if
HomA—FactMod(Mé’(!mf [k],F) =0

for all p € A and k > 0.

By factorization and the assumption on A, we obtain that this condition is equivalent to

0blVEact (F) € (Shvga (Confac..))=".

We claim:
Proposition 5.4.2.
(a) The functor oblvgac is t-ezact.
(b) The objects M . M&* . belong to (A-FactMod)®.

Proof. The fact that the functor oblvpact is left t-exact has been noted above. Since (A —FabctMod)SO
is generated under colimits by the objects Mg’olnf, in order to show that oblvracs is right t-exact, it
suffices to show that oblvpact (J\/[éo'nf) € (Shvga (Confoo.z))zo. However, this follows from the fact that

the open embedding j,, is affine.

Thus point (a) of the proposition has been proved. In order to prove point (b), since the functor

oblvract is conservative, it suffices to show that

ObIVpact (M 1), ObIVEace (M) € (Shvga (Confos.))” .

This fact for oblvpact (M‘éolnf) € (Shvga (Confoo‘z))o has been noted above. The corresponding fact

for oblvFact(Mégnf) also follows from the fact that the open embedding 3, is affine.

5.4.3. By [Lur, Theorem 1.3.3.2], we have a canonically defined t-exact functor
(5.9) Dt ((A—FactMod)O) — A-FactMod..

We claim:

Proposition 5.4.4. The functor (5.9) is an equivalence onto the eventually coconnective part.

Before we give a proof, let us note the following;:

The functor (5.9) induces a bijection
EXtéﬂ—FactMod)v (Mé/o:)f’ Mégnf) - H' (j{omﬂ—FactMod (M‘é/or'lﬁ Mé:nf))
for 4 = 0,1 and and an injection
X4 pactnton® Mbianps Mésine) = H (%OWA FactMod (Mo, Mé:nf)) :
In particular, it follows from (5.8) that
EXt?A_FactMod)O (Mé/o;f’ M) = 0.

Hence, we obtain that (A -FactMod)(7 has a structure of highest weight category.

O

Proof of Proposition 5.4.4. 1t is enough to show that the functor (5.4.4) is fully faithful. Since the
objects Mé’;nf (resp., M ;) generate (resp., co-generate) A-FactMod, it is sufficient to show that the

map
. 7 ; 7
4 ! ¥ i no! sk
EXt(A -FactMod)® (MGongs MGons) = H (j{omﬂ -FactMod (MGgpgs MConf))
is an isomorphism for all 4.

However, this follows from (5.8) and the fact that in a highest weight category

i ;! Sk .
EXt(J—l —Factl\/[od)o(Méonﬁ Méonf) = O’ for i 21
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5.4.5. Consider the canonical map
JVU—(LJ!O!nf - M‘é’:nf’
Let M.*, denote its image, viewed as an object in (A-FactMod)®.

We obtain that the objects M/;"; are the irreducibles in the abelian category (A-FactMod)®.

5.4.6. Let us be in the situation of Sect. 4.5. It is clear that for v € A¥, we have
Ik NES
Tr" (Mons) = Méggf .
5.5. Comparison with the affine Grassmannian. Recall the setting of Sect. 4.6. In this subsection

we will use it to compare factorization algebras in Shvgr (GT%PRM]) and those in Shv §*(Conf), as well
as modules over them.

5.5.1. First off, the equivalence (4.17) implies that pullback along (4.16) defines an equivalence
FactAlg(Shvga (Conf)) ~ FactAlg(Shvgr ((Gr%fRan)an)), Acont = Acrp.
5.5.2. Let Acr be a factorization algebra in Shvgr (Gr‘%ﬁRan), and let Acont be the corresponding
factorization algebra in Shvga (Conf).
We obtain that pullback with respect to (4.18) defines an equivalence
(5.10) Acont -FactMod(Shvga (Confoc..)) = Ay -FactMod(Shvgr (G ran, )25,)).

Remark 5.5.3. Let A be a factorization algebra in ShVST(Gr%}*f)Ran) supported on (Gr“T’fRan)“eg (resp.,

(1)),

It follows automatically from factorization, that any object in Ay, —FactMod(Shng(Gr7~f)Ra,,$)) is

supported on (Gr%ﬁRanz)&fi (resp., (Gr#f’Ranx)‘;;’?f"S).
5.5.4. Hecke action. Let A* be as in Sect. 2.2.2. Recall that we have an action of Rep(T#) on
Shvgr (Gr‘i’ﬂfﬂarlz). It is easy to see that this action preserves the subcategory
Wp ne, wp
ShVST((GrT,Ranm)oogw)) C ShVST(GrT,Ranm)~
Let Agry be a factorization algebra in Shvgr (Gr“T’f)Ran) supported on (Gr“T’?Ran)“eg. By Sect. 3.4.1,

the above action gives rise to an action of Rep(Tx) on Aar, -FactMod(Shng((Gr%f]Ranz)gg.gI)).

It follows from the constructions that the equivalence (5.10) intertwines this action and the action
of Rep(Tx) on Acont -FactMod(Shvga (Confee.)) from Sect. 5.2.1.
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Part II: The metaplectic Whittaker category of the affine Grassmannian

The goal of this work is to establish an equivalence of two categories: the (Hecke version of the)
metaplectic Whittaker category of the affine Grassmannian and a certain category of factorization
modules. In this Part we initiate the study of the former of these categories.

6. THE METAPLECTIC WHITTAKER CATEGORY

In this section we introduce the metaplectic Whittaker category of the affine Grassmannian, and
study its basic properties.

6.1. Definition of the metaplectic Whittaker category. In this subsection we introduce the meta-
plectic Whittaker category of the affine Grassmannian, denoted Whitg »(G). The definition involves
infinite-dimensional algebro-geometric objects, and we will rewrite it as a limit of categories of finite-
dimensional nature.

6.1.1. We start with a geometric metaplectic data for the group G, i.e., a factorization gerbe G¢ on
the affine Grassmannian Grg,Ran-

We consider the twisted version Gr“c’;‘TRan, see Sect. 1.4.4, and its fiber Gr“(’;z over {z} € Ran. We

denote by the same symbol G the resulting gerbe on Gré’jw.

The indscheme Grg:z is acted on by the w”-twist of the loop group at z, denoted £(G);’p. This is
the group of automorphisms of the G-bundle w” on the formal punctured disc around .

w

Recall (see Sect. 2.1.7) that £(G)%” carries a canonically defined multiplicative gerbe (also denoted
G9), so that the gerbe §¢ on Gr“é’?z is twisted-equivariant against the gerbe §¢ on Q(G’):p with respect
to the above action.

6.1.2. Consider now the subgroup Q(N):p C S(G)‘;’p. Due to the fact that S(N):p is ind-pro-unipotent,

any gerbe over £(N )‘;p is trivial (and the trivialization is uniquely fixed by its value at the origin). In

particular, any multiplicative gerbe on £(N )‘;’p admits a canonical trivialization compatible with the

multiplicative structure.

wP

Thus, the gerbe §¢ on Grgijz is equivariant with respect to £(IN)% .

6.1.3. Note that the group
UJP Ldp Ldp
L(N)z /IE(N)z , &(N)z ]

identifies with (£(G,)%)?, where £(G,)% is the group indscheme of meromorphic differentials on the
formal punctured disc around x, and I is the set of vertices of the Dynkin diagram of G.

The residue map defines a homomorphism £(Gg)s — Gg, see Sect. 1.4.8, Let xn denote the pullback
of the Artin-Schreier sheaf x under the map

E(N)2" = £(N)/IE(N)L, &N ] = (£(Ga)s)' = (Ga)' =3 G

We define Whit, . (G) to be the category of (£(N)%", xn)-equivariant objects in Shvga (Gr“c’;f)z), ie.,

g2’
Whity.o(G) == (Shvgc(ergfz)) w
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6.1.4. Let us rewrite this definition in more detail. In particular, we will see that the forgetful functor
(6.1) Whitg, . (G) — Shvge (Gré,)
is fully faithful.

First, let us write S(N);’p as a union of its group subschemes Ny, k£ = 1,2,.... By definition, we
have

)E(N)f;p XN

Ny,
(6.2) (Shvgc(ergfz) ) S

~ h/lcm (Shvgc(Gr“é’jz)

)

where the limit is taken with respect to the forgetful functors

Ni,xn

(Shvgc(crgfx))N’““” = (Shvga (@)Y, K 2k

For the fully faithfulness of (6.1) it would suffice to see that each of the forgetful functors

(6.3) (Shvgc((;rg‘f I))
is fully faithful, and so the limit (6.2) amounts to the intersection of the corresponding nested family

Ni,
of the subcategories (Shvgc (Gréf;)) ko

Ni,x
Y Shvge (Grey)

Thus, from now on we fix a particular index k.

6.1.5. Next, we write Grg{:z as a union of an increasing family of its closed subschemes

Grf;sz ~ U Y;.
J
With no restriction of generality, we can assume that all Y; are Nj-invariant. We have

(6.4) Shvge (Grer,) =~ lim Shvga (Y;),

where the limit is taken with respect to the !-restriction functors

Shvge (Yy) — Shvga (Y;), 5 > j.
Thus, from (6.4) we obtain

(6.5) (Shvgc (Gr“é;))

Ni,
PV lim (Shvge (Yj))Nk’XN .
3

Thus, for the fully faithfulness of (6.3), it would suffice to show that each of the functors
(6.6) (Shvge (Y3)) VN = Shvge(Y;)
is fully faithful.

Thus, from now on, the index j will also be fixed.

6.1.6. The group indscheme N can be written as a limit of finite-dimensional unipotent groups Ny,
1 =1,2,.... With no restriction of generality, we can assume that the action of Nj on Y; factors through
Ny, for every [.

By definition, we have
(Shvge (¥5)) ™Y = (Shvga (¥5)) "=
for any such I, where we notice that the forgetful functors
(Shvge (Y5)) ™1 ™N 5 (Shvge (V) /XN | 1/ >
are equivalences, because
ker(Nk’l/ — Nk,l)

are unipotent. Since the groups Ny ; are themselves unipotent, the forgetful functors

(6.7) (Shvga (Y5)) 1N =5 Shvge ()
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are fully faithful, and hence so is (6.6).

6.1.7. We note that the forgetful functors (6.7) admit right adjoints, denoted Avivk’l’XNA Denote the
resulting forgetful functor to (6.6) by AviEXN

These right adjoints make each of the diagrams

N,
Av* kXN

Shvge (Y5) (Shvge (Y;)) VF

I |

Avik XN Ni, XN
SthG (le) _— (SthG (Y]/))

with j/ > j commutative, e.g., because the corresponding diagram of left adjoints
Shvge (Y;) «——— (Shvga(Y;)) ™
Shvge (V) +—— (Shvge (V)™

is commutative (here the vertical arrows are given by direct image with respect to the closed embedding

Thus, the above right adjoints combine to a right adjoint, also denoted Avi XN to (6.3).

6.1.8. Using the fully faithful embedding (6.3), we can view AvY®XN a5 an endo-functor of
Shvge (Gre,).

Being a composition of a right adjoint followed by a left adjoint, it has a natural structure of a
comonad; moreover the co-multiplication map

N N N
AV* k>XN RN AV* k'XN OAV* k>XN
is an isomorphism.
The subcategory

Nixn
C Shvgc(Gr“C’;Tz)

(Shvgc (Grgz))
consists of those objects &F, for which the counit map
(6.8) AvYRXN (F) & F
is an isomorphism. The subcategory

(6.9) Whitg,.(G) C Shvge (Gré )

consists of those objects F, for which the maps (6.8) are isomorphisms for all k.

6.1.9. The inclusion (6.9) admits a discontinuous right adjoint given by

. ]\/Y
= lim Av, *XN |
2

Ay S
6.2. Structure of the metaplectic Whittaker category. In this subsection we will study the basic
structural properties of Whit, . (G), namely, its stratification indexed by the elements of A*, and the
corresponding standard and costandard objects.
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6.2.1. In addition to right adjoint given by Avh*XN the functor (6.1) admits a partially defined left
adjoint, denoted AV!Nk'XN , given by l-averaging. This partially defined adjoint is always defined in the
context of ¢-adic sheaves. In the context of D-modules, it is defined on holonomic objects.

If ¥ € Shvge (Gr“c’;pz) is an object on which all Av!Nk’XN are defined, then the partially left adjoint
to the inclusion (6.9) is defined on F and is given by

" wP
Ay e (F) := colim AvVEXN (F),
! k '

6.2.2. Pick a uniformizer ¢ at = and for A € A let t* denote the corresponding point of Gr‘é‘jz. Choose
a trivialization of the fiber of G at t*. Let d;x qr denote the resulting point of Shvga (Gr‘éfjx).

Denote ,
WA= AvyE N (5,0 6= (A, 20)] € Whity o (G).

By construction, the objects W** are compact in Whitg,. (G). We will shortly see that these objects
generate Whitg »(G) (and they vanish unless A is dominant).

6.2.3. For A € A, let S* be the corresponding E(N)ip—orbit on Gr“é/?z, ie.,

(6.10) Sr =gy 2@ 2T (@),
and let S* denote its closure. Denote by iy the closed embedding
S Gr‘gjz,

and by i) the locally closed embedding
S* Grgjz.

6.2.4. Recall the context of Sect. 0.8.6. In particular, if Y is a prestack equipped with a gerbe § and
written as

fo,a
Y =limY,, (a—a)—Y, =3 Y,
so that
Shvg(Y) ~ lim Shvg(Ya),
where the transition functors are f;,a/, and if the functors (f, o/ )! are well-defined, then we also have
Shvg(Y) ~ colim Shvg(Ya),
where the transition functors are now (fa,qo)1-
6.2.5. We have
Gr¥’, ~ colim S*,
’ AEA
where A is regarded as a poset with the standard order relation.
Thus, we obtain
wPf . T
Shvge (Gre,,) ~ llg/l\ Shvga (57)
with respect to the pullback functors, and also
wP . A
Shvge (Gre ) ~ cgél/r\n Shvge (57),
with respect to the pushforward functors.

For each pair of indices A < )\, we have the following commutative diagrams

Shvga (§Y) +——— (Shvga () SVE" X

| |

Shvge (S*) «——— (Shvge (§1))SME
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(where the left vertical arrows are given by pullback) and

Shvge (§Y) +—— (Shvgc;(@/))ﬁ(N):”,xN

I |

Shvge (8Y) ——— (Shvga (S))SE
(where the left vertical arrows are given by pushforward).

From here we obtain the presentations
Whit (G) =~ ligl\(Shvgc(g)‘))S(N):p’XN,
with respect to pullbacks, and
Whity.o (G) = colim (Shvga (G)) 2" x|
with respect to pushforwards.
Moreover, since each of the pushforward functors
(Shvga (84))XVE" XNy (Shyge (8Y))SVE X
is fully faithful, so are the resulting pushforward functors
()1 : (Shvga (SM) SV XN 5 Whit, . (G).

We denote the essential image of the latter functor by Whitge »(G)<x. By construction, an object of
Whity . (G) belongs to Whit, . (G)<y if it is supported on S*. We have:

A <X = Whitg,.(G)<x C Whitg,.(G)<n,
and
W' € Whitg . (G)<x.
6.2.6. Let jn denote the open embedding
S§* s S
The adjoint pair
(6.11) (j2)" : Shvga (S*) 2 Shvga (SY) 1 (ja)-
gives rise to an adjunction
(6.12)  (ja)" : Whitg,2(G)<r =
= (Shvge (8%))SME XN = (Shvge (§7)XME XN = Whity o (G) : (jr)-
such that make both circuits in the diagram

IS

j
Whitg,»(G) < <i> Whitg,o(G)=x

J/ )« i
- 35 R
Shvge (S*) =———>= Shv4a(S7)
()«
commute.
In particular, since the co-unit of the adjunction
o @a). —1d

is an isomorphism for (6.11), it is such also for (6.12). In particular, we obtain that the functor

(j,\)* : Whitq,z(G):A — Whitq@(G)S)\
is fully faithful.
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The essential image of Whity . (G)=x in Whit, »(G)<x is the right orthogonal of the full subcategory
Whitg . (G)<x C Whitg . (G)<x
generated by the essential images of Whitg . (G) <y with X < .
6.2.7. Set . ,
W= Avy N5 XN (5,0 L= (A, 2)] € White,. (G)-x.
Clearly,
W (1)(W?) = (1)« 0 (a) (W),

where (ix)1 (resp., (ja)1) denotes the (partially defined) left adjoint of iy (resp., ji).

We denote by

W™ € Whity,»(G)<x

the object (ix)«(W?).

Almost by definition, we have:

/ ifA=N

6.13 M . wht Ay =) ¢!
(6.13) APSWhity (@) ) 0 otherwise.

6.2.8. We claim:

Proposition 6.2.9.
(a) The category Whitg »(G)=x is zero unless A is dominant.

(b) For A dominant, the category Whitg - (G)=x is non-canonically equivalent to Vect, with the generator
o
given by W™,
From here we easily obtain:

Corollary 6.2.10.
(a) The objects W' and W>* with X\ dominant generate Whit, . (G).

(b) The canonical map W' — W™* is an isomorphism for any X\ that is minimal in AT with respect
to the standard order relation (in particular, for A =10).

(¢) The category Whity, »(G)<x is zero unless A is dominant.
Proof of Proposition 6.2.9. Consider the functor
(6.14) Whitg,» (G)=x — Vect,
equal to the composition of the forgetful functor

Whit g, (G)=x — Shvge (S™),
followed by the functor of taking the !-fiber at t*.

2

wP
We claim that the functor (6.14) is conservative. Indeed, if for some F € (Shvga (S*))*V) XN jts
fiber at t* is zero, then the restriction of F to the Ny-orbit of t* is zero for all k. However,
S* = LkJNk . tk,
and hence J = 0.
The functor (6.14) admits a left adjoint that sends the generator e € Vect to

w

o
AV N (5,0 6,) = colim AN (3,5 6,).

We claim that the resulting monad on Vect is the identity if A is dominant and zero otherwise.

Indeed, note that Av; *X~ (0¢x Gr) identifies with x|, 4» if X, restricted to Stabn, (1), is trivial,

and zero otherwise. Hence, its I-fiber at t* of Ay, *XN (6,2.cp) is e if v restricted to Staby, (¢) is
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trivial, and zero otherwise. Now, the dominance condition on A is equivalent to the fact that xn
restricted to Stabg nywe (t*) is trivial.
d

6.3. The t-structure. In this subsection we will show how to endow Whit, »(G) with a t-structure.

We note, however, that this t-structure “has nothing to do” with the t-structure on the ambient category

Shvga (Gre,).

6.3.1. We introduce a t-structure on Whitg ,(G) by declaring that an object F is coconnective if
HomWhitq@(G)(W)"![k]a F)=0

for all A and k > 0.

In Sect. 7.4.3 we will prove:

Proposition 6.3.2.

(a) The subcategories Whitg . (G)<x C Whitg,.(G) are compatible with the t-structure.

(b) The objects W' and W' belong to the heart of the t-structure and are of finite length.

Remark 6.3.3. It follows formally from Proposition 6.3.2(b) (see Proposition 5.4.4) that the functor
D" (Whitg,»(G)) — Whitg . (G)

is an equivalence onto the eventually connective part.

6.3.4. Let W' denote the image of the canonical map W' — W™*.

Corollary 6.3.5.

(a) The irreducibles in (White .(G))Y are the objects W',

(b) The objects W™ are compact in Whit, . (G) and they generate Whit,, . (G).

Proof of Corrollary 6.3.5. Let L be an object in (Whit,,.(G))”. By the definition of the t-structure,

it admits a non-zero map W»' — L for some A € AT, If L is irreducible, then the above map is

surjective. In particular, I, € Whit, . (G)<x, and (ja)* o (ix)'(L) admits a non-zero map to jx(W™").

Hence, L admits a non-zero map to W>*. It follows from Corrollary 6.2.10 that L equals W™'*.

Vice versa, let L be an irreducile submodule of W>'*. By the above, it is of the form W for
some ). In particular, we obtain a non-zero map

WAL L L WM o W
which by Corrollary 6.2.10 implies that A’ = ).

To prove that W™'* are compact in Whit, . (G) we argue by induction on A € A* with respect to
the standard order relation. The base of the induction is provided by Corrollary 6.2.10(b).

Suppose the statement is true for X < A. Tt is enough to show that ker(W>*' — W™') is com-
pact. We note, however, that the above object belongs to Whitg,»(G)<x and is of finite length (by
Proposition 6.3.2(b)), and thus is a finite extension of objects W*"'* for A < A. This implies the
assertion.

(]

Corollary 6.3.6. The objects W™ are compact in, Whit, . (G).
Proof. Follows by combining Proposition 6.3.2(b) and Corrollary 6.3.5(b). d
Remark 6.3.7. Note that objects lying in the image of the forgetful functor

Whit,.(G) — Shvge (Gré,)

is infinitely connective, i.e., it sends all objects of Whitg,.(G) to objects of Shvgc(Gr“ész) that have
zero cohomologies with respect to the natural t-structure on that category.
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To show this, it suffices to show that the generators of Whit, . (G), i.e., the objects W', map to
infinitely connective objects in. This follows from the fact that AV!Nk’XN (04x Gr) lives in cohomological
degrees < — dim(Ny, - 7).

6.3.8. A digression: properties of t-structures. We shall say that a t-structure on a compactly generated
category C is compactly generated if:

e (C)=Y is generated under colimits by C¢ N (C)=°.

We shall say that a t-structure on a compactly generated category C is coherent if, moreover,
e Compact objects in C are cohomologically bounded;
e The subcategory C¢ C C is preserved by the truncation functors.

We shall say that a t-structure is Noetherian if, in addition:

e The subcategory C°N (C)¥ C (C)? is stable under subquotients (in particular is abelian).

Finally, we will that a t-structure is Artinian if, moreover:
e Each object of C°N (C)¥ C (C)" has finite length.
It is easy to see that a t-structure on C is Artinian if and only if irreducible objects in (C)¥ are
compact and they generate C.
6.3.9. With the above definitions, we obtain that Corrollary 6.3.5 implies the following:

Corollary 6.3.10. The t-structure on Whitg »(G) is Artinian.

7. THE DUAL AND THE GLOBAL DEFINITIONS OF THE METAPLECTIC WHITTAKER CATEGORY

The goal of this section is two-fold: we will show that the metaplectic Whittaker category is essen-
tially self-dual (as a DG category), and that one can define it alternatively using global geometry.

Both these facts will be used in the proof of the main theorem, which compares Whit, . (G) with a
certain category of factorization modules.

7.1. The definition as coinvariants. In the previous section we defined Whit, . (G) as the category
of (£(N)%”, xn)-invariant objects in ShvSG(Gr‘é’:Z). We will now introduce another category, denoted
Whitg . (G)eo, by taking £(N)“” -coinvariant objects in Shvgc(Gr‘C“fz).

7.1.1. We define Whitg, . (G)co to be the quotient DG category of Shvga (Grg’,) by the full subcategory
generated by objects
Fib(AvYEXN(F) = F), VT € Shvge (Gre,), Vk.

Le., for a test DG category C, the datum of a functor Whitg,»(G)co — C is equivalent to the datum
of a functor Shvge (Gr“{;pz) — C that maps all morphisms (6.8) to isomorphisms.

7.1.2. We can give a similar definition for every fixed subgroup Ng; denote the resulting category of
coinvariants by

(Shv9c (Gr‘épz)) .
Nisxn
Note that since the co-monad AvY*™ XN ig idempotent, the averaging functor
Ni,x

AvDexn Shvgc(Gr“G’;) — (Shvgc (Grgjx)) P

defines a functor
Nix
(7.1) (Shvgg((;rg‘fz)) o (Shvgc(erg‘;)) o
Ngsxn

Proposition 7.1.3. The functor (7.1) is an equivalence.

Proof. This is a formal assertion, valid for any idempotent co-monad acting on a DG category. g
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7.1.4. Consider now the colmit DG category

X wP N, XN
co}elm (Shvgc (GrG’m)>

)

where for k < k’ the transition functor

(Shvgc (Grgﬁm)) Mo — (Shvgc (Gr“é?m)) M

is given by AviE XN (Compare this with the limit in (6.2), which was taken with respect to the
transition functors being the forgetful functors.)

From Proposition 7.1.3 we obtain that we have a canonical equivalence

N, XN

(7.2) colim (Shvge (Gré.)) ~ Whitg o (G)eo-
7.1.5. For a pair of indices k < k', let £; s denote the *-fiber of the dualizing sheaf on N/ /Nj at the
origin (ignoring the Galois action, this is just e[2 dim (N /Ng)]).
In addition to the tautological natural transformation
AV*Nk"XN — Aviv"’XN .
We have a natural transformation
(7.3) AVNEXN s g @ AvEE XN
With no restriction of generality we can assume that our set of indices has a smallest element k = 0
such that Ny = £+(N)“”. Consider the functor
Shvga (Gr“épz) — Shvge (Grgz)
defined as
(7.4) colim £o, ® Av RN,
where the transition maps are given by (7.3) and the isomorphisms

ZO,k o Zk,k’ ~ éoyk/.

Ni,x
It is clear that the image of (7.4) belongs to (Shvgc (Gr“épz)) N for every k. Moreover, it maps

all the morphisms of the form (6.8) to isomorphisms. Hence, (7.4) gives rise to a functor

(7.5) Ps-Id : Whity 2 (G)eco — Whit, (Grér )

7.1.6. For A € A, let W2* € Whitg,»(G)eo denote the image of 5,x . [(A,25)] € ShVSG(Gr“é’jz) under
the projection

Shvge (Gré,) — Whitg . (G)eo-
It follows from the definitions that for A dominant
(7.6) Ps-Id(W2") ~ W™,
(the shift by twice (\,27) appears since this integer equals dim(£*(N)“”/ Stabg yywr ™).
Also, as in the proof of Proposition 6.2.9, it is easy to see that if ) is non-dominant, then WZ2* = 0.
7.1.7. In Sect. 7.4.6 we will prove:
Theorem 7.1.8. The functor (7.5) is an equivalence.

Corollary 7.1.9. The category Whitg »(G)co is compactly generated.
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7.2. Duality for the Whittaker category. In this subsection we will show that the metaplectic
Whittaker category is (essentially) self-dual as a DG category. This is not tautological, as the definition
of Whity . (G) involved taking invariants with respect to a group ind-scheme, and this operation is in
general not self-dual.

7.2.1. Being compactly generated, the category Whitg (G)co is dualizable. We will now construct a
canonical equivalence®

(7.7) (Whitg,z(G)eo)” = Whit,—1 ,(G),

where ¢!

indicates that we are taking the inverse geometric metaplectic data.
7.2.2. In order to construct (7.7), we need to identify the categories Whit,—1 ,(G) and
Funct(Whitg,+ (G)co, Vect),
where the latter is, by definition, the full subcategory of
Funct(Shvge (Gr“g’l; ), Vect)
that consists of those functors that map all morphisms (6.8) to isomorphisms.
Verdier duality defines an equivalence
(Shvga (Gre,))" =~ Shv gay-1(Gre,),
i.e., an equivalence
(7.8) Funct(Shvge (Grer, ), Vect) =~ Shv ga, 1 (Grér,).

Under this equivalence, precomposition with Avy* XN on the left-hand side of (7.8) goes over to the
functor AvY*“XN on the right-hand side. Thus defines the sought-for equivalence (7.7).
7.2.3. Combining with the equivalence (7.5), we thus obtain an equivalence
(7.9) (Whitg,-(G))" =~ Whit,—1 ,(G).

In particular, we obtain an equivalence
(7.10) ((Whitg,2(G)))? — (Whit,-1 ,(G))*
that we denote by DVerdier,

We note that by construction, the equivalences (7.9) and (7.10) are involutive.
7.2.4. We claim:

Proposition 7.2.5. DVerdier(h!) ~ i,

By the involutivity of DVe*¥" we then obtain:

Corollary 7.2.6. We have DY (W) ~ W' and DV (W) ~ W,

Corollary 7.2.7. A compact object F € Whity . (G) is connective with respect to the t-structure if and
only if DVerdier () ¢ Whit,—1 ,(G) is coconnective.

Proof of Proposition 7.2.5. Taking into account (7.6), we need to show that the functor Whitg »(G) —
Vect, given by

(7.11) F MapsWhitq,w(G)(W’\’!,?),
identifies with the functor

(7.12) T (WH™,F),

where (—, —) denotes the canonical pairing

Whitg,. (@) ® Whit,—1 o (G) — Vect.

1Up to replacing the Artin-Schreier sheaf by its inverse.
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The functor (7.12) is by definition
F = (F, 00 e (X, 29)],
where (—, —) now denotes the canonical pairing
Shvge (Gré,) ® Shv gay-1(Gré ) — Vect.

However, again by definition, (J,6;x o,) is given by taking the !-fiber of J at t*. Now, by the
definition of W™, the expression in (7.11) is also given by taking the !-fiber of F at t*, shifted by

[(X, 25)]-
O

7.3. The global definition. In this subsection we will explore a different way to define the metaplectic
Whittaker category, where instead of the affine Grassmannian we will use a “global” algebro-geometric
object. The advantage of this approach is that it provides a finite-dimensional model for Whit, . (G).

7.3.1. In this subsection we take X to be complete. Let (BunTvp)w.z be the version of Drinfeld’s

compactification introduced in [Ga9, Sect. 4.1]. Namely, (Bunf\fp)oo.z classifies the data of a G-bundle
Pe on X and that of injective maps of coherent sheaves

(7.13) K (w33 593 (co-x), Ae At

(here VX denotes the Weyl module of highest weight 5\), such that the maps K satisfy the Pliicker
relations, i.e., they define a reduction of Pg to B at the generic point of X.

Remark 7.3.2. When the derived group of G is not simply connected, in addition to the Pliicker relations
one imposes another closed condition, restricting the possible defect of the maps (7.13), see [Sch, Sect.
7). However, for the purposes of defining the global Whittaker category, the difference is material, as
the objects satisfying the Whittaker condition will be automatically supported on the closed substack
in question.

7.3.3. For A € A, let

wP iy wP
(Buny )<rz <= (Buny ooz

be the closed substack where we require that for every A € AT, the corresponding map (7.13) has a
pole of order < (A, A).

We denote by
—wr i =—wP
(Buny )=r.« &> (Buny )<ie

the open substack, where we require that for for every A € A%, the corresponding map (7.13) has a
pole of order equal (A, A}, and is non-vanishing at other points of X.

Set

i)\ = i>\ Oj)\.

— WP )
We note that the strata Buny —y/., with A < X do not cover all of (Buny )<x... Namely, they miss
all the points for which the maps (7.13) have zeroes on X — z.
P
Note that the stack Buny ., identifies with

Bung = Bung x {w’}.
Bunp
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7.3.4. According to Sect. 2.1.8, the geometric metaplectic data G descends to a gerbe, also denoted
)
G% on Bung. We will denote by the same symbol G¢ the gerbe on (Buny )eo-z equal to the ratio of
the pullback of G along the forgetful map
(Bunfvp)oom — Bung
and the fiber of P¢ at the point w” € Bung.
Note that wit this definition, the restriction of G to the locally closed substack
Bun‘ji,p — (Bun?(,p)oo.z
is canonically trivialized.

o
7.3.5. Inside Shvge ((Buny )eo.s) one singles out a full subcategory, denoted Whity,gion (G), by imposing
the condition of equivariance with respect to a certain unipotent groupoid. We refer the reader to [Ga9,
Sects. 4.4-4.7], where this equivariance condition is written out in detail. We note that in Remark 8.2.5
below we will give another (but of course equivalent) way to characterize this subcategory.

The embedding

Whity gion(G) < Shvge (Buny Jeos)

P
is compatible with the (perverse) t-structure on Shvge ((Buny )eo.z), and admits a continuous right
adjoint, denoted Avi BN gee [Ga9, Corollary 4.7.4].

7.3.6. Replacing (Bunf\fp)oo.z by (Bun%p)SA.I or (Bunf\,p):A.z, one has the similarly defined full sub-
categories

—wP . —wP
Whitq,glob(G)SA C SthG((BunN )SXI) and Whltqyglob(G):A C SthG((BUI’lN ):x.m).

The adjunctions
(ix)r : Shvge (Buny )<ra) = Shvge (Buny o) : s
and . o,
% i Shvge (Buny )<az) 2 Shvge (Buny )=x.z) : (ja)«
give rise to commutative diagrams
()

Whitg,glob(G) <x =——————> Whitg,g1ob(G)=x

i |

R G -
Shvge ((Buan)gA.z) i Shvge ((Buan)oo.m)

i

and
33
Whitg,gion (G) < Whitg,gion (G)=x
\L (Gx)= \L
WP X WP
Shvge ((Buny )<x-z) ? Shvge ((Buny )=x-c)-
IN)

Furthermore, the diagrams
. (i) .
Whitg glob (G) <x =—————> Whitg,g1ob(G)=x

;!
A
N ,X N, »X
Ay Velob XN T TAV* glob XN
()

Shvge ((Bun}%p)gxw) <~——————>Shvge ((Bunu]\],p)oom)

H
I
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and
. 3 .
Whltq,glob(G)SA N Whltqg]ob(G):A

IX)

Anglob!XNT TAVNglovaN
it

SthG((BunN )<)\ 1:) ? SthG((BunN ) )\,I).
IN)*

commute as well.

The partially defined functor

(1)1 : Shvgo (Buny )=sz) — Shvge (Buny )<xs),

left adjoint to j3 is defined on Whitg gion(G)=x, and makes the diagram

Whitqyglob (G):)\ % Whitq,glob (G) <A

! !

Shvge (Buny )ra) —22 Shvge ((Buny )<as)
commute.
Finally, we have:

Lemma 7.3.7.
(a) The category Whitg g1ob(G)=x is zero unless \ is dominant.
(b) For A dominant, the category Whitg g0 (G)=x s non-canonically equivalent to Vect; its generator
P
is locally constant (as an object of Shvga ((Buny )=x.z));
»
(c) Every object of Whltq alob(G)<x, whose restriction to (Bunx )=x.. vanishes, is supported on

wP
(BunN )<)\7; = U BUHN <Nz
A<

WP
Corollary 7.3.8. For every A € A" there exists a quasi-compact open substack U C (Buny )<x.z,
such that every object of Whitg gion(G)<x is a clean extension of its restriction to U.

7.3.9. For A dominant, pick a generator of Whitg gion(G)=x that is perverse on (Bun?(,p):)\.x, and
let W lob € Whitg g1on(G) (resp., WQZ;@ € Whitg g10(G)) be obtained by applying to it the functor

(ix)1:= (ix)ro (ja)r (resp., (ix)« := (ix)1 o (ja)«).

Let also Wg/\log be the Goresky-MacPherson extension of the above object in Whitg,gion(G)=x. The

objects W, 1o|: are the irreducibles in (Wg)iob)

It follows from Lemma 7.3.7 that the objects W)} lob generate Whitg g1ob(G). Since the open embed-
ding (jx)« is affine (see [FGV, Sect. Prop. 3.3.1]), we have

Wi W, € (Whitg g10n(G)) 7.

glob>

They are of finite length and compact as objects of Shvga ((m“jf)ooz) by Corrollary 7.3.7.

Furthermore, an object F € Whit, gon(G) is coconnective if and only if
Homwhie, .., (¢) (Warap K], F) = 0

forall A € AT and k& > 0.
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7.3.10. It follows from Corrollary 7.3.7 that Verdier duality for Shvge ((Bun“,(,p)oc.gc)loc'C (see Sect. 4.3.3)

defines an equivalence?
(7.14) (Whitg,gob(G))" = Whit,—1 401 (G)-
Denote the resulting equivalence
(7.15) ((Whity,g100(G)))°P = (Whity-1 4100 (G))°
by DVerdier
We have

Verdier ALl A,k Verdier A,k A0
D (ngob) ~ Wgo, and D (ngob) ~ Waop-

7.4. The local vs global equivalence. In this subsection we will state a theorem to the effect that
the global Whittaker category Whitg g1o6(G) is equivalent to the local Whittaker category Whitg »(G)
defined earlier.

7.4.1. We have a natural projection
WP
Tyt Gréfx — (Buny )oc-z-
]
Note that, according to our conventions, the gerbe on (Buny )ec.> that we denoted GY pulls back
to the gerbe ¢ on Gr“{;z. Consider the corresponding pullback functor

7t Shvge (Buny )oos) — Shvga (Gre’,).

According to [Ga9, Theorem 5.1.4(a)], the functor 7}, sends Whit, glon(G) to
Whit, . (G) C Shvge (Gre’,).

In Sect. 8.3 we will prove:

Theorem 7.4.2. The resulting functor
7, : Whity gion (G) — Whit,,»(G)
is an equivalence. Moreover, after applying the cohomological shift by
dg := dim(Bun%’) = (g — 1)(d — (25,2p)), d = dim(n),
it is t-exact and sends standards (resp., costandards) to standards (resp., costandards).

7.4.3. Some remarks are in order.

First off, it is easy to see from the definitions that 7., shifted cohomologically by dg sends W;;{;

to W**. Since the latter objects generate Whit, (G), in order to prove that 7, is an equivalence, it
suffices to show that it is fully faithful. The proof of fully faithfulness will be given in Sect. 8.3.1.

Second, we have a tautological map

(7.16) W — o (Wiho,)d]

glob

If we assume that 7., is fully faithful, we obtain that the map (7.16) induces an isomorphism on
maps into any WH'*. Since the latter objects co-generate Whit, ,(G), we obtain that (7.16) is an
isomorphism.

Since the t-structures on both Whit, »(G) and W are characterized in terms of the objects W'

glob
and Wgﬁgb, respectively, we obtain that the functor
!
Ty [dg}
is t-exact.

This implies the assertion of Proposition 6.3.2.

2Up to replacing the Artin-Schreier sheaf by its inverse.



72 D. GAITSGORY AND S. LYSENKO

7.4.4. Since the morphism 7, is ind-schematic, we have a well-defined functor
(m2) : Shvge (Gré ) — Shvge (Buniy oos)-
Consider the composite
AvEPN (), Shvge (Gré ) — Whity gion (G).

It is not difficult to show (see [Ga9, Lemma 5.3.3]) that the above functor factors through a functor
(7.17) Whitg,2(G)eco — Whitg gion (G);
moreover, the latter is the functor dual to

Tt Whity -1 g00(G) — Whit,—1 ,(G)
in terms of the identifications
Whitg giob(G)" = Whit,—1_40,(G) and Whitg,-(G)" =~ Whit,—1 .,(G).

By a slight abuse of notation, we will denote the functor appearing in (7.17) by the same character

Avypslor XN o(mg)«. From Theorem 7.4.2 we obtain:

Corollary 7.4.5. The functor (7.17) is an equivalence of categories.

7.4.6. Consider now the composite functor

N X
Ayl Blob XN

(7.18) Whitg 2 (G)eo

o(mg

" Whity,gion (G) —= Whity..(G).

It follows from the construction (see [Ga9, Corollary 5.4.5]) that the functor (7.18) identifies with
the functor

Ps-1d ®/4,

where Ps-Id is as in (7.5), where £, is line equal to the !-fiber of the constant sheaf on Bun’ (at any
k-point).

Thus, we obtain that Theorem 7.4.2 (combined with Corrollary 7.4.5) implies Theorem 7.1.8.

Remark 7.4.7. It follows by unwinding the constructions that the equivalence of Theorem 7.4.2 inter-
twines the duality equivalences

(Whitq,gbb(G))v ~ Whit -1 g0
of (7.14) and

(Whitg,=(G))" =~ Whit,—1 ,(G)
of (7.9), up to tensoring by ¢,.

8. THE RAN VERSION AND PROOF OF THEOREM 7.4.2

This section is ostensibly devoted to the proof of Theorem 7.4.2. However, in the process, we will
introduce another player—the Ran version of the Whittaker category.

It will play a crucial role in the sequel as it will provide one of the ingredients for the construction
of the factorization enhancement of the Jacquet functor.

8.1. The Ran version of the semi-infinite orbit. In this subsection we will state a general fully-

P
faithfulness result that allows to compare categories of sheaves on (Buny )eo.» and (various versions
of) the affine Grassmannian.
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8.1.1. Consider the Ran Grassmannian Grgjr{an and its version Grgjr{anm, see Sect. 1.5.5. We let

_ wP
(SORanz)OO‘I - GrG,Ranm
be the closed subfunctor given by the following condition:

A point (J, Pq, «) belongs to (g%anz Yooz if for every dominant weight A, the composite meromorphic
map

(8.1) (w?)*2) vy, 5 V5 (00 x)
is regular on X — x, where:

e P denotes the ‘G-bundle induced from the T-bundle w”;
e The map (w%)</\,2p> — V;‘,/G corresponds to the highest weight vector in V*.

Note that we have a Cartesian square

Grg‘jm (gORanz )ooac

l !

pt ——— Ran,,
where pt — Ran, corresponds to the point {z}.

8.1.2. Let us denote by 7Rran, the natural forgetful map

(S%an. Joors — (BUny Joors-

Note the composite
_ TRanyg —=—wP
Gree < (Shan,Joow — (BUDN Joo-a
is the map that we have earlier denoted by 7.

8.1.3. Note that the pullback of the gerbe §¢ on (Bunf\fp)oo.x identifies with the gerbe G on (S%an, )oo-a-
Hence, we have a well-defined functor

(8.2) Than,  Shvge (BUnY Jouz) = Shvge (Shan, )oca)-
We claim:
Theorem 8.1.4. The functor (8.2) is fully faithful.

We omit the proof of this theorem as it repeats verbatim the proof of [Ga7, Theorem 3.4.4].

8.2. The Ran version of the metaplectic Whittaker category. In this subsection we will intro-
duce another key player—the Ran version of the Whittaker category. It will play a technical role in the
proof of Theorem 7.4.2, and also a central role in the construction of the functor in the main theorem.

8.2.1. Recall the group ind-schemes over Ran denoted
E(N)%an C £(G)ian,

see Sects. 1.4.3-1.4.7. Note that as in the case of S(N)‘;p we have a canonically defined homomorphism
S(N)ﬁ‘;n — A'. We denote by the same character xny the pullback of the Artin-Schreier sheaf x to
E(N)fan-

As in the case of ,S(N)‘;;p7 the restriction of the multiplicative gerbe g¢ along
E(N)Ean — (G

admits a unique trivialization, normalized by the requirement that it is the tautological one on the unit
section.
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8.2.2. Let L‘,(N)‘f’{/:mm denote the pullback of £(N)&. along the map Ran, — Ran. Note that L‘,(N)‘f’{/:mz
acts on Gr“g’[jRa,,m, preserving (goRanx)wx. Hence, it makes sense to talk about the categories

E(N)fny X
Whity kan, (G) i= (Shvge (Créman,))

and o
Whity, Ran, (G)52 = (Shvge ((Shan, Jeow)) " Rene XN

the latter being a full subcategory of the former consisting of objects that are supported on
(SORanI)OO'OC C GruGJTRanI'

8.2.3. One shows (see [Ga9, Corollary 6.2.2]):

Proposition 8.2.4. The pullback functor wﬁanz sends

Whity gob(G) C Shvge (Buny )eo.s)

to
Whit g Ran, (G)50e C Shvga ((SRan, )oo-z)-

Remark 8.2.5. One can show (see [Ga9, Theorem 5.1.4(b)]) that

Whitqyl‘{anm (G);ooz I 4 Shng ((goRanz )OOT)

| |

Whity giob(G) —— Shvge (Buny o)
is a pullback diagram, i.e., full subcategory Whitg gion(G) C Shvgc((Bilerp)oo,x) consists exactly of
those objects that satisfy the Whittaker equivariance condition when pulled back to (FORanm)oo.z.
8.2.6. Note now that there is a tautological map
unit : Ran, x Gr“é’jz — Gr‘éﬁRanz,

whose image belongs to (goRanz)wm: namely, a G-bundle trivialized away from x can be thought of as
trivialized away from a finite set of points containing {x}.

We have the following crucial result, whose proof repeats verbatim the proof of [Ga9, Theorem
6.2.5).
Theorem 8.2.7. The functor
unit' : Shvga ((SRan, )so-z) — Shvga (Rang x Gréﬁz)
defines an equivalence from Whity ran, (G)5e to

E(N)fp’x
(Shvgc(RangC X Gréﬁz)) v

We note that in the statement of Theorem 8.2.7, the target category is a version of Whitg »(G),
where instead of Gr“c’;’jz we take Rang X Gr‘éi)m, with £(N)s” acting trivially on Ran,.

8.2.8. In what follows we will denote the functor
Whity (G) = (Shvgc(erg’;))g(wp’” > (Shvge (Ran. x Grg‘;))ﬁ(wp’”
s (Shvge ((Shan, Joo)) XV B XN 5 Shye (§%n, Joos) > Shvge (Gr man, )
by sprdg,, , where in the above formula, the second arrow is !-pullback along the projection
Ran, x Gr‘é’:z — Gr“é‘jz,
and the third arrow is the equivalence inverse to one in Theorem 8.2.7.

Remark 8.2.9. The functor sprdg,, encodes the unital structure on Whitg . (G), viewed as a factor-
ization category.
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8.3. Proof of Theorem 7.4.2. In this subsection we will combine Theorems 8.1.4 and 8.2.7 to prove
Theorem 7.4.2.

8.3.1. According to Sect. 7.4.3, it suffices to show that the functor
(m2)" : Whitggion (G) — Whitg,. (G)
is fully faithful. We factor the above functor as a composite

1
7"Ranz

uni ! w ‘Q(N):p’x
Whity gion(G) 2% Whity gan, (G)=0, "% (Shvgc(Ranz x Grel x)) N

— Whitg,»(G),
where the last arrow is restriction along
{z} x Gr&’, — Ran, x Gré/,.

8.3.2. According to Theorem 8.1.4, the first arrow is fully faithful and, according to Theorem 8.2.7,
the second arrow is an equivalence. Hence, the functor of pullback along mran, © unit is fully faithful
when restricted to Whitg,gion(G).

8.3.3. Note, however, that the map 7ran, © unit factors as
P
Ran, x Gr‘f;i)z — Gr“é’jz Tz (Buny ooz

Hence, 75, restricted to Whitg giob(G) is a retract of a fully faithful functor, and therefore is itself
fully faithful.
O[Theorem 7.4.2]

8.4. The non-marked case. For future reference, we will discuss variants of the constructions in
Sects. 8.1-8.2 without the marked point x.

8.4.1. We define the closed subfunctor
gORam C GrG,Ran

as follows:

A point (J,Pg, ) belongs to goRan if for every dominant weight X, the corresponding meromorphic
map

(8.3) @*)*?) 5 vy, V5,
is regular on all of X (we retain the notations used in (8.3)).
8.4.2. We define the categories
Whity ran(G) := Shvga (Gra gan) S Han X
and
Whity fan(G) <" := Shvga (Shan) SV Ran Xy
8.4.3. We have the tautological section
unit : Ran — EORED,
and a counterpart of Theorem 8.2.7 says that the functor
unit' : Shvge (?;an) — Shv(Ran)
induces an equivalence from
(8.4) Whity,ran(G)=° C Shvge (Skan)
to Shv(Ran).
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8.4.4. We let
Vacwnit,Ran € Whitq,Ran(G)So
denote the object equal to the image of wran € Shv(Ran) under the equivalence inverse to the above
equivalence
Whity Ran(G)=? = Whity, ran (G)=".

Sometimes, by a slight abuse of notation, we will regard Vacwhit,Ran as an object just of Shvge (EORM)
or Shvga (GréﬁRan).

Note that the restriction

Vacwhit,z := VACWhit,Ran |Gr‘ép € Whitg . (G)
identifies with the object
W~ WO~ WO

8.4.5. The following results from the equivalences (8.4) and Theorem 8.2.7:
Theorem 8.4.6.

a) The object Vacwhit,ran has a structure of factorization algebra in Shvge Gry” an), uniquely char-
5 g G,R
acterized by the requirement that the induced factorization algebra structure on

unit' (Vacwhit, ran) € Shv(Ran)
corresponds to the tautological one on wran (see Sect. 3.2.2) with respect to the identification
unit' (Vacwhit, Ran) ~ WRan-
(b) The functor
sprdg,,, : Whitg,,(G) — Shvge (GrgRanw)
lifts to a functor
sprdpye : Whity o (G) = Vacwhis,ran -FactMod(Shvge (Gré gan, ),
uniquely characterized by the requirement that the composite functor
unit' o sprdp, ., : Whitg 2 (G) = WRan -FactMod(Shvge (Rang x Grgl))
identifies with the composite
Whit, . (G) < Shvge (Gré 5)) = Wran -FactMod(Shvge (Ran, x Gré'’,)),

where the second arrow is the functor of Sect. 3.3.9.
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Part I11: Hecke action and Hecke eigen-objects

The main theorem of this paper describes not the category Whitg . (G) itself, but rather its de-
equivariantization with respect to the Hecke action. In this Part we will introduce and study the

resulting category, denoted He.cke(Whitq,I (@)).

9. HECKE ACTION ON THE METAPLECTIC WHITTAKER CATEGORY

In this section we study the Hecke action of the category of representations of the group H (see
Sect. 2.3.6) on Whitg . (G). This is a structure needed to define Hecke(Whitg . (G)).

9.1. Definition of the Hecke action on the Whittaker category. In this subsection we define
the Hecke action of Rep(H) on Whitg . (G).

9.1.1. Note that
+
Sph, (@) := (Shvge (Gra..)) ™ =
identifies canonically with

(Shvgc; (Grgpr)) @ .

Therefore, we obtain a (right) action of Sph,(G) on SthG(GI"Lé/:I) by convolutions (on the right),
which preserves the action of £(G)“” on Shvga (Grépz) by left translations.

Convention: For the duration of this section, in order to unburden the notation, we will omit the
superscript w’ and the subscript x, so Gr‘(‘jf:x will be denoted simply by Grg.

9.1.2. The action of Sph, (G) on Shvge(Grg) commutes with the functors AvYEXN - Thus, we obtain
that the action of Sph,(G) on Shvge (Grg) preserves the full subcategory
Whity(G) C Shvge (Gra).
Thus, we obtain a monoidal right action of Sph,(G) on Whity(G).

9.1.3. Combining with metaplectic geometric Satake (see Sect. 2.3.8), we obtain a monoidal action of
Rep(H) on Whity(G). We refer to it as the Hecke action, and will denote it by

F,V — F xSaty.a(V).

9.2. Hecke action and duality. In this subsection we will study the interaction of the Hecke action
and self-duality of Whit,(G).

9.2.1. Since the action of Sph,(G) on on Shvga (Grg) commutes with the functors AvDlexn
a canonically defined action of Sph,(G) also on the category Whity(G)co-

, we obtain

9.2.2. By construction, the functor
Ps-Id : Whitg(G)co — Whit,(G)
intertwines the actions of Sph,(G) on both sides.

In particular, we obtain that Whity(G)co is a Rep(H )-module category, and the functor Ps-Id is a
map of such.
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9.2.3. Since the convolution action of Sph,(G) on Shvge (Grg) is given by a proper pushforward, we
have a commutative diagram of actions

(Sph, (G)9)°P @ ((White (G))*)?” ———  ((Whit,(G)))*
pVerdier g Verdier J J’DVcrdicr
Sphq71 (G)C ® (Whitqfl,co(G))C E— (Whitqfl,co(G))ca

where the equivalence
DY (Whitg(G))%)°P & (Whit, 1 o (G))°
is that induced by (7.7).

9.2.4. Combining with Sect. 2.5, we obtain a commutative diagram of actions
(Rep(H)®)?" @ ((White(G)))?” ——— ((White(G)))”
(9.1) (THol])lin)®DVerdierl l
Rep(H)® ® (Whit,—1(G))¢ ——— (Whit,—1(G))".
where we remind that 7% denoted the Cartan involution on H, see Sect. 2.5.4. In the above diagram,
we denoted by
DY ((Whitg (G))%)°P =~ (Whit, -1 (G))°
the identification of (7.10).

9.3. Hecke action and the t-structure. In this subsection we will study how the Hecke action
interacts with the t-structure on Whit,(G), which was introduced in Sect. 6.3.

9.3.1. We claim:

Proposition 9.3.2. ForV € Rep(H)o, the corresponding Hecke functor
(9.2) F = FxSatg,c(V)

18 t-exact.

Before we prove this proposition, having future needs in mind, we will perform a certain elementary
but crucial calculation.

9.3.3. Stalks of the convolution, 1-st approzimation. In this subsection we will give an explicit expres-
sion for the cohomology of the I-fiber at t* of W™ x Sat,.(V) for V € Rep(H).

First off, we note that the fiber in question vanishes unless € AT (by Proposition 6.2.9(a)), so
henceforth we will assume that p is dominant.

Consider the ind-subscheme
S = g(N) -t~ C Gre.

Let xX be the character sheaf on £(N) obtained from xn by pullback with respect to the auto-
morphism Ad,x. Since p was assumed dominant, x3 descends to a well-defined object of Shv(S*™*),
which we denote by the same character 3.

Since £(N) is ind-pro-unipotent, the restriction of §¢ to £(NN) is canonically trivialized, and the
restriction of §¢ to S#~* admits a unique (up to a non-canonical isomorphism) £(N)-equivariant
trivialization. Due to this trivialization, we can regard Satq,c(V)|gu—» as an object of the non-twisted
category Shv(S*~*).

By unwinding the definitions, we obtain:

(9.3) (W % Satg. (V) ~ H(S**,Saty.a(V)|gu—r @ xN)[(A, 20)].
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9.3.4. Stalks of the convolution, 2nd approzimation. We now claim that the expression in (9.3) lives in
the cohomological degrees > —(u,2p). Le., we claim that

(9.4) H(S" 7, Satg.q(V)|gu-—r ® XN)
lives in cohomological degrees > (X — u, 2p).
We stratify S#~> by the intersections S*~* N Gr% with v € AT. So, it sufficient to show that each
(9.5) H(S"™* N Gr§, Saty.c (V)] su-anar, © XN)
lives in cohomological degrees > (A — u, 2p).

By perversity, Satq,c(V)|cry, lives in non-negative perverse cohomological degrees, and it is lisse due
to £ (G)-equivariance. Hence, it is the Verdier dual of an object that lives in the usual cohomological
degrees < —(v,2p) (we recall that (v,2p) = dim(Grg)).

Therefore, Satq,G(V)|5#7AnGré is the Verdier dual of an object that lives in the usual cohomological
degrees < —(v, 2p).

Now the required cohomological estimate follows from the fact that
dim(S* A NGre) < (w+p— X p).
9.3.5. Proof of Proposition 9.3.2. It suffices to consider the case when V is finite-dimensional. Note
that both the left and right adjoints of the functor (9.2) identify with
F — Fx Satq,c(V"),
where V™ is the dual representation of V. So, it suffices to show that (9.2) is left t-exact.

By the definition of the t-structure on Whitq(G), its subcategory of connective objects is generated
under colimits by the objects W*'. Taking into account (6.13), we obtain that the subcategory of
coconnective objects in Whit,(G) is co-generated under limits by the objects W™*.

Thus, it suffices to show that for every A and pu, the object
Homwnir, ) (W', W % Satq,a(V)) € Vect

lives in cohomological degrees > 0. In other words, we have to show that that the !-fiber at t* of
W**%Satq (V) lives in the cohomological degrees > — (1, 25). However, the latter has been established
in Sect. 9.3.4.

O[Proposition 9.3.2]

9.4. Restricted coweights. In this subsection we will make the analysis of the action of Rep(H) on
Whit,(G) even more explicit.

Namely, we will show that for certain coweights A (called restricted), the image of the corresponding
W™ under — x Saty.q(V) for V € Irrep(H) stays irreducible.

This is a counterpart of Steinberg’s theorem in the context of quantum groups.

9.4.1. We shall say that a coweight u € AT is restricted if for every vertex 4 of the Dynkin diagram we
have

(p, &) < ord(qs),
where ¢; is as in Sect. 2.3.4.

First, we note:

Lemma 9.4.2. Assume that the derived group of H is simply connected. Then any element A € AT
can be written as i+~ with u € AY restricted and v € (A*)7.
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9.4.3. We are now ready to state the main result of this section:

Theorem 9.4.4. Suppose that i € AT is restricted. Then for an irreducible VY € Rep(G) with highest
weight v € (AH)T, we have
WH Satg,c(V7) ~ WHETH

This theorem was proved in [Lys, Sect. 7]. We include the proof for completeness.
9.4.5. Proof of Theorem 9.4.4, Step 0. Tt is easy to see that W*'* x Sat,.¢ (V") is supported on et
and

WH xSaty o (V) |gutr = W gty

In particular, we have the maps
(9.6) WHFTY 5 WS & Saty,q (V) and W' % Satg,q (V) — WHTT*,
whose composition (is a non-zero scalar multiple of) the canonical map WH7! — WH+7*,

Thus, we have to show that the maps in (9.6) are surjective and injective, respectively. We will show
the former, as the latter would follow by duality (see Sect. 9.2).

The surjectivity of the map WH#+"! — W' x Sat, ¢(V7) is equivalent to the assertion that there
are no Non-zero maps
WH « Saty.a(VY) = WM™ N £ pu+ 1.
Using the t-exactness of the convolution, it suffices to show that if there exists a nonzero Hom
W' % Satq,q (V) — W™,
then A = p+ 7.

9.4.6. Proof of Theorem 9.4.4, Step 1. By adjunction, we have to show that if there exists a nonzero
Hom
WH — W x Satg.a(V7),

then A — u = —wo(y).

L.e., we have to show that if the expression

(W xSaty.a (V7))

has cohomology in degree —(u, 2p), then u — A = wo(7).

By Sect. 9.3.4, we need to analyze when
(9.7) HO7120) (5472 10 Gy, Satg,a (V) | si-anar, @ XN)

is non-zero (we note that the strata with v # v do not contribute to this cohomology as Satq,c (V)|
will sit in strictly positive perverse cohomological degrees).

Note also that the condition that g — A = wo(vy) implies that wo(7y) is the smallest element of A, for
which the intersection S#~* N Gr/, is non-empty, and in the latter case it consists of one point.

9.4.7. Stalks of the convolution, bottom cohomology. Note that for v € A¥, the gerbe 9G|G% admits a
unique (up to a non-canonical isomorphism) £%(G)-equivariant trivialization.
Thus, we obtain that over the intersection
DY
SHTr N Grg,

the gerbe G admits two different trivializations. Hence, their ratio is given by a local system that we
temporarily denote by W,.

Thus, the expression in (9.7) is non-zero if and only if the local system
X?\V Q@ W,

on S*~* N Gry, is trivial on some irreducible component of of (the top) dimension (i — A + 7, j).
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9.4.8. Proof of Theorem 9.4.4, Step 2: Reduction to an intersection of semi-infinite orbits. Let S0
denote the £(N~)-orbit of t*°"). Tt is known (see, e.g., [BFGM, Sect. 6]) that the inclusions

SEANGrY 2 8PN (N7 1) s gHTA g we ™)
induce bijections on the sets of irreducible components of (the top) dimension (u — X + v, p).

The restriction of ¢ to S7 0 also acquires a non-canonical trivialization. Hence, the discrepancy
between the two trivializations over S#~* NS 7% ig given by a local system that we also temporarily
denote by ¥,. Its further restriction to

SEAMET(NT) - o)
identifies (non-canonically) with the restriction of the local system on S*~* N GrZ, that we had earlier
denoted by ¥,.
Thus, it suffices to show that if 4 is restricted and p — A # wo(7), then the resulting local system
XN ® ¥,
on S#7*N ST w0 is non-trivial on every irreducible component of (the top) dimension (1 — A+, p).
Translating by ¢*, we obtain that the required statement follows from the next result, proved in
[Lys, Sect. 6]:
Theorem 9.4.9. For a restricted dominant coweight p and any v # p, the local system
XN ® Uy
on S* N ST is non-trivial on every irreducible component of (the top) dimension (u — v, p).

O[Theorem 9.4.4]

9.5. Proof of Theorem 9.4.9. For the sake of completeness, we will now reproduce a sketch of the
proof of Theorem 9.4.9.

We note that, in addition to the proof of Theorem 9.4.4, we will use Theorem 9.4.9 one more time,
for the analysis of the Hecke action on Shv(Grg)?, where I is the Twahori subgroup of £%(G).

9.5.1. Consider the action of the torus T C £1(T) on Grg. Since it stabilizes the points #* and normal-
izes £(N), it acts on each S* and S™'V. By [GLys, Sect. 7.4.2], the £(N)-equivariant trivialization of
9G|sn is T-twisted equivariant against the Kummer local system on 7' corresponding to the character

b(p, =) : A —e*(—1).
Similarly, the £(N~)-equivariant trivialization of §%|g—.. is T-twisted equivariant against the Kum-
mer local system on T corresponding to the character
b(v,—): A —e"(-1).
Hence, the local system ¥, on S* NS is T-twisted equivariant against the Kummer local system
on T corresponding to the character
b —v,—): A —e"(-1).
9.5.2. Note now that the local system x% on S* is the pullback of the Artin-Schreier sheaf along a
map S* — G, that is G,,-equivariant, where G, acts on S* via the cocharacter p.

In particular, the push-forward of ¥, along the resulting map S* N ST — G, is twisted Gy,-
equivariant against the Kummer local system on G,,, corresponding to

b(p — v, p) € e"(—1).

In particular, we obtain that the local system x% ® ¥, can be trivial on a given irreducible component
of S# NS~ of (the top) dimension (i — v, ) only if both x% and ¥, are trivial on that component.

In particular, this can only happen if u — v € A%
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9.5.3. We now recall that the union of sets of irreducible components of S* N S™% over A € A has a
structure of crystal.

For a vertex ¢ of the Dynkin diagram, let ¢; be the corresponding function (measuring the power of
the lowering operator needed to kill the given element). On the one hand, it is shown in [Lys, Sect. 6]

On the one hand, it is shown in [Lys, Prop. 6.1.7] that if K is an irreducible component on which
®, is trivial, we have
¢i(K) € Z7° - ord(gi).

Remark 9.5.4. In fact, it follows from [Lys, Sect. 6] that the set of such irreducible components also
has a structure of crystal, where instead of e; and f; operators we take their ord(g;)-powers.

9.5.5. On the other hand, it is known (see [FGV, Sect. 7.3]) that under the bijection
SFNSTY st NS

—v

given by the action of t", the set of irreducible components of S* NS on which x% is trivial
corresponds to the subset of irreducible components K of S*~* N S™° for which

$i(K) < dup), Vi.

9.5.6. Combining, we obtain that for an irreducible component of S*NS™", denoted K, on which both
U, and x% are trivial, we have:

¢i(K) € 27" - ord(qs) and ¢i(K) < du(p) < ord(g),
where the latter inequality is due to the fact that u is restricted.

Hence, we obtain that ¢;(K) = 0 for all 4, which forces p — v = 0.
O[Theorem 9.4.9]

10. HECKE EIGEN-OBJECTS

In this section we will study the general paradigm of forming Hecke categories: given a category C

with an action of Rep(H), we will define a new category Hecke(C) and study its properties.

10.1. Tensor products over Rep(H): a reminder. Recall that if C and D are DG categories that
are right and left modules, respectively, over a monoidal DG category A, we can form the tensor
product
C®D,
A

which is another DG category.

In this subsection we discuss some general features of this operation, when A is the category Rep(H)
of representations of an algebraic group H.

10.1.1. Let H be an algebraic group, and C and D categories with an action of the monoidal category
Rep(H).
Consider the tensor product

(10.1) C ® D.
Rep(H)

By definition, the category (10.1) comes equipped with a functor

Qv : CRD—-C ® D,
Rep(H)
universal among functors
P:CeD —E

equipped with functorial isomorphisms

[e3

d(cxV,d) ~ &(c,V*d), ceC,deD,V e Rep(H),
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compatible with associativity in the sense that for V1, V> € Rep(H), the diagrams

av; @V,

D(cx (V1 ®@V2),d) ——— P(c, (V1 @ V) xd)

Nl lw

O((c* V1) x Va,d) D(c, Vi x (Vaxd))

s | o
BlexVi,Vaxd) —os D(cxVi,Vaxd)

should commute, along with a homotopy-coherent system of compatibilties for multi-fold tensor prod-
ucts.

10.1.2. According to [GR1, Chapterl, Proposition 9.4.8], the functor ®univ admits a (continuous) con-
servative right adjoint, denoted

\I/univ:C & D—>C®D

Rep(H)
that realizes C ® D as the category consisting of objects e € C ® D, equipped with a system of
Rep(H)
isomorphisms

(V) @ 1d)(e) ¥ (Id@(V x1d))(e), V & Rep(H)
compatible with associativity in the sense that for Vi, V2 € Rep(H), the diagrams

Bvi®@Vs
s

((Idx(Vi ® V2)) ® Id)(e) (Id&((Vi ® V2) x1d))(e)
((Id%V2) ® 1d) o ((Id %V1) @ Id)(e) (Id®(Vi % 1d)) o (Id @(Va % Id))(e)

Bvll T5v2

~

((Id*V2) @ 1d) o (Id ®(V1 x1d))(e) ——— (Id®(Vi xId)) o ((Id xV2) ® Id) (e)
should commute, along with a homotopy-coherent system of compatibilties for multi-fold tensor prod-

ucts.

10.1.3. Thus, we obtain that C®D and C ® D are related by a pair of (continuous) adjoint functors
Rep(H)

(102) (buniv :C ® D=C ® D: \Ijuniv
Rep(H)

with the right adjoint being conservative.

Hence, by the Barr-Beck-Lurie theorem, the category C  ® D identifies with the category
Rep(H)

Reg(H)-mod(C ® D),
where Reg(H) is the monad on C ® D, given by the action of the associative algebra object
Reg(H) € Rep(H) ® Rep(H),

the “regular representation” of H.

10.1.4. Assume now that C and D are compactly generated. In this case C ® D is also compactly
Rep(H)
generated, with the set of compact generators provided by

(I)univ(c X d), c e CC, d e D°.



84 D. GAITSGORY AND S. LYSENKO

10.1.5. Consider C¥ and D" equipped with the natural Rep(H )-actions, and consider the corresponding
functors

(10.3) Ouiv :DVRCY2ZDY ® CY: V.
Rep(H)

It follows from [GR1, Prop. 9.4.8] that we have a canonical identification

DY ® C'~(C ® D)
Rep(H) Rep(H)

so that the functors in (10.3) identify with the duals of those in (10.2).
In particular, if we denote by x +— z" the corresponding equivalences

(C)" = (C"), (D) (D) and (C_@ D))"~ (D' o ),
Rep(H) Rep(H)

we have

(q)univ(c ® d))v x~ q)univ (CV ® dv)
Remark 10.1.6. The above discussion applies to Rep(H) replaced by any rigid symmetric monoidal
category A. The role of the regular representation is played by the image of the unit object under the
functor
A—>ARA,
right adjoint adjoint to the tensor product functor A ® A — A.
10.1.7. Assume now that C and D are each equipped with a t-structure, such that the connective
subcategories are generated by compact objects.
Assume also that the action functors
C®Rep(H) =+ C, Rep(H)®D —=D
are t-exact.

Then C ® D also acquires a t-structure, with both functors
Rep(H)

Duniv : CRD=2C ® D : Uuniv
Rep(H)

being t-exact.
10.2. The paradigm of Hecke eigen-objects: a reminder. In this section we introduce a key

definition: that of the category of Hecke eigen-objects arising from a category equipped with an action
of Rep(H).

10.2.1. We apply the discussion in Sect. 10.1 to the case when D = Vect with the action of Rep(H) on
D given by the forgetful functor

Res™ : Rep(H) — Vect,
i.e., the functor that sends a representation V to its underlying vector space V.

We will refer to the resulting category

C ® Vect
Rep(H)

as the category of Hecke eigen-objects in C, and denote it also by Hecke(C).

10.2.2. By definition, the functor
Dyniv : C — Hecke(C)

is universal among functors ® : D — E equipped with a system of isomorphisms
dcxV) Y V@d(c), VeRep(H), ceC,

compatible with tensor products of representations.
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10.2.3. The monad on C, corresponding to the pair of adjoint functors
C = Hecke(C)
is given by the action of
(Id ® Res™ ) (Reg(H)) € Rep(H),
i.e., we think of Reg(H) as a representation of one copy of H, rather than H x H.
In what follows we will use the notation
indgecke := Puniv and oblvpecke := Vuniv-

10.2.4. By Sect. 10.1.2, we can think of Hecke(C) as the category of objects ¢ € C, equipped with a a
system of isomorphisms

B
(10.4) cxV ¥ Ve,
compatible with tensor products of representations.
The latter interpretation is the source of the name “Hecke eigen-objects”.

10.2.5. The category
Hecke(C)=C ® Vect

Rep(H)

has a natural structure of category acted on by H.

Explicitly, when we think of objects Hecke(C) as in (10.4), the action action of a point h € H on
such an object is given by modifying the isomorphisms Sy via the action of h on V.

10.2.6. For a category C equipped with an action of H, let (le denote the corresponding category of
H-equivariant objects. By [Ga5, Theorem 2.2.2], the category C¥H is equipped with a natural action of
Rep(H), and the assignments

C — Hecke(C) and C — (C)"
define mutually inverse equivalences between the (oo, 2)-categories
Rep(H)-mod and H-mod.

In particular, the category C can be recovered from Hecke(C) as the category of H-equivariant

objects, i.e.,
C ~ (Hecke(C))™.

The latter point of view allows us to think of Hecke(C) as a “de-equivariantization” of C.

10.2.7. In particular, we can think of the functor

indgecke : C — Hecke(C)

as
Res” : (Hecke(C))? — Hecke(C),
and of
oblviecke : Hecke(C) — C
as

colnd” : Hecke(C) — (Hecke(C))™.
Here, for a category C acted on by H, we denote by
Res” : C” = C : colnd®

the corresponding adjoint pair of functors.
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10.2.8. Ezample. Let H be a torus with the weight lattice A. Then the datum of a category equipped
with an action of Rep(H) is the same as that of a category equipped with an action of Ag.
Let A be a Ag-graded algebra. Then the we can take as C the category A-mod of Ag-graded
L]
A-modules. The action of Ay on A-mod is given by shifting the grading.

The corresponding category Hecke(C) can be identified with the category A-mod. The action of
H on A defines an H-action on A-mod, and the corresponding equivariant category A-modf can be

identified with A-mod.

The functor indpecke ~ Res? is the forgetful functor

A-mod — A-mod,
and oblviece =~ colnd? is its right adjoint, given by averaging along Ag.

10.3. Graded Hecke eigen-objects. From now on, until the end of this section, we let H be a
reductive group and Twx C H be its Cartan subgroup.

In this subsection we will discuss a version of the construction of Sect. 10.2, where instead of the
“absolute” de-equivariantization, we perform a partial one, relative to Tx.

10.3.1. We will apply the framework of Sect. 10.1 to the case when D = Rep(Tx ), where T4 is a torus
mapping to H. We denote the corresponding category

C ® Rep(Th)
Rep(H)

by Hecke(C).
We denote the resulting pair of adjoint functors by

ind . :C®Rep(Ti) = Hecke(C) : oblv

ecke Hecke
The corresponding monad on C ® Rep(Tx) identifies with the action of
(Id ® Rest',, ) (Reg(H)) € Rep(H) @ Rep(Th).

10.3.2. By construction, Hecke(C) is acted on by Rep(TwH). If we take its Hecke category with respect

to T, we recover Hecke(C). In particular, we obtain that we can recover Hecke(C) as

Hecke(C) =~ (Hecke(C))7™.

In particular, we have a pair of adjoint functors

Res™ : He.cke(C) = Hecke(C) : colnd™™ .
The composite
0bWitecke © Res™ : Hocke(C) — C
is the forgetful functor

oblv 4

) T
Hecke(C) —55% C @ Rep(Ty) " ©5% 7

C.

10.3.3. By definition, the functor indHe::ke is a universal recipient among functors
d:C— E,
where E is a Rep(Ty)-module category, equipped with a system of identifications
d(cxV) ™ &(c) xRestt (V),

compatible with the with tensor products of representations.
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10.3.4. By Sect. 10.1.2, we can think of Hecke(C) as the category of objects ce Rep(Twu)®C, equipped
with a a system of isomorphisms

(10.5) &V A Resth (V)@ &

(where Rep(Tw) acts on Rep(Tx) ® C via the 1st factor), compatible with tensor products of repre-
sentations.

For this reason we will refer to Hecke(C) as graded (with respect to lattice of weights of T ) Hecke
eigen-objets of C.

10.4. The relative Hecke category. For future use we will introduce yet another variant of the
Hecke category.

10.4.1. Let C be acted by Rep(H) (on the right) and by Rep(Tx) (on the left) so that these two actions
commute. In other words, we have an action of Rep(H) ® Rep(TxH) on C.

We introduce the category Hecke,e1(C) as

Hecke,e1(C) := C ® Rep(Tw),
Rep(H)®Rep(Ty)

where the functors
Rep(H) — Rep(Tu) < Rep(Tw)

are restriction and identity, respectively.

L]
10.4.2. By Sect. 10.1.2, we can think of Hecke,.1(C) as the category of objects ¢ € C, equipped with a
system of isomorphisms

(10.6) cx V ~ Res?H (V) *c,

compatible with tensor products of representations.

10.4.3. We will denote by ind « the functor

Hecke,q)

Cc 1ewit o ® Rep(TH) Puniy ® Rep(TH) =: Heckeyel (C),
Rep(H)®Rep(TH)

and by

oblv .« :Hecker(C) — C.

Hecke,q)

its right adjoint.

When we think of Hecke,e1(C) as objects ¢ € C equipped with a system of isomorphisms (10.6), the

functor oblv . remembers the data of c.
Heckeyq)

10.5. Duality for the Hecke category. In this short subsection we will study how the formation of
the Hecke category interacts with duality on categories acted on by Rep(H).
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10.5.1. Let C be again a compactly generated category, acted on by Rep(H). Let us consider C¥ as
acted on by Rep(H) by the formula

¢« V =(cxr(V")", ceC"V €Rep(H),
where 77 is the Cartan involution on H, see Sect. 2.5.4.
According to Sect. 10.1.5, we have a canonical identification
Hecke(C)" ~ Hecke(C"),
so that the diagram
(C)°p indyecke (Hecke(C)?)°P

l !

(CV)e Rdiecke,  procke(CVY)°
commutes.

10.5.2. Similarly, we define a duality

Hecke(C)" ~ Hecke(C")
by making the following diagram commute:

ind

((C @ Rep(T))?)™ —H5% (Hecke(C)")"

| l

ind

(CY @ Rep(T)® — 1, Hecke(CY)S,
where the left vertical arrow sends
(c®V)—c' @ H V™).

10.6. Irreducible objects in the Hecke category. In this subsection we will assume that C is
equipped with a t-structure satisfying the assumption of Sect. 10.1.7.

Note that in this case, according to Sect. 10.1.7, the category Hecke(C) acquires a t-structure, in
which both functors indyecke and oblvyecke are t-exact.

Our goal in this subsection is to give an explicit description of the irreducible objects in Hecke(C).
We will be able to do so under an additional assumption on the action of Rep(H) on C, namely, when
this action is accessible.

10.6.1. We shall say that an irreducible ¢ € C° is restricted for the Hecke action if for every V €
Irrep(H), the object ¢+ V € CY is irreducible.

For example, Theorem 9.4.4 says that if A € A is restricted, then the object W' e Whitg - (G) is
a restricted irreducible.

10.6.2. We are going to prove:
Proposition 10.6.3. Let c € C° be restricted. Then indpecke(c) € Hecke(C)o is irreducible.

Proof. Let ¢’ € Hecke(C)O be equipped with a non-zero map ¢’ — induecke(c); let us show that this
map is a surjection.

We have a surjection
indgecke © OblVHecke(€') — €/,
so we can assume that ¢’ is of the form indgecke(c1) for some ¢; € C¥. Hence, the map in question
comes from a map in C

(107) Cc1 — OblvHecke o indHecke(c) ~ (C * V) ® K*

V €lrrep(H)



THE “SMALL” FLE 89

Let V € Irrep(H) be such that the component ¢1 — (c* V) ® V™ of the map (10.7) is non-zero.
Replacing c¢1 by the preimage of (¢ x V) ® V* under (10.7), and using the assumption on ¢, we can
assume that c; is isomorphic to ¢ x V and (10.7) corresponds to an element £ € V*.

Hence, the original map ¢’ — indgecke(c) identifies with

indHecke(c * V) ~ K & indHecke (C) S@l}i indHecke(c)7
and hence is manifestly a surjection.
O

10.6.4. We shall say that the action of Rep(H) on C is accessible if every irreducible object of C7 is
of the form ¢ V for ¢ € CY restricted and V' € Irrep(H).

For example, Lemma 9.4.2 says that if the derived group of H is simply-connected, then the action
of Rep(H) on Whitg . (G) is accessible.
10.6.5. From Proposition 10.6.3 we obtain:

Corollary 10.6.6. Assume that the t-structure on C is Artinian and that the action of Rep(H) is
accessible. Then:

(a) Every irreducible object of Hecke(C)Y is of the form indpuecke(c) for a restricted c € CV.

(b) If for two such objects we have indpecke(€1) ~ induecke(C2), then c1 >~ c2 x V' for a I-dimensional
representation V' of H.

Proof. Let ¢’ be an irreducible object of Hecke(C)O. There exists an object ¢; € C¥ equipped with
a non-zero map indgecke(C1) — c¢’. By Artinianness, we can assume that c; is irreducible. Write
c; ~ c* V for c restricted.

Thus, we obtain a non-zero map
. . /
induecke (¢ * V) =~ V ® indgecke(c) — ',
from which we deduce the existence of a non-zero map

indgecke(c) — .
However, by Proposition 10.6.3, indpecke(c) is irreducible, and hence indpecke(c) ~ ¢’. This proves
point (a).
For point (b), let us be given a non-zero map
indHecke(Cl) — inHecke(Cz)
for c1,c2 as in Proposition 10.6.3. Then we obtain a non-zero map in C

c1 — &  (c2xV)QV™

Velrrep(H)
Hence, we obtain a non-zero map
c1 > cexV
for some irreducible V. By the assumption on c2, the latter map is an isomorphism.
Symmetrically, we have: ¢z ~ ¢1 * W for some W € Irrep(H). Hence,
co~ex(VW).
From here we obtain that V and W are 1-dimensional.

O

Corollary 10.6.7. Assume that the t-structure on C is Artinian and that the action of Rep(H) is
accessible. Then the t-structure on Hecke(C)Y is Artinian.
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Proof. Tt suffices to show that for an irreducible ¢1 € CO, the object indpecke(c1) € Hecke(C)Qj has
finite length.

Write ¢1 = ¢+ V for ¢ as in Proposition 10.6.3. Then
indHecke(cl) = Z ® indHecke(c)7

and the assertion follows.
O

10.7. Irreducible objects in the graded version. In this subsection we retain the assumptions
of Sect. 10.6. We will will adapt the results of loc.cit. to describe irreducibles in the graded Hecke

category Hecke(C).
10.7.1. First off note that if H is a torus, any irreducible object in C is restricted for this action: indeed
the irreducible objects of Rep(H) are 1-dimensional and act by invertible functors.

In particular, an action of Rep(H) is automatically accessible.

10.7.2. Let us be in the context of Sect. 10.3. Applying Proposition 10.6.3 and Corollaries 10.6.7 and
10.6.6 to the torus Ty, we obtain:

Corollary 10.7.3.
(a) The forgetful functor

Res™ : Hecke(C)" — Hecke(C)”
sends irreducibles to irreducibles.

(b) Every irreducible of Hecke(C)Y is of the form Res™™ (c) for some irreducible ¢ € He::ke(C)O.

(¢) If for two irreducibles c1,co € Hecke(C)Y, we have ResT# (c1) ~ ResTH (cz), then c1 and co differ
by a translation by an element of A .

Combining with Proposition 10.6.3 and Corollaries 10.6.7 and 10.6.6, we obtain:
Corollary 10.7.4.
(a) For every restricted irreducible c € C° and every vy € Ay, the object indH . (c®e”) € Hecke(C)”

s irreducible.

(b) Suppose that the t-structure on C is Artinian and that the action of Rep(H) on C is accessible.
Then:

(i) The t-structure on Hecke(C)Y is Artinian;

(ii) Bvery irreducible object of Hecke(C)" is of the form indH . (c®e") for some c € C¥ as in
Proposition 10.6.3 and v € Ag.

(iii) Two irreducible objects ind _« (c1®e™) and indH . (c2®e™) are isomorphic if and only if y1 —2
extends to a character (to be denoted v) of H, and co ~ c1 x €7, where e” denotes the corresponding

one-dimensional representation of H.

11. THE CATEGORY OF HECKE EIGEN-OBJECTS IN THE WHITTAKER CATEGORY

In this section we will finally define and study the main character of this paper, the category of
graded Hecke eigensheaves in the metaplectic Whittaker category.

11.1. Definition. In this subsection we introduce the category of graded Hecke eigensheaves in the
metaplectic Whittaker category,
Hecke(Whity.. (G)),
taken with respect to the Rep(H) action on Whitg »(G), which was defined in Sect. 9.1.
We will also consider the non-graded version Hecke(Whitg, ,(G)).
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11.1.1. By Sect. 10.1.3, we have a pair of adjoint functors

indH Whitg - (G) @ Rep(TH) = Hecke(Whitg,»(G)) : oblvH .

The corresponding monad on Whit, ,(G) is given by the action of the object
Satq,c ® ResqI{H (Reg(@)) € Sph, ,(G) ® Rep(Tw).

In particular, the category Hecke(Whitq »(G)) is compactly generated by the essential image of
(Whitg,.(G) ® Rep(TwH))¢ under the functor ind

Hecke
11.1.2. By Sect. 10.1.2, we can rewrite Hecke(Whit, . (G)) as the category consisting of
F € Whity .(G) ® Rep(Th),
equipped with a system of identifications
Fx Satg.c(V) ¥ Restd (V)@ 7F,

(where Rep(TH) acts on Whitg ,(G) @ Rep(TH) via the 2nd factor), compatible with tensor products
of representations.

11.1.3. Taking into account Sect. 9.2.4, the recipe of Sect. 10.5.2 defines an identification
(11.1) Hecke(Whit, . (G))" ~ Hecke(Whit,—1 ,(G)),

i.e., an equivalence

(11.2) DVerdier  ((Hecke(Whit . (G)))°)°P ~ (Hecke(Whit,—1 ,(G)))°,

which makes the following diagram commute

(ind o )°P °
((Whitgo(G) ® Rep(Tr))*)" ——=— ((Hecke(Whit,.(G)))")""
pVerdier g ( Ty ODlin)l lDVerdier
ind

(Whit,—1 ,(G) ® Rep(T))® —=% (He.cke(Whitqq,z(G)))c.

11.2. Behavior with respect to isogenies. As a convenient technical tool, we will study the behavior

of the categores Hecke(Whit, . (G)) and Hecke(Whit, .(G)) under isogenies G — G.

11.2.1. Let us be given a short exact sequence of reductive groups
15G—G— To — 1,

where Tj is a torus. Consider the corresponding short exact sequence of tori
0T —T—Th—0

and lattices
0—=A—A—Ay—0.

Let us be given a geometric metaplectic data 96 for C:', whose restriction to G gives §¢. We obtain
a map of lattices
A* — A
and a map of reductive groups

H — H.
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11.2.2. We will say that the isogeny is strictly compatible with the geometric metaplectic data if the
diagram

A A

[

A ——5 A
is a push-out square, cf. Sect. 4.5.4.

In particular, in this case we obtain a short exact sequence of lattices
(11.3) 0— A = AF > Ay — 0,
and an isogeny of metaplectic duals

1= To— H— H—1.

11.2.3. Note that the image of the resulting map
Gr“cj;/:z — Grg?I

is a union of some connected components.

In particular, direct image defines a fully faithful functor

3 wP
(11.4) Shvge (Gré,.) — Shvga (Grg L),
and in particular a fully faithful monoidal functor
Sph, . (G) — Sph, . (G).
We have a commutative diagram

Rep(H) —— Rep(H)

SatQTGJ lsatq’é

Sph, ,(G) —— Sph, ,(G).
11.2.4. Consider the resulting functor
(11.5) Hecke(Shvge (Gré,)) — Hecke(Shv g (Gre,)),
where Hecke on the left-hand (resp., right-hand) side is taken with respect to action of Rep(H) (resp.,
Rep(H)).
We have a commutative diagram

(11.4)
—

Shvge (Gre,) Shv g (Grg’ )

indHeckeJ/ J/indHecke

Hecke(Shvga (Gr‘*c’;z ) G Hecke(Shv ;¢ (Gr‘épz ))-

We claim:

Proposition 11.2.5.
(a) The functor (11.5) is fully faithful.

(b) If the isogeny is stricttly compatible with the geometric metaplectic data (see Sect. 11.2.2), then
(11.5) is an equivalence.
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Proof. To prove point (a), it suffices to show that for Fo,F1 € Shvge (Gr‘é/jm), the map

MapSHeCke(ShVSG (Gr“c’?m)) (indHeCke (§0)7 indHeCke (3:1)) -
— Mapsyae(shy -~ (are? ) (indHecke (F0), indhecke (F1))
SG G,z
is an isomorphism, where in the left-hand side indpecke denotes the functor
Shvga (Gr“é[:z) — Hecke(Shvge (Gr“éfz)),
and in the right-hand side, it denotes the functor
Shvge (Gre,) — Hecke(Shv,g (Grg,)).

By adjunction, this is equivalent to showing that the map

MapSShvSG (Gréf,}z) (?0, D F1 % Satq,c;(V) ® Z) —

Velrrep(H)

Mapsgy,, _(arer ) | Fos @&  TFixSatc(V)®V
¢ G, V €lrrep(H)
is an isomorphism.
The required isomorphism follows from the fact that for F supported on Gréﬁz - Gr“’épz and V €

Irrep(lff)7 the object F x Satq,q(V) € ShVS@ (Grgw) is still supported on Gr‘é’:z if and only if

V € Irrep(H) C Irrep(H).

For point (b) we note that the condition in Sect. 11.2.2 implies that for every 0 # F1 € Shvyg (Gr‘gz)

there exists V € Irrep(H) so that F1 * Saty.c(V) is non-zero when restricted to Grgm C Grgz.
To prove that (11.5) is an equivalence, it suffices to show that for every ¥ € Hecke(Shv o (Gr‘gm))
there exists F € Hecke(Shvge (Gr“épx)) equipped with a non-zero map
indygecke(F) — F.
Choose V' € Irrep(H) so that oblvecce(F) * Satq,c(V) is non-zero when restricted to Gr“éljx. Let &
be the resulting object of Shvge (Gr‘é‘:z). By construction, we have a non-zero map
T % Saty,c (V") = oblvaere(F'),

and hence a non-zero map
K* ® indyecke (Sr) — 34,

as desired.

From Proposition 11.2.5, we obtain:

Corollary 11.2.6. Assume that the isogeny is strictly compatible with the geometric metaplectic data.
Then:

(a) The functors (11.4) and Rep(Tw) — Rep(T) induce an equivalence of Rep(Tx)-module categories:

Rep(Tj;) ® Hecke(Shvge(Gré,)) — Hecke(Shvyg (Gre)),

Rep(TH)

where Hecke on the left-hand (resp., right-hand) side is taken with respect to Rep(H) and Rep(Tw)
(resp., Rep(H) and Rep(T5)).
(b) A choice of a splitting of (11.3) defines an equivalence

Rep(Th) ® He.cke(Shvgc (Gre,)) = Hezke(Shvsé (Grg..)):
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11.2.7. Imposing the Whittaker condition, from (11.4), we obtain a fully faithful functor
(11.6) Whitg o (G) — Whit(Grg ).
From Proposition 11.2.5 and Corrollary 11.2.6 we obtain:

Corollary 11.2.8. Assume that the isogeny is strictly compatible with the geometric metaplectic data.
Then:
(a) The functor
Hecke(Whit, . (G)) — Hecke(Whit,(Grg,))
is an equivalence.
(b) The functor

Rep(Ty) ©  Hecke(Whity . (G)) — Hecke(Whity(Grs)))
Rep(Ty) ’
is an equivalence.

(c) A choice of a splitting of (11.3) defines an equivalence
Rep(Ty) ® Hecke(Whity »(G)) ~ Hecke(Whit,(Gr,))
is an equivalence.
11.3. The t-structure and the description of irreducibles. In this subsection we will study the

behavior of the t-structure on the category Hecke(Whit,(G)). In particular, we will obtain an explicit
description of irreducibles.

L]
11.3.1. According to Sect. 10.1.7 and Proposition 9.3.2, the category Hecke(White(G)) acquires a t-
structure in which both functors

indH * Whitg,.(G) @ Rep(TH) = He.cke(Whitq’z (@) : oblvH .
are t-exact.
11.3.2. We claim:

Proposition 11.3.3.
(a) The t-structure on Hecke(Whitg . (G)) is Artinian.
(b) There is a natural bijection between irreducibles of Hecke(Whity . (G))Y and elements of A.

In the course of the proof of Proposition 11.3.3 we will give an explicit description of the irreducibles

of Hecke(Whity . (G))7, which will also be useful later.

11.3.4. Proof of Proposition 11.3.3, first case. Let us first assume that the pair (G, §) is such that the
derived group of H is simply connected. In this case, by Lemma 9.4.2 and Theorem 9.4.9, the action
of Rep(H) on Whitg . (G) is accessible.

Hence the assertion of the proposition follows from Corrollary 10.7.4(b).
11.3.5. Proof of Proposition 11.3.3, reduction step. Suppose now that we are given an isogeny
G—G

strictly compatible with the geometric metaplectic data. From Corrollary 11.2.8(b,c), we obtain that
the assertion of Proposition 11.3.3 for (G, %) implies that for (G, §%).

Hence, in order to prove Proposition 11.3.3, it suffices to show the following;:

Proposition 11.3.6. Given (G,S%), there ezists a pair (6,96) and an isogeny G — G, strictly
compatible with the geometric metaplectic data, such the derived group of H is simply connected.

The proof of Proposition 11.3.6 is given in Sect. 11.4 below.
O[Proposition 11.3.3]
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11.3.7. For X € A, let Mé\}!};kit denote the corresponding irreducible in Hecke(Whit, . (G)). By construc-
tion, for v € A¥, we have:

PES A REY
M © €7 = Miii™,
where ® stands for the action of Rep(Tx) on Hecke(Whit, .(G)). Moreover, for X restricted, we have

Abe e P
My :=1nd_o (W),
Hecke

We claim:

Corollary 11.3.8. For A\ € A", the object indH « (W**) € (Hecke(Whity . (G))) receives a non-

ecke
zero map from the irreducible My, and the Jordan-Holder constituents of the quotient are of the

form Mé\;,:t for X < \.

Proof. It is enough to prove the assertion for indH . (W) instead of indH . (W>»*). Again, we
cke €

e ec
can assume that the derived group of H is simply-connected. Write A = A1 + v with A; restricted and
v € A%, Then

ind . (W) ~ My © Rest, (V7),

Hecke

and the assertion follows. O

11.3.9. Recall the duality functor
DY . (Hecke(Whity o (G))°)°® — Hecke(Whit, 1 ,(G))°.
By Corrollary 7.2.6 and the construction of the irreducibles My, we have
pYerdier (M\?V'}:t) = Méx}!}fit-
From here and Proposition 11.3.3 we obtain:

Corollary 11.3.10. An object F € Hecke(Whitg,,(G))¢ is connective/coconnective if and only if
DVerdier (F) s coconnective/connective

11.4. Proof of Proposition 11.3.6. The proof of Proposition 11.3.6 will amount to a manipulation

with lattices and root data.

11.4.1. We first choose an isogeny
15To > H—»H—>1
so that the derived group of H is simply-connected. Let A* denote the weight lattice of H.
We define the lattice A to be the push-out
AU A
At
By construction, the map
A=A

is a rational equivalence.
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11.4.2. We now construct a root datum for which A is the coweight lattice. For a coroot o of G, we let
& € A be the i image of o under the natural embedding A — A.

The corresponding root & is constructed as follows:
& =Lo -,
where &g is the corresponding coroot of f[, and £, is as in Sect. 2.3.4.

A priori, & is defined as an element of

McMeQ~Aioq.
Z Z

However, it is easy to see that it in fact belongs to A.
It follows from Sect. 2.3.6 that the elements
{aelhacA}

indeed form a root system so that

A=A
is an isogeny.
11.4.3. Let G be the corresponding reductive group over k. By construction, we have a short exact
sequence
15G—G—Ty— 1,
where Tp is the torus dual to Tp.

11.4.4. It remains to show that, on a Zariski neighborhood of the point x € X, there exists a geomet-

ric metaplectic data 96" for G such that the map G — G is strictly compatible with the geometric
metaplectic data.

Note, however, that by [GLys, Sect. 3.3], on affine curves, geometric metaplectic data are classified
by their associated quadratic forms. Hence, it remains to show that the quadratic form ¢ on A can be
extended to an element

g € Quad(A, & (=1))rtsur
(see [GLys, Sect. 3.2.2] or Sect. 27.1.1 for the notation), in such a way that kernel of the associated
symmetric bilinear form b equals Af C A.

11.4.5. Note that the restriction of the quadratic form g to A¥ is such that the associated symmetric
bilinear form vanishes. Hence ¢* := g|a# is a linear map

A = £1 C e¥
We extend the above map in an arbitrary way to a map
a‘ﬁ cAF o 1
We define a quadratic form ¢ on A by the formula
GA+X) =g+ TN, AreA, el
It is easy to see that ¢, constructed above, indeed belongs to
Quad(A, e*(—1))/ter C Quad(A,e*(—1)),

as required.
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Part I'V: The metaplectic semi-infinite IC sheaf

Having studied the Whittaker category on the affine Grassmannian and its de-equivariantization,
i.e., the Hecke category, we move on to the next step: we want to relate it to the right-hand side of our
main theorem, which is the category of factorization modules over some factorization algebra on (an
object closely related to) the affine Grassmannian for the Cartan subgroup 7.

The passage between Grg to Grr can justifiably be called a Jacquet functor as it involves taking
cohomology along £(N)-orbits. However, there is a caveat: this is not just cohomology, but rather it

is taken against a non-trivial kernel, The kernel is metaplectic semi-infinite IC sheaf, denoted ICfRan,
is the object of study in this Part.

12. THE METAPLECTIC SEMI-INFINITE CATEGORY OF THE AFFINE GRASSMANNIAN

The metaplectic semi-infinite IC sheaf is constructed by the usual procedure of intermediate exten-
sion inside a certain DG category equipped with a t-structure.

The goal of the present section is to introduce this DG category: this is the (unital version of) the
metaplectic semi-infinite category on Grg,ran, denoted SIq,Ran(G)fnoﬂ.
12.1. The semi-infinite category. In this subsection we will define the metaplectic semi-infinite
category, first at a fixed point € X, denoted Sl . (G), and then its Ran version, denoted SIj ran(G).

12.1.1. We define the metaplectic semi-infinite category of the affine Grassmannian, denoted Slq -(G)
as the full subcategory in Shvge (Gr%’fz) that consists of S(N);’ﬂ-equivariant objects, i.e.,

()"
SI,..(G) := (Shvgc(erzg’f z)) .

The difference between Whit, . (G) and SI; . (G) is that instead of the non-degenerate character we
use the trivial one.

12.1.2. Much of the discussion pertaining to the definition of Whit, »(G) applies to Slg.(G). In
particular, we have the full subcategories

Slg.e(G)=p C SIq,x(G)Su C Sly.2(G)
and the corresponding adjoint functors.
However, instead of Proposition 6.2.9, we have the following assertion (with the same proof):

Lemma 12.1.3. The category Sly «(G)=, is (non-canonically) equivalent to Vect for any p € A, via
the functor of !-fiber at the point t* € Gr“c’;l. For = 0 this equivalence is canonical.

Remark 12.1.4. We note, however, that although the standard objects (i.e., the !-extensions of the gen-
erators of each SI; ,(G)=,) are compact, the corresponding co-standard objects (i.e., the *-extensions)
are no longer such. This contrasts with the case of Whitg,»(G), see Corrollary 6.3.6.

12.1.5. Let SIg ran(G) be the Ran space version of the semi-infinite category, i.e.,
SN
Slyran(G) 1= (Shvge (Gréa))
12.1.6. Let EORM C Gr‘él:Ran be the corresponding closed subfunctor, see Sect. 8.4.1. We let
STy Ran(G)=° C SIg ran(G)

be the full subcategory that consists of objects supported on §0Ran.

12.2. Stratifications. In this subsection we introduce a stratification of FORan by locally closed sub-
functors, according to the order of degeneracy of the Drinfeld structure. This stratification will give
rise to a stratification of the category SIy ran(G)=".
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12.2.1. Recall the space of colored divisors denoted Conf, see Sect. 4.1.1. Let Gr‘g’;conf be the prestack
over Conf that classifies triples (D, Pq, «), where

e D= %Mk - xg is a point of Conf;

e P is a G-bundle;
e « is an identification of Pe with w” away from {zy}.

In a similar way we define the group (ind)-schemes
g* (G)éinf - S(G)%an and 2+(N)°éf>nf C S(N)éznf
over Conf.

12.2.2. Let ngﬁﬁ be the closed subfunctor of Grgjconf consisting of points (D, Pg, ) as above, for
which for every A € AT, the composite map

(12.1) (Wh) (S — () ) = Vi, = V3,

which is a priori defined on X — {z}, extends to a regular map on all of X.
Let

Conf JConf FConf
SGont < SCont

be the open subfunctor, where we require the composite map (12.1) to have no zeroes on X.

Let p©°™ (resp., p°°™) denote the projection SSo2f — Conf (resp., Egﬁﬂﬁ — Conf).

12.2.3. We can also think of

Conf wP
SGont C GTé&,cont

as follows:
The embedding T' — G gives rise to a map Gr%ﬁccnf — Gr“G’?Conf. In addition, the projection
GI‘L;{JCO“f — Conf
has a canonical section. Composing, we obtain a section

P
Conf — Gr“éyconf.

Then SS is the orbit of the group S(N)Sznf acting on the above section.

12.2.4. Let
(Conf xRan)“ C Ran x Conf

be the ind-closed subfunctor corresponding to the following condition:

An S-point of
(J € Hom(S, X); D € Hom(S, Conf))

belongs to (Conf xRan)® if and only if the support of the divisor D is set-theoretically contained in
the union of the graphs of the maps i : S — X,i € J (cf. [Ga7, Sect. 1.3.2]).

Note that we have a canonical identification

(12.2) Gre'gan X (Conf xRan)< ~ Gr“c”;’jconf x (Conf xRan)<.
R c

.an onf

Let prg,, denote the projection (Conf xRan)< — Conf.
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12.2.5. Denote . .
SSZE := (Conf xRan)“~ x ngzf

Conf

onf

on the projection

Denote by pg

Saonf 5 (Conf xRan)C©.

Note that the identification (12.2) realizes SEZT as a closed subfunctor in

(Conf xRan) X Span.
Ran

Let i5o" denote the composite map
Shonl <5 (Conf xRan)< X Span — Sxan-
Ran
Note that the map i%°™ is proper.
12.2.6. Denote

Sgont.— (Conf xRan)S xS0
onf
Denote by pRonf the projection
Sient s (Conf xRan)©
Denote by j$2f the open embedding

Conf Conf
SRan SRan .

12.2.7. For A € A"°® — 0, denote
(Conf* xRan)< := (Conf xRan)S x Conf*.

Conf

Let pry,, denote the restriction of the map prg,, to (Conf* xRan)<. Denote also

—A —Conf
Shan = (Conf* xRan)“ X Shom
(Conf xRan)<
and
Span := (Conf* xRan)< X Sgont

(Conf xRan)C
Denote by jra, the resulting map
SRan = Shan
and by ip., the corresponding map
Fan = Srion ™8 T,
Denote

ION IA PN
1IRan ‘= lRan © JRan-

Denote by 73, (resp., Phan) the restriction of Py, (resp., pran) to Fﬁam (resp., Span)-
12.2.8. We extend the above definitions to formally include the case of A = 0, in which case we set
Conf® = pt.
We let

JRan

0
S Ran S Ran

be the open subfunctor, where we require that the map (8.3) have no zeroes.

We have:
iORan - ld lRan - .]Ran - .]Ran, (Confo XR&H)C = Ran,

PRan (T€SD., Poy) is the map S, — Ran (resp., SRan — Ran), and pry,, is the projection Ran — pt.
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12.2.9. The following results easily from the definitions:

Lemma 12.2.10. The map

SN QX -0
1Ran * SRan — SRan

is a locally closed embedding. FEvery field-valued point ofgoRan belongs to the image of exactly one such
map.

12.3. Stratification of the category. The strata Sx,, of goRan give rise to a recollement pattern on
SIq,Ran (G)

12.3.1. Let SIg ran(G)=" denote the full subcategory of Shvga (§§an) given by the condition of equiv-
ariance with respect to the pullback of £(N)%.. to (Conf* xRan)<.

Let SIg,ran(G)™ be the corresponding full subcategory of Shvga (SRan)-

12.3.2. The maps ip,, and jr,, define pairs of mutually adjoint functors
(Ran)! = (fRan)s : SIgRan(G) =Y 2 SIgRan(G)=" : (IRan)’;
(j?{an)* = (j?{an)! : SIq,Ran(G)SA = SIq,Ran(G):A : (J?{an)*
12.3.3. In addition, as in [Ga7, Corollary 1.4.5], one shows that the partially defined left adjoint (if..)*
of
(i?{an)* = (if\{an)* o (j?{an)*
is defined on L
SIy.Ran(G)=° C Shvge (Sran),
giving rise to an adjoint pair
(iRan)” : SIgRan(G) =" = Sl Ran(G) = : (iRan)s-
12.3.4. Also, the partially defined left adjoint (ig..)1 of (ifa.)' is defined on
STy, ran(G) ™ C Shvga (Shan),
giving rise to an adjoint pair

(iRan)! * SIgRan(G) ™ 2 STy Ran(G) ="t (iRan) -

12.4. Description of the category on a stratum. In this subsection we will describe explicitly the
category Sl Ran (G):A. It will turn out to be equivalent to the category of (gerbe-twisted) sheaves on
(Conf* xRan)C.

12.4.1. We first observe:

Proposition 12.4.2. The pullback of the gerbe §¢ along the map

(12.3) SR 5 Shan = Gré Ran

identifies canonically with the pullback of the gerbe G* on Conf of Sect. 4.6.5 along the map
(12.4) Sgonf PRay (Conf xRan)< 24" Conf .

The proof will be essentially a diagram chase, modulo the additional structure on the gerbe ¢
specified in Sect. 1.6.6.

Proof. By construction, the map (12.3) factors as

Conf wP wP
SRan — GrB,Ran — GrG,Ran'

By definition, the correspondence between G% and G7 is such that their pullbacks to GrﬁfRan along
the maps
I3 P 3
Grg,Ran — Gr%’,Ran — Gr;,Ran
are identified, see Sect. 2.3.1.
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Hence, it suffices to show that pullback of G7 along
(12.5) SR 5 Gr Ran — Gré Ran
identifies with the pullback of §* along the map (12.4).
In order to do so, we can replace S§2 by
(Grran)"*® X Sgan’,
Conf
(see Sect. 4.6.1 for the notation), which identifies with

Conf w? neg wP
SConf X (GrT,Ran) X GI‘T,(RanXRan)C )
Conf Gr‘,‘l‘ipR
,Ran

where the map Gr%’lRaanamc — Gr“{wf)Ran is @smal1, see Sect. 1.6.9 for the notation.

With respect to this identification, the composition

wP neg Conf Conf (12.4)
(GrT,Ran) CX P SRan — SRan > Conf
on

identifies with

Conf wP neg wP wP neg
SGont X (Grf ran) X GIT (RanxRan)C — (GrT Ran)"*® — Conf .
Conf Gr"‘ld"pR
,Ran

Hence, the pullback of §* along this map identifies with the pullback of §7 along the map

Psmall

Conf wP neg w? wP wP
SConf CX (GrT,Ran) X GrT,(RanXRan)C - GI‘T,(RanXRan)C GrT,Ran~

onf wP
GrT,Ran

The composition

wP neg Conf Conf (12.5) w?
(GrT,Ran) CX ¢ SRan — SRan GrT,Ran
on

identifies with

Conf wP neg wP wP ‘Pbii’ wP
SConf X (GrT,Ran) X GrT,(Raan,an)C GrT,(RanXRan)C GrT,Ran'
Conf Grti)j’R
,Ran

Hence, the required isomorphism follows from Corrollary 1.6.7.

12.4.3. From Proposition 12.4.2, we obtain that we have a canonically defined pullback functor
Phan Shvga ((Conf xRan)<) — Shvgc(Sggr?f),
and for every individual A € A"®%  a functor
(Phan)' : Shvga ((Conf* xRan)<) — Shvga (Shan),
As in Lemma 12.1.3 (see also [Ga7, Lemma 1.4.8], we have:
Lemma 12.4.4. For every A € A™8, functor (pRa.)' induces an equivalence
Shvga ((Conf* xRan)<) — SIy ran(G) ™.

12.5. The unital subcategory. As we just saw in Lemma 12.4.4, the category Sl ran(G)™ is equiv-

alent to that of (gerbe-twisted) sheaves on (Conf* xRan)<. This category is too large for our needs:
it contains the “junk” directions that have to do with Ran, and we would like to cut those down.

A device to do so is the unitality structure.
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12.5.1. Let us recall the setting of Sect. 1.6. Note that according to Lemma 1.6.4, the pullback functor
Psmall - SthG (GrG,Ran) — ShVS}G (Gré,,)(RanXRan)C)
is fully faithful.

We define the category Shvge (Gra,Ran)untl to consist of objects F € Shvge (Gr“él:Ran) equipped with
an isomorphism

Soémall(?) = %’Lig(?)
and an identification of the composite map
F =~ ARan! © Phman (F) = Aran! 0 Prig(F) =~ F
with the identity map on J.
Note that due to the fully faithfulness result quoted above, the forgetful functor
Shvge (Gre Ran)Juntt — Shvge (Gréf ran)
is fully faithful.
12.5.2. Define
STy Ran(@)untt = Sy Ran (G) N Shvge (Gré gan)untt C Shvge (Gra ran)-
12.5.3. Along with Gr“é?(Raanan)C, we can consider the prestacks

—0 —Conf Conf
S(Raanan)C s S(RanXRan)C ) S(RaILXRaIL)C )

etc.

Proceeding as above, we define the full subcategories
=0 =0
ShVSG (S(RanXRan)C )untl C ShVSG (S(RanXRan)C )7

—=A —=A
Sthc (S(Raanan)C )untl C Shvgc (S(Raanan)C)
and
A A
ShVSG (S(RanXRan)C )untl - ShVSG (S(RanXRan)C )7

as well as
STy Ran (G0, C STy Ran(G) =Y,

STy Ran(G) S0, C SIyRan(G) =7,
STy Ran(G)am1 C SIy ran(G)™.

It is clear that the functors (ifa,)', (jRan) (and hence also (if.,)') as well as (ijan)s+, (JRan)« (and
hence also (i}, )«) preserve the corresponding unital subcategories.

In addition, as in [Ga7, Proposition 4.2.2], we have:
Proposition 12.5.4. The functors (ifam )1 and (ij.n)* also preserve the unital subcategories.
12.5.5. By a similar token we define the full subcategory
Shvga ((Conf xRan)<)uny C Shvga ((Conf xRan)<).

It follows from Lemma 12.4.4 that the functor (pj,,)' induces an equivalence
(12.6) Shvga ((Conf* xRan)<)une — SIg ran(G)ami-
12.5.6. The following is proved in [Ga7, Proposition 4.2.7]:

Proposition 12.5.7. Pullback with respect to
Prian  (Conf* xRan)< — Conf*

defines an equivalencce
Shvga (Conf*) — Shvga ((Conf* xRan)<)unt-
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12.5.8. Combining, we obtain the following explicit description of the category Sl Ran(G)ini:
Corollary 12.5.9. For every A € A™5, pullback with respect to pra,, oPhan defines an equivalence
Shvga (Conf*) — STy ran(G)mmi-
12.5.10. Exzample. For A = 0 the above corollary says that the functor
e wsgan

defines an equivalence
Vect — SIq,Ran(G)jftl.

13. THE METAPLECTIC SEMI-INFINITE [C SHEAF
In this section we finally construct the main object of study in this Part: the metaplectic semi-infinite

1C sheaf IC 2.

q,Ran"

13.1. The t-structure on the semi-infinite category. In this subsection we will introduce a t-
%

<0
structure on Sl Ran(G) q,Ran"

ant1» and as a result we will define the metaplectic semi-infinite IC sheaf IC

13.1.1. We define a t-structure on the category Shvga ((Coan xRan) < )unt1 via the equivalence of Propo-
sition 12.5.7:

(PrRan)’ : Shvga (Conf*) 5 Shvga ((Conf* xRan)<)une,

i.e., we transfer the (perverse) t-structure from Shvga (Conf*).

13.1.2. We define a t-structure on Sl ran(G)gm via the equivalence of (12.6), up to a cohomological
shift by (X, 2p).

Namely, we declare on object of SI; ran(G) i to be connective/coconnective if and only if its image
in Shvga ((Conf* xRan)<)une, shifted cohomologically by [(\,2p)], is connective/coconnective.

We apply a similar procedure to define a t-structure on SI; ran(G)ioy via its identification with
Vect.

13.1.3. We define a structure on SIy ran(G)=" | by declaring an object to be coconnective if and only if

untl
. . . 1. . . -
its image under (if,,)' is coconnective in SI, ran(G)5a; for every .

13.1.4. By construction, the functors

(iRan): : Slg,ran(@)am = Sla.ran(@) i
are right t-exact, and the functors

(iRan)e © Sy en (G)uatr = Slyran (G) 5
are left t-exact. From here, we obtain that the functors

(iRan) "t Slg.Ran (@) = Sly.ran (@)
are right t-exact.

Moreover, as in [Ga7, Lemma 2.1.8], we have:

Lemma 13.1.5. An object F € SIq,Ran(G)<O

=9 is connective if and only if (ijan)*(F) € Slgran(G)am1
is connective for every A.
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13.1.6. We let
IC 2,

q,Ran

€ (SIyRan(G)=2 )Y €SIy Ran(G)=0

untl untl

be the object equal to the image of the resulting map

HO (i) (wsg, ) = HO((iran)+ (wsg

Ran

))’

where H? refers to the t-structure on SIq,Ran(G)Er?ﬂ introduced in Sect. 13.1.3 above.

o0
2

Remark 13.1.7. For the purposes of this paper we will largely forget the unitality property of IC g,

and regard it simply as an object of Sl ran(G)=°.

We emphasize, however, that we needed the unitality device in order to have a well-behaved t-
structure.

13.1.8. For future use we record:
B

Lemma 13.1.9. The !-restriction of 1C to SR.. is zero unless A € AF.

q,Ran
The proof will be given in Sect. 14.1.5.

13.1.10. In the rest of this section we will discuss various properties of IC g, :
—We will explicitly describe its restriction to

P
w
GrG,a: - GrG,Ran;

—We will endow it with a factorization structure;

—We will describe its relationship with the global metaplectic semi-infinite IC sheaf.

13.2. Description of the fiber. The definition of ICZRan might appear as very abstract, and the

result object may seem hardly calculable. This turns out to be not so.
In this subsection we will describe explicitly its restriction to Grgjx - GrgRan, i.e., the fiber of
Grijan over the point {z} € Ran.
13.2.1. For an element v € AY consider the corresponding point
e ST CGry,.

The trivialization of the gerbe Gy, - in Sect. 2.3.8 gives rise to trivialization of §%|¢. Hence, 8¢v,cr
makes sense as an object of ShvS(Gr“C’;:I).

13.2.2. Assume now that « is dominant. Let V7 denote the corresponding irreducible object in Rep(H)
(see our conventions in Sect. 2.4.5). It follows from (2.7) that the !-fiber of Satq,c(V™) at ¢t identifies
canonically with e[—(v, 2p)].

Hence, we obtain a canonically defined map
(13.1) dev.cr[—(7,2p)] = Satq.c (V7).
By adjunction, we obtain a map

(13.2) 01,G6r = 0y— ar * Satq.a (V7)[(v,25)].

13.2.3. We consider (A*)T as a poset with respect to the order relation that
Y2 =Xm & y2—me@H.

Note that this is a different order relation than the standard one denoted <. Note also that, taken
with respect to =, the set (A")* is filtered.
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13.2.4. For vo = v1 with 7o —y1 = v € (AH)* we define the map
8- e * Satq,a (V) [(11,20)] = 04—z, * Sate,a(V7?)[(12,27)]
to be the composite

(13.3) 6,1 o * Saty,a (V") [(71,29)] = 8,1 g, * 81,60 % Sate,a (V7)[(11,20)] 3

= 0-m ,Gr*‘st*“r,Gr*Satq,G(Vv)*satq,G(Vw)[<’727 2p)] ~ 5t*“¥2,Gr*satq,G(Vv)*satq,G(Vvl)[(727 2p)] —
= 0172 * Satg,a (V7?)[(12,29)]
where the last arrow is induced by the Pliicker map
ViVt 5 V72,
normalized so that it is the idenitity map on the (trivialized) highest weight lines.
13.2.5. As in [Ga6, Sect. 2.3], one shows that the assingment
Y~ O ar * Satq,a (V) [(7, 29)]
together with the above transition maps define a functor of co-categories
(AT, <) = Shvge (Gre,).
Define:

(13.4) 107, = colim 8- Sate.a (V) [(,29)] € Shvge (Gré).

As in [Ga6, Proposition 2.3.7], one shows:
Proposition 13.2.6.
(a) The object /ICﬁ belongs to Sly,»(G).
(b) The object ’ICi is supported on S’ c Gr‘gjx.
(c) There is a canonical identification (jo)!('ICi) ~ wgo.
13.2.7. A metaplectic analog of the isomorphism of [Ga7, Corollary 2.7.7] reads:
Theorem 13.2.8. There exists a canonical isomorphism between

o=} o=}
102 = 1C 2pan |
G,z

gq,Ran
and 'IC?;.
13.2.9. In what follows we will need the following property of ICE:

Proposition 13.2.10. The !-restriction of IC?I to a stratum S> with X\ # 0 is of the form
war[=(A, 20)] ® Ka x,

where Ky is an object of Shvgﬁ (pt) that lives in cohomological degrees > 2.

Proof. Consider the restriction of IC g, to the stratum
X X Shan,
ConfX

where X — Conf” is the diagonal map = +— \ - 2.
This restriction is the pullback of an object
Kx a[—(\ 2p)] € Shvga (X)),
and K, » is the !-fiber of Kx x at x. A priori, Kx,x lives in cohomological degrees > 0.

Now, the expression of IC;2, given by (13.4) implies that K, » would be (non-canonically) the same
for another choice of a curve X and a point z on it. So for the purposes of proving the cohomological
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estimate, we can assume that X = A' with a choice of geometric metaplectic datum which is translation-
invariant with the same quadratic form gq.

Since the assignment X ~» Kx x respects automorphisms of the situation, we obtain that Kx » is
translation-invariant, and in particular lisse. This implies that the !-fiber Kx x at x lives in degrees
> 1, as required.

d

13.3. Factorization. We will now specify a key structure possessed by ICZRan: that of factorization

algebra. This structure will be used to define a factorization structure on the Jacquet functor

Whity - (G) = Shvgr (Grr).

13.3.1. Parallel to the factorization structure on Gr“(’;‘jRan (see Sect. 1.3.3), we also have a factorization

—o _
on Span and Sran:

(13.5) Shan x (Ran”)ais = (Sgan)” % (Ran”)a;.
Ran Ran/
(13‘6) Sﬁan R>< (Ran‘])disj ~ (S%an)J X , (Ran‘])disj.
an Ran

13.3.2. The following assertion is an extension of [GaT7, Sect. 4.6]:
Theorem 13.3.3. The object IC?Ran € Shvga (EORM) has a structure of factorization algebra (see
Sect. 8.1.1), uniquely characterized by the requirement that the induced structure of factorization algebra

on IC g, |S${an € Shvga (SRan) corresponds to the tautological one on wso (see Sect. 3.2.2) with
respect to the identification

oo
ki ~
1C; Ran Isg,, = @sg,,

Remark 13.3.4. In fact, a slightly stronger assertion is true: for an individual finite set J, there exists
factorization isomorphism

(13.7) 1C2, 1C2,

ZRan 50 ~ ( )] <0

g,Ran ISg | x (Ran”)gjg; g,Ran (SRan)? x _(Ran’)qig;’
Ran Ran’

is uniquely characterized by the requirement that the induced isomorphism

5 T \®J

2 ~ 2

ICq,Ran ‘SganRX (RanJ)diSj — (ICq,Ran) ‘(S%an)J X (RanJ)disj
an

an*

corresponds to the tautological one under on

oo
1C 2 0 >~ Wg0 .
aran lsg,, = @sy,,

Remark 13.3.5. It is in the proof of Theorem 13.3.3 that the unitality property/structure on ICfRan
plays the most essential role, see [Ga7, Sect. 4.6]: one shows that both sides in (13.7) are Goresky-

MacPherson extensions of their respective restrictions to S%,, x (Ran’ )aisj for the appropriately
R

defined t-structure.

Remark 13.3.6. The unitality structure is also helpful to combat difficulties of homotopy-theoretic
nature: it allows us to consider all the objects involved in (13.7) as living inside appropriately defined
abelian categories; hence the homotopy coherence of factorization isomorphisms is automatic.

13.4. Comparison with the global metaplectic IC sheaf. In this subsection we will show how to

express ICq Ran in terms of finite-dimensional algebraic geometry (specifically, in terms of gerbe-twisted
WP

sheaves on Buny ).

This description will be subsequently used in order to establish one of the key properties of the
Jacquet functor, namely, its commutation with Verdier duality.
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13.4.1. Consider the algebraic stack Bim‘fvp. As in the case of
Whity gob(G) C Shvge (Buny ),

one singles out a full subcategory denoted

(13.8) ST, 4106 (G) = C Shvge (Buniy ),

by imposing equivariance with respect to a certain unipotent groupoid, see [Ga9, Sects. 4.4-4.7]. The

subcategory (13.8) is compatible with the (perverse) t-structure on Shvge (Bun‘;\)fp).

We will give an explicit description of this subcategory below, see Sect. 13.4.4.

13.4.2. For A\ € A"°8, let

A
— <\ lg]ob wP
(Buny )=" < Buny

be the closed substack corresponding to the locus where the generalized B structure has total defect
at least —\. Let

s
— WP _y Jdglob ——P
(Buny )=* € (Buny )=*
denote the open substack, where we the generalized B structure has total defect exactly A. Denote
A I A
lglob - 1glob O.]glob~
In particular, for A = 0, we have iglob =1id, and
WP — WP WP
(Buny )SO =Buny and (Buny )=° = Bun‘f\fp7

and the map j(g)lob = iglob is the open embedding

p dglob wP
Buny < Buny .

For A € A"*® — 0 we have a canonical isomorphism

7wp =
(Bunx )™ ~ Bung x Conf*,
Bunp

where

(13.9) AJ*" : Conf — Bunr, Sk wk e W (S - k).

13.4.3. We have the corresponding full subcategories
STy e106(G) = C Shvge (Buny )=

and
ST, g106(G)=> C Shvge (Buny )=),

and the corresponding pairs of adjoint functors

(jglob)! : SIq,glob(G):k = SIq,glob(G)SA : (jé\lob)A7

(.i;\lob)* = (jglob)! : SIq,glob(G)SA = Slq,glob(G)fA : (jglob)*;

!

<. A 3.
(ig1ob)t = (igon)» © Slgglon(G)=" = STy a1ob(G)=" ¢ (ig1on)"

@wb)* : SIq,glob(G)SO = Squglob(G)S)\ : Gglob)*~
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13.4.4. The full subcategory Sl giob(G)=° C Shvgc (Bunfvp) is characterized as follows:

An object F € Shvge (Bunfvp) belongs to SIg,g1on(G)=? if and only if each (i}i,p,) () (or, equivalently
(iglob)*(ﬂf)) belongs to the corresponding full subcategory

=X\ =—wf =\
SIg,glob(G)™" C Shvge ((Buny )™7).

In its turn, pullback along
(Bunf\fp):A — Conf*

is fully faithful, and its essential image is exactly ST, glon(G)™>.

13.4.5. Consider the map
Tan : Shan — Buny -
Note that it follows from Theorem 8.1.4 that the pullback functor
Than : Shvge (Buny ) = Shvge (Shan)
is fully faithful.
The following is a metaplectic analog of [Ga7, Corollary 3.5.7 and Theorem 4.3.2]:

Theorem 13.4.6. The functor
7&)/‘7 —
TRan : Shvge (Buny ) = Shvga (S%an)
induces an equivalence between
<o A’
SIq,glOb(G)_ C ShVSG(BunN )
and

SIq,R,an(G) 1 (- SthG (SRan)

unt

Moreover, after applying the cohomological shift by
dg = dim(Bun“]ifp) =(g—1)(d—(2p,2p)), d=dim(n),
it 15 t-exact.

13.4.7. Let IC leob € (Shvge (BunN ))O be the IC-extension (in the category of §%-twisted sheaves) of

the constant perverse sheaf on Buny N . From Theorem 13.4.6 we obtain:

Corollary 13.4.8. We have a unique isomorphism (WRan)!(IC:oglob)[ 9] ™ ICq Ran €Fltending the tau-
tological identification over S% ...

14. TORUS EQUIVARIANCE AND THE HECKE PROPERTY OF THE SEMI-INFINITE IC SHEAF

The goal of thls section is two-fold. First, We will introduce a twisting construction, which will

allow us to put IC on twisted versions of SRCm Second, we will study the Hecke eigen-property of

102,

q,Ran?

q,Ran
which is a crucial ingredient for the Hecke enhancement of the Jacquet functor.

14.1. Adding T-equivariance. In this subsection we will show that IC has a natural structure

q,Ran
of equivariance with respect to the group 2+( )R,an-
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14.1.1. The constructions in Sect. 12 all have a variant when we replace the condition of equivariance
with respect to S(N)ﬁ;n by the structure of equivariance with respect to S(N)ﬁ;n - 2H(T)ran-

Thus, we obtain a full subcategory
(STaran(G)) T TR 1= Shvge (Gran) N Hon e Ren © Shivgo (Grman) R,

along with its variant

(SIq,Ran(G)SO)2+(T)Ran := Shvgo (g(r){an)2<N)ﬁ§,,-2+<T)Ran C Shvge (gORaIl)2+(T)Ran
as well as

(S ran (G) =) Mran = Shyge (Snan) S Ren = Dian Sy (Shan) s e
and

(STyran(G) ™) MRan = Shvga (Sha) N Fan & Dien © Shyge (SRan) S TRen,
14.1.2. For future use we note:

Lemma 14.1.3. The category (SIq,Ran(G):A)2+(T)Ra" is zero unless A € A¥.

Proof. The proof follows by analyzing the stabilizers:

By factorization, we may consider the case of a single point = € X, i.e., we have to show that the
category (Slg.« (G):A)£+<T>“” is zero unless X € A%,

Consider the (unique) T-fixed point t* € S* C Gr‘éﬁx. Restriction defines an equivalence

SIy.e(G)=x — Shvge ({t*}),
and hence an equivalence
(Slye(@)=n)® = ~ Shvge ({1 Do

The £1(T),-equivariance structure on the gerbe g¢ \ try corresponds to a character sheaf on (T,

and we have to show that this character sheaf is non-trivial if A ¢ A*.

Now, by [GLys, Sect. 7.4], the above character sheaf is described as follows: it is the pullback along
£1(T), — T of the character sheaf on T arising by Kummer theory from the map
b(A, =) : A = e(-1).
The triviality of the latter means that A € A¥.

14.1.4. We also have the corresponding unital variants:

(SIq,Ran(G)SO )£+(T)Ran c (SIQ’RM‘(G)SO)EHT)RM,

untl

(SIq,Ran(G)SA )2+(T)Ran c (SIq’Ran(G)S/\)SJr(T)Ran’

untl

— + ot
(SIq,Ran(G)Eﬁ\u)S (T)Ran (SIq,Ran(G)_/\)L (T)Ran
Note that the corresponding variant of Corrollary 12.5.9 says that pullback with respect to
pr?{,{m OpRan defines an equivalence

Shvga (COHfA)£+(T)Conf)\ N (SLLRam(G):rf:d)/L‘Jr(T)Ran7

where €7 (T)coner acts trivially on its base Conf*, but the equivariance structure for the gerbe G* is
non-trivial.

In particular, the recipe of Sect. 13.1 defines a t-structure on (SIq,Ran(G)i?ﬂ)er(T)Ra“ so that the
forgetful functor

(STg.ran(G)Z0)= MR 5 S ran(G)ZY

untl untl

is t-exact, and its restriction to the hearts is fully faithful.
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= <0 )£+ (T)rRan
untl .

14.1.5. Thus, we obtain that IC naturally upgrades to an object of (Slg,ran(G)

q,Ran

In particular, we note that the assertion of Lemma 13.1.9 follows from Lemma 14.1.3.
14.1.6. Note that the colimit (13.4) is naturally an object of
(STy.e(G)) S 1= Shvga (Grg, SNV (D,
Thus, by Theorem 13.2.8, we obtain that (13.4) gives a description of
IC,i = ICfRan |Grgjm
as an object of (SIq,z(G))E+<T)$.

14.1.7. Consider the category Shvge (?%an)2+(T>Ran. Thinking of it as
Shvga et Ran\g(l)xan)v
we can talk about factorization algebras in Shvga (?;an)gﬂmmn.
The next result is be proved along with Theorem 13.3.3:

fe.=)
2

Theorem 14.1.8. There exists a factorization structure on 1C thought of as an object of

g,Ran

(SIq,Ran(G)Erﬂl)i+(T)Ran, uniquely characterized by the requirement that it gives rise to the factorization

structure on IC 2 thought of as an object of SIq,R,an(G)ESW specified by Theorem 13.3.3.

q,Ran’

14.2. Hecke action on the semi-infinite category. In this subsection we will explore a key structure
b

¢ Ran» Damely, that it is a Hecke eigensheaf.

possessed by 1C

14.2.1. Let us perform the base change for all the objects involved with respect to the forgetful map

Ran, — Ran.

Consider the resulting category

o (NP
(S1g,Ran, (G))£+<T)R"“w = Shvge (Groéf,)Ranx)L<N)R“"‘£+(T)R“"’ )
and the object
= +
ICQ?Rang_» € (SI%Ranw (G))2 (T)Ranm7

equal to the !-pullback of IC‘?Ran along the map GréﬁRa“z — Gr‘éljRan.
Note that (SI; Rran, (G))I#(T)Ra“m is acted on naturally on the right by
Shvge (Crg ran, ) (@Roms
and on the left by

ot
Shvgr (Gr%ﬁRanl )L (T)Rang

14.2.2. Recall the groupoid Heckelgofm acting on £%(G)Ran, \Ran,, see Sect. 1.5.8. Consider the resulting
monoidal functor

wP
(14.1) Sph, , (G) i= Shvge (Cre)* (D5 - Shvge (G gan, ) (mens

Composing with the geometric Satake functor

Satq,c : Rep(H) — Sph, ,(G)

we obtain that (SIgRan, (G))QHT)RZ”‘E is acted on by Rep(H) (on the right).
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14.2.3. Similarly, we obtain a monoidal functor

(14.2) Sph, ,(T) := Shvgr (Gris)® D = Shvgr (Gr§ pan, )* Tmans,

In what follows we will replace the usual geometric Satake functor for T'
Satq,r : Rep(Tu) — Sph, . (T),
by its variant that takes into account a cohomological shift:
Satg, 7 : Rep(Tu) — Sph, . (T),
where

Satl, r(e*) = Sat(e)[— (), 2p)].

Composing, with (14.2), we obtain that (Slg ran, (G))2+(T)Ra"z is acted on by Rep(Tx) (on the left),
in a way commuting with the above Rep(H )-action.

14.2.4. Thus, we find ourselves in the paradigm of Sect. 10.4, and it makes sense to consider the
corresponding category

HeCkerel((SIq,Ranz (CJ))’E+ (T>Ram,Jr )

We have the following result, which is a metaplectic version of [Ga7, Theorem 5.1.8]:

o=}
2

Theorem 14.2.5. The object IC € (S rRan, (G))ﬁ(T)Ra“'x naturally lifts to object of the category

4,Rang
He.ckeml((SIq,Ranz (@))% (Mrang ),
14.2.6. Restricting to the fiber over € Ran,, we obtain that the object
102, € (Sl,..(G))* M=
lifts to an object of He::kerel((SIqw (G))’fr (T)z).

Remark 14.2.7. In Sect. 23.5 we will show how this structure follows from the identification of IC?Z

with 'ICE via the Drinfeld-Pliicker formalism.

14.3. Hecke structure and factorization. For what follows we will need to complement Theo-
rem 14.2.5 by the following statement.

14.3.1. The factorization isomorphisms (13.7) (viewed as taking place in the £1(T)-equivariant cate-
gory) give rise to factorization isomorphisms

==
2 ~
(143) IClIaRaﬂm |§%an X (Ran’ xRang)aisj
T Rang
oo oo
2. \RJ 2
= ((IC%RQH) & Icquaﬂz)‘((gg{an)J X§0Rana;> X (Ran’ xRang)qis;j

Ran’ x Rang

Le., ICf’Ranw is naturally an object of the category

(14.4) IC.2,. -FactMod(Shvga (Gre ran, ) (MRens ).

g,Ran
14.3.2. Recall now (see Sect. 3.4.1) that the actions of Sph, ,(G) and Sph, ,(T) on
ShVSA (Grg?Ranm )£+ (T)Ranm
give rise to ones on (14.4).

Composing with the metaplectic geometric Satake functors for G and T, we obtain that (14.4)
acquires a structure of module category over Rep(H) ® Rep(TH).
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14.3.3. The following comes along with the construction of the Hecke structure on IC?RMI:

Theorem 14.3.4. The relative Hecke structure on IC?RME giwen by Theorem 14.2.5 is compatible in

the natural sense with the factorization isomorphisms (13.7) and (14.3). Le.,
5

1C2 “FactMod(Shvga (Gré pan, ) (TRans )

q,Rang

e IC

q,Ran
lifts to an object of

Heckerel (IC?Ran —FactMod(Shng(GréﬁRanI)ﬂﬂT)Ra“I)) .

14.4. A T-twisting construction. In this subsection we will perform a twisting construction that

will allow us to consider variants of IC 2, _ on spaces that are fibered over a base with typical fiber

q,Ran
being goRan‘ This construction will be used in the definition of the Jacquet functor, and also for the
local-to-global comparison.

14.4.1. Let Y be a prestack equipped with a map to £ (T)ran\Ran. We let
wP
yGrg
denote the fiber product

Yoox (SN ran\GrE e ) -
£+(T)Ran \Ran

. o . =0
We will use a similar notation for y.S™, etc.

14.4.2. Pulling back with respect to the forgetful map
‘JGI‘“CJ;F — GrgﬁRarﬂ

from G, we obtain a gerbe on 5Gr°5”, which we denote by yg€.

o0
2

Further, pulling back IC we obtain an object

q,Ran>

yIC7 € Shv ga (yS").
In the sequel we will need the following two particular cases of this construction.

14.4.3. Take
ld = Gr(’;"f)l'{anv
equipped with its tautological map to £1(T)ran\Ran,
(J,Pc,a) = (J,Pc).

Note that we have a canonical identification

wPf wP w?
(14.5) yGr& ~ Grrran R>< Gré Ran-
an

The multiplicativity property of the gerbe G& ¢ %° (see Sect. 2.1.3) implies that the resulting gerbe
4G on yGr‘ép goes over under the identification (14.5) to the gerbe on Gr%fRan X Gr‘ijan equal to
Ran

9G,T,rati0 = (gT)fl X SG-

Thus, we obtain that
yICq € Shv 4o (yS")
can be thought of as an object, to be denoted

0
2

Grp IC

P p
¢ Ran € Shvga, 7 ratio (Gr? Ran RX Gré Ran)-
an

From we obtain:
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o=}
2

Corollary 14.4.4. The object g:,1C has a natural structure of factorization algebra in

q,Ran
I3 P
ShVSG,T,ratio (Gr‘;",Ran RX GI‘“CJ,"Ran).
an

14.4.5. Let us now take
Y = Bunr xRan,

equipped with its natural map to £ (T)ran\Ran. Consider the corresponding object

o oo
Ed £ =0

2 — 2

Buny IC "Ran i= Bunp xRanlCq® € Shv o6 (Bung xRanS ).

—0 —0 .
Note that the prestack BunySRan = Bunp xRanS admits a natural map
70 —_
TRan - Bunp SRan — Bunsg,
so that we have a Cartesian square

—=0 —0
SRan ? Bunp SRan

"Raul JV'"Rau
7“)%) —_
Buny —— Bung
| Js
wP
pt ——  Bunr.
14.4.6. Let G972t denote the gerbe on Bung equal to
SG ® (gT)fl’
where G is the pullback of the same-named gerbe on Bung (see Sect. 7.3.4) along the map
P : Bunp — Bung
and G7 is the pullback of the same-named gerbe on Bungz (see Sect. 7.3.4) along the map
q: Bunp — Bunr.

L . . =0
Note that we have a canonical identification of gerbes on Bung; SRran

(146) Bunp xRanSG ~ (WRan)*(9G7T7ratio).

G,T,ratio
g

14.4.7. Note also that we have a canonical trivialization of the restriction of along

j o —_
Bunpg g‘1—>b Bung.
This trivialization is compatible with the trivializations of the restriction of both sides of (14.6) to

0 —0
Bunp SRan C Bungp SRan .

We let BunyIC 2, denote the IC extension (in the category of G@-Tratie_tywisted sheaves on Bung)
of the constant perverse sheaf on Bung (the latter makes sense due to the above trivialization of
9G,T,ratio‘BunB )

The following is a metaplectic analog of [Ga7, Theorem 6.3.2]:
Theorem 14.4.8. There is a unique isomorphism
(WRan)!(BunT Icfglob)[dg + dim(Bunr) + deg] ~ Bun, ICZRan

extending the tautological identification over Bung S an, where the value of deg equals (N, 2p) over the
connected component Bun) of Bunr.
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Remark 14.4.9. We normalize the bijection
mo(Bunr) >~ A
so that the map Grr,, — Bunr sends
Gra\v@ — Bun%7
where Gr%,z is the connected component of Grr ., that contains the point t*.

14.5. Hecke property in the twisted context. In this subsection we will show how the Hecke
2

property of IC g ... translates to a Hecke property of its twisted version yIC2 constructed in Sect. 14.4.
This is a necessary ingredient for establishing the Hecke property of the Jacquet functor.

14.5.1. Let us base change the discussion in Sect. 14.4 along the map Ran, — Ran. l.e., let us assume
having a prestack Y, equipped with a map

Y = £7(T)Ran, \Ran,.

Consider the corresponding prestack

yGre =y x (&5 (T)ran, \GrE ran, ) -
LH(T)Ran, \Rang

14.5.2. Recall again the groupoid Heckeléfz acting on £ (G)Rran, \Ran,, see Sect. 1.5.8.

By construction, this action lifts to one on HGr“ép. Hence, we obtain a monoidal action of Sph, ,(G)
on Shv, g (y Grel).

Composing with the geometric Satake functor Satqc, we obtain an action of Rep(H) on
Shv,go (yGrg").

14.5.3. Consider now the action of the groupoid Hecke’?S, acting on £ (T)ran, \Ran,. Assume that
we are given a lift of this action to one on Y.
I.e., we assume being given a prestack yHeCkelTsz equipped with maps
W "
Y <L yHecke?S, —5 Y
and a map
loc loc

yHecker , — Hecker,

that make both square in the diagram

“— —

h h
Y L~ yHeckeRS, —X— Y

! I l

£ (T)Ran, \Ran, PR Hecke'RS, _hT et (T)Rran, \Rang,
Cartesian.

14.5.4. Under the above circumstances, the above action of Heckelﬁ’cz on Y can be further lifted to an

action on gGr‘ép (given by leaving the G-bundle P¢ intact).

In other words, we have a prestack 4§ Gris? Heckelj«’fz equipped with maps

wP loc wP
yGrg Cre? Hecker, — yGré

and a map
1 1
) Grs? Hecker, — yHeckers,
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that make both squares in the diagram

«—

5
p ho h P
yGregy +— pens Heckelﬁfz — yGrg

! l !

< —
h h
Yy +—T—  yHeckep, —F— Y

Cartesian.

14.5.5. From here we obtain that the monoidal category Sph, , (T') acts on the left Sthgc (y Gr“c";p).
Moreover, this action commutes with the right action of Sph, ,(G).

Composing with the geometric Satake functor Sat,r, we obtain an action of Rep(Tw) on
Shv, ga (y Grs"), which commutes with the Rep(H)-action defined above.

14.5.6. Thus, we obtain that Shvygc(yGrgp) can be viewed as a category equipped with an action of
Rep(H) ® Rep(TH), and we find ourselves in the context of Sect. 10.4.

From Theorem 14.2.5 we obtain:
Corollary 14.5.7. The object

ook
2

yIC € Shy o (yGre)

q,Rany
lifts to object of Heckerel(Shvygc(gGr%’;p)).

14.6. Hecke action over Grr. We will now consider an example of the situation described in Sect. 14.5
(another example will be described in Sect. 14.7 below). The construction in this subsection has a direct
import on the Hecke property of the Jacquet functor considered in the next Part.

14.6.1. Let us be in the context of Sect. 14.4.3, but with a marked point z. L.e., we take
H = Gr;}’fJRanz7
together with its natural map to £ (T)ran, \Ran,.

The action of Heckelﬁfz on £7(T)Ran, \Ran, naturally lifts to a right action on Gr%fRanZ‘ Using the

inversion involution, we obtain a left action of Heckelqi’fz on GI7 Ran,- Hence, we find ourselves in the

context of Sect. 14.5.3.

14.6.2. Recall the identification (14.5):

wP wP w?
‘éGrG A GrT,RanI RX GrG,RanI .

Lang

This identification intertwines the left action of Heckelc‘;)fz on gGrép of Sect. 14.5.2 and the natural
right action of Heckeléfz on Gr#fp\anw X Gr@?Ranw via the second factor.
Ran

In addition, the above identification intertwines the left action of HeckelTo,cgC on gGr“C’;p of Sect. 14.5.4
and the natural right action of Heckelq‘w’fz on Gr%ﬂf}RanT X Gr“épRan via the first factor, precomposed with
" Ran ’ v

the inversion involution on HeckelTofz (note that inversion turns a left action into a right action).
. P P
Hence, we can view Shvge,z,ratio (G Ran, RX Gré Rran,) as a module over Rep(H) ® Rep(TwH),
angy

where we precompose the action of Rep(Tw) with the Cartan involution 7TH  see Sect. 2.5.4.
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14.6.3. From Corrollary 14.5.7, combined with Sect. 2.5.5, we obtain:

Corollary 14.6.4. The object

oo
o3 wP wP
GrTICq%Ranx S ShVQG,T,ra':iO(GfrT,Rancc RX GrG,Ranm)
ang

lifts to an object of

L]
Heckerel(Shvgc,T,mno(Gr“{waRanm X GrgRanz)).
Rang
14.6.5. We will now need to complement of statement of Corrollary 14.6.4 to take into account the
factorization structure.

0
2

By Corrollary 14.4.4 we can regard g, I1C as a factorization algebra in the category

q,Ran

P P
Sthc,T,ratio (GI‘%RM‘ R>< Gr‘é’Ran)
an

and GrTIC(?Ranz as an object of
(14.7) Grp IC?Ran -FactMod <ShV9G,T,ratio(GI“jd"ijanz X Gr“é’jRanx)> .
’ Rang

As in Sect. 14.3.2, we can regard (14.7) as a module category over Rep(H) ® Rep(Tw). From
Theorem 14.3.4 we obtain:

20
2

Corollary 14.6.6. The relative Hecke structure on grp1C given by Corrollary 14.6.4 is compat-

gq,Rang
oo
2

ible with the factorization structure in a natural sense. I.e., grp1C naturally lifts to an object of

the category

q,Rangy

o=}
2

q,Ran

He.ckerel (GTTIC -FactMod(Shvga,7,ratio (Gr%mmm X GT‘&?RauJ)) .
: R

14.7. Global Hecke property. In this subsection we will consider another example of the paradigm
of Sect. 14.5, which contains a global aspect, incarnated by the stack Bunr of T-bundles on a complete
curve X.

The material in this subsection is needed for the local-to-global comparison for the (Hecke version
of the) Jacquet functor, which is, in turn, used to establish the commutation of the (Hecke version of
the) local Jacquet functor with Verdier duality.

14.7.1. Consider the ind-algebraic stack (Bung)eo.z. By construction, it is equipped with a pair of
maps
pt /£7(@)s + (Bung)eo.x — pt /L7 (1)

loc

The action on Hecke?S, on pt /£ (T), naturally lifts to a (left) action on (Bunp)sc.: we modify
the T-bundle, while leaving the G-bundle intact.

loc

Similarly, the right action of Hecke%, on pt /€7 (G), naturally lifts to an action on (Bung)ec.z: we
modify the G-bundle, while leaving the T-bundle intact.

Thus, the category Shvge.r.ratio (Bunp)eo.z) acquires a left action of Sph, ,(T) and a commuting
right action of Sph, . (G).

Remark 14.7.2. Concretely, the action of Sph, ,(G) on Shvga.r.ratio ((Bung)ec.z) is given by the formula

— — 1 P
F,8a +— (ha)« ((hG)!(?) ® SG|(B oo, Heckelge ) ,  F € Shvge,1,ratio (Bungp)oo.z), 8a € Sphqw(G)
unpg)oo-x @
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for the maps in the following diagram

—

ST ha 1 ha ST
(Bung)eos <—— Bunp)..,HeckeG, ——— (Bunp)ooa

l ! !

—

pt /L (G)s 1o Heckels?, e ot /84 (G)..
Similarly, the action of Sph, ,(T') on Shvge.7.ratio (Bung)ec.z) is given by the formula

— — ! -
F, 87— (hr). ((hT)!(g') ® S| Fe SthG,T,ratio((BunB)oo.x), St € Sphq,x(T)

N loc
(Bung)oo.x HEkeT ) ’

for the maps in the following diagram

—

B hr 1 ho B
(Bunp)eoz ¢ (Bunp). ., Hecker, ——— (Bunp)e.o

! ! l

— —

pt /ST (1), 2T Heckel2S, T bt /8T,

14.7.3. Applying geometric Satake, we obtain an action of Rep(H ) and a commuting action of Rep(Tx)
on Shvga,7,ratio (BUNB)oo-z)-

Warning: Here, unlike the local version, we use the usual geometric Satake functor Satq,r (and not the
cohomologically shifted version SathT, see Sect. 14.2.3).

The following is a metaplectic version of [BG, Theorem 3.1.4]:
Theorem 14.7.4. The object BunTICngb
Heckerel (Shvga, 7 ratio (Bung)eo-z))-

Remark 14.7.5. In [BG], the Hecke property of ICqyy;,, Was established with respect to objects V' €

Rep(G) that lie in the abelian category (Rep(G))Y. This is, however, sufficient because Rep(G) is the
derived category if its heart. The same remark applies in the metaplectic case.

€ Shvge,T,ratio (Bunp)eo.) naturally lifts to an object of

14.7.6. Let us return to the setting of Sect. 14.5 with
Y := Bunr xRan,.
Consider the resulting prestack

BunTGrG,Ranw ‘= Bunp XRaanrG .

and the corresponding closed sub-prestack
—0 P

(BunTSRanl, )ooz C BunTGrG,Ranmy

see Sect. 8.1.1.

Note that the actions of the groupoids Heckelﬁcx and Heckelé’fx preserve this sub-prestack. In par-

ticular, we can consider Shvy, XR,_Gmg((BunTg(l;anm)oo.gg) as equipped with a right action of Sph, ,(G)
and a commuting left action of Sph, (7).

In particular, we obtain that Shvy,, XRanS((BunTgoRanm)oo'z) is a module over Rep(H) ® Rep(TH).
It follows from Corrollary 14.5.7 that the resulting object

o
oo —0
2

Bunp ICq,Ranz € ShVBunT xRan I ((B““TSRHDI )0096)

naturally lifts to an object of

® =0
Heckerel (Shvy,,,. . « ran S ((BunpSRan,, )oo-z))-
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14.7.7. Note that the projection

70 —
TRan, - (BunTSRanz)oom — (BunB)oo~:c
loc loc

. . . —0 —-—
intertwines the actions of Hecker, and Heckeg?, on (BunySRan, )oo-x and (Bung)eo.a.

Hence, the pullback functor

(TRan,)' : Shvga. rusatio (BUNB)oo-a) = ShVp. s 15 (BungSRan, )oo-r)

gives rise to a functor
Heckerel (Shvga,7.ratio (Bung)sc.o)) — Heckerel(Shvy,,, - rans ((Bunnganm oo-z))-

14.7.8. The following is a metaplectic version of [Ga7, Theorem 6.3.5]:

Theorem 14.7.9. The isomorphism
(7TRanm )!(BUHT Iczfglob)[dg + dim(BunT) + deg} = Bu“TICfRanz

of Theorem 14.4.8 lifts to an isomorphism of objects in Heckere(Shvy,, xnanS’t((Bunngtanw)oow))~

14.8. Local vs global Hecke property. In this subsection we will study the compatibility of the
constructions in Sects. 14.6 and 14.7, respectively.

14.8.1. Recall the closed subfunctor

—=0 wP wP wP
S C » Grg ~Gr X Gré ran-
Gr%,Ran Gr%,Ran G T,Ran Ran G,Ran

We have a Cartesian square

—0
Grglp,® 7 BunpSRan

l !

3
Gr7 pan — Bunr.
. . —=0 _— .
Composing with the map TRan ! BunpSRan — Bung, we obtain a map

0 -
TGrr © Qe RanS — Bunpg

so that the diagram

—0 TGrp R
Gre?, S e BuIlB
T,Ran

(14.8) l lq

o
Gr? ran — Bunr
commutes.

Note that the pullback of the gerbe G 1™ along Tarp goes over to the restriction of the gerbe
denoted G&Tratio on Gr%?Ran X Gr‘*c’;Ran.
Ran

Unwinding the constructions, from Theorem 14.4.8 we obtain:

Corollary 14.8.2. There ewists canonical isomorphism in Shvge, 7 ratio (Gr%)pR ?O)

n
e
2

(WGTT)!(B‘J“TIC(fglob)[dQ + dim(Bunr) + deg] =~ ¢, IC

q,Ran?’

where the value of deg equals (A, 2p) over the connected component Bun? of Bunr.
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14.8.3. Consider now the closed subfunctor
—0 wP wP wP
p S 2z C » Grg ~Gr x Gr .
Gr%,Ranm( )oo T Gr#‘,Ranm G T,Rang Rom, G,Rang

Similarly, to the above, we have a map

0 .
TGrr  Gpe (S )oc-z — (Bung)oo-a,

T{)Rauz
compatible with the gerbes, and with the actions of the groupoids Heckelé’fI and Heckelq‘{cx.

In particular, the functor of pullback

(WGrT)! : Shvga, 7 ratio (BUNB)oo.2) = Shvga,r ratio (Gr%f)RanI(S )ooz)

gives rise to a functor

Heckerel (Shvga, 7 ratio (BUNB ) co-z)) — Heckerel (Shvge, 7 ratio (Gr;"R (S

From Theorem 14.7.9 we obtain:
Corollary 14.8.4. The isomorphism
(WGTT)!(BHHTICZglob)[dQ + dim(BunT) + deg] = GrTIC7
of Corrollary 14.8.2 lifts to an isomorphism of objects of

q,Rang

Heckere1(Shvgc,T,rano (erp (go)wx)

T,Rang
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Part V: The Jacquet functor

In this Part we begin the process of relating the two categories involved in our main theorem: the
Hecke category of Whitg . (G) and a certain category of factorization modules. The relationship will be
realized by a functor from the former to the latter, the main ingredient of which is (one of the versions

of) the Jacquet functor
Whitg . (G) = Shvgr (Gr'g an, )-

15. CONSTRUCTION OF THE JACQUET FUNCTOR

The goal of this section is to construct the Jacquet functor

Jte Fact : Whitg o (G) — QW _FactMod(Shvgr (G ran, ),

Q3" _mod is a certain factorization algebra in Shvgr (Gr“fijan), and

Q;Nhitg* -FaCtMOd(ShVST (GI“’;‘TRanm ))

where

denotes the category of factorization modules over it in ShVQT(Gr‘f«f’Ranz).

In the next section, we will upgrade the functor Ji« ract to a functor

ke : He'cke(Whitq,z(G)) — QU _FactMod(Shvgr (G ram, ))-

15.1. The bare version of the Jacquet functor. The definition of the functor Ji ract Will proceed

in stages. In this subsection we will define the functor
Jis,sprd © Whitg 2 (G) — SthT(Gr7*f)Ranz)y
which we should think of as the composition of Ji« ract and the forgetful functor
QB _PactMod(Shvgr (G ran, ) = Shvgr (Gré R, )-
15.1.1. Recall the object

o0
2

P p
Gr%p 1C S SthG,T,ratio (GY%RM RX GruG)’Ran),
an

gq,Ran
We will consider its counterpart denoted

oo
2

s P p
Gry? ICq,l Ran € ShVSG,T,ratio (Gr(’i}"’Ran R>< Grg7Ran),
’ an

in which we replace N ~ N~ and GG s (SG)fl.
15.1.2. We define the most basic version of the Jacquet functor
JteRan © Shvge (Gre gan) — Shvgr (Grfiran)
as '
T (01)e (s 101 ®(0)' (9),
where pr and pg are the projections

wP wP wP wP
(15.1) GI7 Ran ¢ GIT Ran R>< Gré ran — GIG Rans
an

respectively.

Note that the functor (pr). makes sense since the tensor product

o !

= !
Gr‘j‘ip Iqufl ,Ran ®(pG) (3:)
belongs to the category
SthT (GI'L;{JRan RX Gr‘ijan).

In other words, the functor Ji. is defined using the correspondence (15.1) with kernel G’ I1C

o _
PR

g¢—!,Rang "
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Remark 15.1.3. Let us explain the origin of the name “Jacquet functor”. Suppose that instead of

2
IC g, We use

. .
(.]Ran)*(wsgan) S Slq,l,‘an(cg)L (T)Ran7

along with its variants.
Denote the resulting functor
Shvge (Gre Ran) — Shvgr (Grf ran)
by 3*,Ran-
Then it is easy to see that J« Rran is given by

! -pullback * -pushforward
) — ) =

SthG (Grngan ShVSG (Grgp_ ,Ran ShVST (Gr;}"’pRan).

15.1.4. Along with Ji« Ran, we will consider its variants
3!*’13&"1 : SthG (GI‘L&TRM,I) — SthT (GTL;",pRanI)
and
Jtew : Shvge (Gré,) — Shvgr (Gri,),
defined using the objects

oo
2

P P > P P
Grse? ICq IS Shvgc,r,mmo(Gr%Raanx Gré Ran,) and Grio? ICq"Llym € Shvga 1 ratio (Gry  XGré ),

,
~1 Re

an

> x ang

oo
PR

respectively, obtained as pullbacks of Cr? IC *Ran-

15.1.5. Recall now the functor
sprdg,,, : White,:(G) = Shvge (Gr‘é’YJRanw),
see Sect. 8.2.8.
We define the functor
Jtspra : Whity . (G) = Shver (Grf ran, )
as the composite
3!*,Ranw o SprdRanm .

15.2. The factorization algebra Q;Nhit’* . In this subsection we define a factorization algebra

QWP € Shvgr (G ran)-

It will be essentially equivalent to the factorization algebra on Conf used to define the category of
factorization modules that appears in the right-hand side in our main theorem.

15.2.1. Recall that the object
Vacwhit,Ran € Shvgc(Gr“é[jRan).
Recall that, according to Theorem 8.4.6(a), Vacwhit,ran has a structure of factorization algebra in
Shvge (Gre ran)

o=}
2

Recall also that, according to Corrollary 14.4.4, g, ICq has a structure of factorization algebra

—1 Ran
in ShV(gG,T,ratio)fl(Gr’lw"f)Ran X Grué’,JRan)'
Ran
Hence, by Sect. 3.2.1, we obtain that

oo !
Grp ICq’{’l’Ran ®@(pc)' (Vacwhit,Ran)

. . . . P P
acquires a natural structure of factorization algebra in Shvgr (Gr? gan R>< Gré ran)-
an
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15.2.2. Set
oo !

= (pr)«(errIC 25 g, ®(pc)' (Vacwhit Ran))-

Whity,

q

Whit,
Q

By Sect. 3.2.3, we obtain that Q
Shvgr (Grran)-

acquires a natural structure of factorization algebra in

Remark 15.2.3. In Sect. 18.4 we will a very explicit description of Q};Vhit!*.
15.3. Adding the factorization structure. In this subsection we will upgrade Ji« spra to a functor
Jte Fact : Whitg 2 (G) — QW _FactMod(Shvgr (G ran, ))-

15.3.1. Recall that Theorem 8.4.6(b) says that the functor sprdg,, —canonically lifts to a functor

(15.2) sprdp, . : Whitg »(G) = Vacwhit,Ran -FactMod(Shvge (Gra Ran, ))-
Consider GTTIC;%:;TRanz as an object of
>0 - wP wP
Grp ICq{l’Ran -FactMod (ShVST (GrTYRanw R;<HI GrG’Ranw)> .

Using Sect. 3.4.1, we obtain that the functor

> _ !
F— Grp IC;—’l,Ran ®p'G © SprdRanI (?)
upgrades to a functor

(15.3)  Whity..(G) —

o _ !
— (GrTIan;,Ran ®(pg)!(VaCWhit,Ran))—Fa,CtMOd (ShV(gG,T,,@Aio)—l (GI'/LIU{)Ranz RX GrLg;Ranz)> .

ang

15.3.2. Composing (15.3) with the functor (pr)« (see Sect. 3.4.1), we obtain that the functor Jis spra
upgrades to the sought-for functor

Jte Fact : Whitg o (G) — Q" _FactMod(Shvgr (Grf gan, ))-

16. HECKE ENHANCEMENT OF THE JACQUET FUNCTOR

The goal of this section is to perform the key construction of this paper, namely, to extend the
functor

Jte Fact : Whity 2 (G) — QW _FactMod (Shvgr (Grf gan, )
constructed in the previous section to a functor

Jiiegke, - Hecke(Whitg,. (G)) — Q3 " _FactMod(Shvgr (Grf gan, ))-

16.1. Extension of the bare version of the functor. In this subsection, as a warm-up, we will
extend the functor

Jtwsprd : Whitg +(G) — Shvgr (Grigan, )
to a functor

J!Iifscg?d : Whity »(G) — SthT(GT?,pRanw)-

16.1.1. By Sect. 10.3.3, the construction of the sought-for functor Jﬁfsgfd is equivalent to the following:
Theorem-Construction 16.1.2. The functor

Jtspra : Whitg 2 (G) = Shver (Grf ran, )
intertwines the Rep(H)-action on Whit, »(G) and the Rep(Tw)-action on Shvgr (Gr‘q"fRanz).

The rest of this subsection is devoted to the proof of this theorem.
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16.1.3. First, we note that the functor
sprdg,,, : Whity . (G) — Shvge (Grg,ran, )
intertwines the actions of Sph, ,(G) on Whit,, »(G) and Shvge (Grg,ran, )-
Hence, Theorem 16.1.2 follows from the next more general result:
Theorem-Construction 16.1.4. The functor
JreRany ¢ Shvge (Gra ran, ) = Shvgr (G ran, )
intertwines the Rep(H)-action on Shvge (Grg Ran,) and the Rep(Tw)-action on Shng(Gr%}Ranm).

We will see that the proof of Theorem 16.1.4 amounts to no more than diagram chase once we know
Corrollary 14.6.4.

16.1.5. The proof of Theorem 16.1.4 will fit into the following general paradigm:

Let C be a category equipped with an action of Rep(H ), and let D be a category equipped with an
action of Rep(H) ® Rep(Tw). Let E be a category, equipped with an action of Rep(TwH).

Let us be given a functor

V:CD—E,
equipped with a factorization
(16.1) CoD—-C ® D-LE.
Rep(H)

Note that C ® D is acted on by Rep(Tx). Assume that U intertwines this action and the given
Rep(H)
one on E.

L]
Let d € D be an object equipped with a structure of object of Heckere1(D). By unwinding the
definitions, in this case we obtain that the functor

=¥4:C—-E, c— ¥(c®d)
intertwines the Rep(H)-action on C and the Rep(T )-action on E.
16.1.6. We apply the above paradigm as follows. We take
C := Shvge (Gra ran, ); E = Shvgr (Gr§ gan, ),
and

p )
D= ShV(SG,T,ratio>—1(GI'L%’R&“! RX Gr‘é,Ranw).
ang

We will now supply the above categories with the required pieces of structure. First off, the functor
¥ is the functor

(16.2) F,9" = (pr)- (3"' ® (pc)!(?)> :

16.1.7. The action of Rep(H) on Shvge (Grg,Ran, ) (resp., the action of Rep(TH) on Shvgr (Gr‘:‘p’f}Ranm))
is given by composing the Sph, . (G)-action on Shvge(Grg,ran,) (resp., the action of Sph, . (T) on

Shvgr (Gr‘q"fRanm)) and the geometric Satake functor Satq,c (resp., Saty, r).

The action of Rep(Tw) on Shv ge 7.ratioy—1 (Gr%oRanz R>< Gr“éfRanI) is also given by Saty, 1.

Now, the action of Rep(H) on Shv g, 7 ratio)—1 (Gr‘f«fRanz X Grg:Ranz) is given by composing
Ran,

Satg,¢ : Rep(H) — Sph, ,(G)
with the inversion anti-homomorphism

inv® Sph, ,(G) — Sph -1 ,(G),
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see Sect. 2.5.1. Note that by Sect. 2.5.5, the latter is the same as the action of Sphq_l’x(G), precomposed
with the Cartan involution 7 on Rep(H).

The factorization (16.1) follows from the formula
! | . !
1) (76 ()0 #50) ) = (or)- (( + i (5e) T ), 5 € Spi, (G

The fact that the resulting functor T is compatible with the actions of Rep(Tw) follows from the
formula

) (55208 0/ ®)) = (o). (56 5) ) wr, 50 € Sph, (1)

16.1.8. Finally, we take

p P
d:= GrTIC € ShV(SG’,T,ratio)—l (Gr;}‘,Ranz RX GrgyRanT/).
ang

’1 ,Ran

The structure on d of an object of Heckerel (D) is provided by Corrollary 14.6.4:

The Cartan involution on Ty (appearing in Corrollary 14.6.4), the Cartan involution on H (involved
in the action of Rep(H) on D, see above), and the swap of B and B~ (involved in the passage

GrTIC ~ GrTIC ) cancel each other out.

—1 Ran *1 ,Ran

16.2. Hecke structure on the factorizble version. In this subsection we will upgrade the con-
struction of the previous subsection to obtain the functor

sﬁe;ait : Hecke(Whit, . (G)) — Qp M FactMod(Shvgr (Gr gan, ))-
16.2.1. By Sect. 3.4.1, the category Qg " —FactMod(Shng(Gr%}{anm)) carries a (right) monoidal
action of Sph, . (T"), and hence an action of Rep(Tr).

By Sect. 10.3.3, the construction of the sought-for functor Jﬁeﬁa‘zt is equivalent to the following:

Theorem-Construction 16.2.2. The functor
Jre Fact : Whity 2 (G) — QWP _FactMod (Shvgr (G ran, )
intertwines the Rep(H )-action on Whitg »(G) and the Rep(Tw)-action on
QU _FactMod(Shvgr (G ran, ))-

The rest of this subsection is devoted to the proof of this theorem.

16.2.3. First, by Sect. 3.4.1, the category Vacwnit,Ran -FactMod(Shvge (Grg ran,)) carries a (right)
monoidal action of Sph, ,(G). From the construction of the functor

sprdpac; @ Whity, 2z (G) — Vacwnit,Ran -FactMod(Shvga (Gra Ran, )
in Theorem 8.4.6(b), we obtain that it intertwines the actions of Sph, ,(G) on the two sides.
Hence, Theorem 16.2.2 follows from the next more general result:
Theorem-Construction 16.2.4. The functor
(16.3) Vacwhit, Ran -FactMod (Shv g (Gra,ran, ) — Q5 " -FactMod (Shv gz (Gr§ ran, )

induced by J1« Ran, intertwines the Rep(H)-action on Vacwhit,Ran -FactMod(Shvge (Gra,Ran,)) and the
Rep(Tr)-action on Qg "™ -FactMod (Shvgr (G4 Ran, ))-
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16.2.5. We will prove Theorem 16.2.4 by applying the paradigm of Sect. 16.1.5.

We take
C = Vacwnit,Ran -FactMod(Shvge (Grg,Ran, ),
E := Q)" _FactMod(Shvgr (Grr,ran, ),
% !

D .= <GrTICq7,17Ran ®(p@)!(Vacwmt,Ran)) —FaCtMOd(ShV(SG,T,ratio)—l(Graj“tJRanz RX GI“‘(U;iJRanz)).

alg

We take ¥ to be the functor, induced by the functor (16.2).

16.2.6. Now the proof of Theorem 16.2.4 follows verbatim that of Theorem 16.1.4, using Corrol-
lary 14.6.6 as an additional input.
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Part VI: Interpretation via configuration spaces

In the previous Part, we constructed the functor

Irheey : Hecke(Whit, . (G)) — QR _PactMod(Shvgr (G ram, ))-

This functor is almost an equivalence: we will need to apply a certain renormalization procedure to
the right-hand side in order to turn it into one. However, in order to make sense of this renormalization
procedure, we will need to interpret the above category of factorization modules in terms of the config-
uration space, following the procedure of Sect. 5.5. The passage Grpr ~» Conf will have the additional
advantage of placing us in the context of finite-dimensional algebraic geometry, thereby making the
category of factorization modules more accessible to calculations (see Sect. 5.3).

Once we have reinterpreted the Jacquet functor as taking place in the category of factorization
modules over the configuration space, we will be able to state our main theorem.

17. FACTORIZATION ALGEBRA Q™!

In this section we put ourselves in the context of Sect. 5.1. We will describe a particular factorization
algebra, denoted sza“, in Shvga (Conf) that exists under some additional conditions on the geometric
metaplectic data gT.

The right-hand side in our main theorem will be the (renormalized version of the) category of
factorization modules over sza“.

17.1. Rigitification of geometric metaplectic data for 7. In this subsection we start with a
geometric metaplectic data G7 for the torus T and describe the additional condition that allows to
define the factorization algebra szau.

17.1.1. Recall (see Sect. 4.6.5) that the geometric metaplectic data G7T for T gives rise to a factorization
gerbe, denoted G*, on Conf. In particular, for each element A € A, we obtain a gerbe §* on X equal
to the restriction of G* along

T AT

X TZAT XN

Let FactGerTigid denote the space consisting of pairs: a geometric metaplectic data §7 and a trivial-
ization of G~ for every simple coroot «;. We have a fiber sequence of connective spectra

IT Tors(X,e* ") — FactGe & — FactGer,

K3
which fits into the commutative diagram

0 —— Ge(X, Zg(e)*™) —— FactGel# ——— Quad(A, e (-1)) —— 0

| | [
0 —— Ge(X,T(e)*) ——— FactGer —— Quad(A,e*™(-1)) —— 0.

Remark 17.1.2. Note that, in particular, that if G is semi-simple simply-connected, the connective
spectrum FactGe#' is discrete, i.e., it maps isomorphically to Quad(A,e***™(—1)).

17.1.3. Note that for an object 7 € FactGe;igid, the data of trivialization for the negative simple
coroots uniquely extends to a trivialization of the restriction of G*

C(())nf C Conlf,

in a way compatible with the factorization structure on G*.
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17.1.4. Let us show that if the geometric metaplectic data GT for T arises from a geometric metaplectic
data G, then the above condition is automatically satisfied.

First, we note that by [GLys, Sect. 5.1], this question reduces to the case of G = SLs. Next, by
[GLys, Proposition 3.1.9 and Theorem 3.2.6] every factorization gerbe on Grgr, is canonically of the
form

(detsr,)®, a€e”(-1).

The resulting gerbe on X = X ™% equals £* (see [GLys, Sect. 1.4.2] for the notation), where £ is
the line bundle on X that sends x € X to the line

rel. det. (w®? (2),w® %) ® rel. det.(w® ™ # (=z),w® " ?).

17.1.5. We claim that £ is canonically trivial. Indeed:

and

as required.

17.1.6. Thus we obtain that the map (2.2) canonically lifts to a map
(17.1) FactGeg — FactGeh&'d,
which fits into the commutative diagram
0 —— Ge(X, Zg(e)*™) ———  FactGeg ——— Quad(A, e (-1)),, —— 0
| | I
0 —— Ge(X, Zg(e)!*™) ——— FactGel#! ———  Quad(A,e**™(-1)) — 0,
cf. (2.4). In particular, we obtain that the map (17.1) induces an isomorphism

rigid X ,tors w
. ) - restr-
(17.2) FactGeg — FactGer X Quad(A, e (-1))
Quad(A,eX tors(—1))

17.2. Construction of szall as a sheaf. In this subsection we will define the (gerbe-twisted) perverse
sheaf underlying the factorization algebra szall'

17.2.1. As our initial datum, for each vertex of the Dynkin diagram i, let us choose an e-line denoted
fi,fact.

In Sect. 18.4.5 we will see the geometric meaning of these lines (they appear as geometric Gauss
sums).

17.2.2. Since Conf is a scheme locally of finite type, we have a well-defined full subcategory of twisted
perverse sheaves

Pervga (Conf) C Shvga (Conf).
We are going to define an object
Q™! ¢ Pervga (Conf).
We first define its restriction to Conf,

(olzman € Pervga (Conf).
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17.2.3. By Sect. 17.1.3, the gerbe G* is trivialized over anf, SO

(17.3) Shvga (Conf) ~ Shv(Conf)
and
Pervga (Conf) ~ Perv(Conf).

o o
So, we can regard the sought-for twisted perverse sheaf Q5™ as an object of Perv(Conf).

17.2.4. Recall that
[e] (e} A o
Conf= U Conf ~ U X7,
A€ Aneg AeAneg
where 5( * is obtained from
X =[x it A=Sni (o)

by removing the diagonal divisor.

For a fixed A and each i we consider the n;-th anti-symmetric power of the constant sheaf (fi’f“t)x

on X, as a local system on
X = xX(") _Diag.
Denote it by (F%2%)()%8" " Note that up to a trivialization of £ this is just the sign local
system on X (") — Diag.
17.2.5. Consider the perverse sheaf
(F) )58 ;] € Perv(X ™).
We set
o o o
Q2! € Perv(Conf) = Perv(X™)

to be the external product
(B (o) £ ) I,

o
17.2.6. Finally, we define szall to be the Goresky-MacPherson extension of sza“ in the category of
twsited perverse sheaves Pervga (Conf).

17.3. Factorization structure on Qflma“. In this subsection we endow Qflma“ with a structure of
factorization algebra.

17.3.1. We have to construct a system of isomorphisms

mall 1\ ®.J
(17.4) Q7" (Cont gy = ()7 |(Cont ) asy;
satisfying a homotopy coherent system of compatibilities.

17.3.2. Note that both sides of (17.4) are perverse sheaves that are Goresky-MacPherson extensions of
their respective restrictions to

(Conf)gis; := (Conf)” N (Conf”)ais; € Conf” .
This is due to the fact that the addition map
Conf’ — Conf

is étale when restricted to (Conf”)gs.
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17.3.3. Hence, instead of (17.4), it suffices to construct the corresponding isomorphisms

(175) (022ma11‘ ; ~ (5;1n&11)|2’]|

o . o . .
(Conf )gisj (Conf )gisj

However, the latter results directly from the construction.

18. JACQUET FUNCTOR TO THE CONFIGURATION SPACE

In this section we will perform one of the main constructions in this paper: we will use the functor

Jiegke .t Whity o (G) — Q0 _FactMod(Shvgr (Gré gan, )

constructed earlier into a functor to produce a functor
Prect® : Whit,. (G) — Q2™ -FactMod(Shvga (Confao.s)).

18.1. Support of the Jacquet functor. As a warm-up for what follows, we will show that the
support of objects in the image of the functor Ji« spra is contained in the non-positive part of Gr‘%ﬁRanm,
see Sect. 4.6.

18.1.1. We will presently prove:

Proposition 18.1.2.
(a) The support of the object
Qb ¢ Shvgr (Gr‘ffr{an)
is contained in (Gr“fr{an)“on'pos.
(b) The unit map
(18.1) unit, (Wran) — Qy° 0

gives rise to an isomorphism

WRan — unit’ (Q;Nhit’* )-

18.1.3. Proof of Proposition 18.1.2(a). By factorization, the assertion of point (a) of the proposition is
equivalent to the following: the support of the object

Jie,e (Vacwhit,z) € ShvST(Gr‘;{)x)
is contained in the union of the connected components of Gr%f; corresponding to the elements of A™8.
To prove this, it suffices to show that if
({tx} x Supp(WO’*)) Nsupp(er IC 25 ) # 0,
then A € A"°8,

The intersection
o
2

(pr) ™ ({t'}) Nsupp(aer IC 2T ,)
equals §_’A7 viewed as a subset of Gr“c’;‘jz. This is while
supp(Wo*) = 5% c Gréﬁz.
Now, the assertion follows from the fact that

STMNS A0 = A e A"E
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oo
P

18.1.4. Proof of Proposition 18.1.2(b). To prove point (b) we note that the restriction of GrrpIC]
to

-1z
p p p
{1} x Gr¢» C Gry, x Gré,

identifies with IC?,};. Hence, we need to show that the map

e — H(Gr“c’;?z, IC?;’I; ®W07*)7
induced by (18.1), is an isomorphism.

We recall that supp(IC?i’l;) =5 while §°NnS° = {1}. Hence,

oo !

IC2,  @W™ ~éicr,

and the assertion follows.

18.1.5. As an immediate corollary of Proposition 18.1.2, we obtain:
Corollary 18.1.6. The support of the objects in the essential image of the functor
Jtespra : Whitg o (G) = Shvgr (G gan, )

. . . P -
is contained in (Gr? ran, Jooz

L]
Thus, we can consider the functors Ji« ract and J,},{‘fﬁl‘;ﬁt as taking values in

QM _mod -FactMod (Shng ((Gr%f’Ran)‘;;)T;;POS)) .

18.2. Jacquet functor as mapping to configuration spaces. In this subsection we will finally
construct the functors

Ppace : Whitg,o (G) — Q5™ -FactMod(Shvga (Confoc.s))
and

° .

Dt - Hecke(Whitg, . (G)) — Q5™ -FactMod(Shvga (Conf o))
18.2.1. Recall the factorization subspace
(18.2) (GrRan)™® < (Grigan) ",
see Sect. 4.6.
Let
QM € Shvgr ((Grforan) )

denote the factorization algebra obtained from QZVhit’* by applying the functor of !-pullback with
respect to (18.2), (see Sect. 3.2.1).

18.2.2. Consider the closed embedding
Ldp ne, LJJp non-pos
(183) (GrT,Rany_v )oogz — (GrT,Ran,_v )oo-zp )
see Sect. 4.6.6.
~He.ck ~He.cke

Let Jix Fact,red (1esp., Jii Fact,rea) De the functor obtained from Jui. ract (resp., JiiFaey) by composing
with the functor

(18.4) QUM FactMod(Shvgr ((Gri gan)iesPo)) — QW _FactMod (Shvgr ((Grf ran) %)),

q,red

given by l-pullback along (18.3) (see Sect. 3.4.1).
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Remark 18.2.3. Although we will not use this in the present work, one can show that the functor (18.4)
is almost an equivalence. Namely, inside

QB _PactMod(Shvgr ((Gr ran) ioP%))

one singles out a full subcategory (one that contains the essential image of the functors Jis ract and

3{16;1;;) that consists of unital factorization modules, to be denoted

Qb FactMod(Shvgr (G ran) aes°%) Junti-
Now, the functor (18.4) defines an equivalence from this subcategory to

QP _FactMod(Shvgr ((Gré ran) i) Juntt — Q0 2 _FactMod(Shvgr (G ran )2, ))-

q,red

This is due to the fact that the objects QZVhit’* and QZV::;!*, both viewed as factorization algebras in

Shvgr (Gr‘q"fRan), are related by the mutually inverse procedures of “adding the unit” and “passage to
the augmentation ideal”.

18.2.4. We now apply the equivalence of Sect. 5.5.1. Let
QVhin. ¢ Shyga (Conf)

q,Conf

be the factorization algebra that corresponds to

QY € Shvgr ((Grfiran)"®)

under the above equivalence.
Consider the resulting equivalence of (5.10)

(18.5) QWP _FactMod(Shvgr ((Grf ran)aePo%)) = QY _FactMod(Shvga (Confes ).

q,red q,Conf
Let
ki : Whit, - (G) = Qo _FactMod
%,Fact,Conf - q,x q,Conf
and

* ° .
I Faet,cont 1 Hecke(Whity,« (G)) — Qp ez -FactMod

denote the functors obtained from Ji«, Fact,rea and Sﬁfﬁﬁimed, respectively, by composing with the equiv-

alence (18.5).

18.2.5. We will denote by
/Qsmall
q
QWhit!*

the factorization algebra in Shvga(Conf) obtained from Q/'¢..f

by applying the cohomological shift
[(\,2p)] on the connected component Conf* of Conf.

The functor
(18.6) Shvga (Confee.z) = Shvga (Confes.z),

given by cohomological shift [(u,2p)] on the connected component Confk,., of Confe.., defines an
equivalence

ngifr';; -FactMod — /szan -FactMod .

18.2.6. Let
Pace : Whity o (G) — Q™ “FactMod

and
st : Hecke(Whitg . (G)) — '™ -FactMod

.
be the functors obtained from Ji« Fact,cont and JEfﬁl;ect’COnf, respectively, by composing with (18.6).
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18.2.7. Let
® : Whitg . (G) — Shvga (Confes.;) and &0+ : He.cke(Whitq,z (G)) = Shvga (Confeo.z)

denote the functors obtained from ®pace and PHEKe respectively, by composing with the forgetful

functor

oblvract : ng;tr’l; -FactMod — Shvga (Confe.s).

18.2.8. Recall the subcategory
Shvga (Confoo.gc)loc‘C C Shvga (Confee.z),
see Sect. 4.3.3. Recall also the Verdier duality equivalence
DY (Shvga (Confoe.2)') P — Shv ga)-1(Confoc.z)'**,
see Sect. 4.3.3.
A key technical assertion, which we will prove in Sect. 20.4 is the following:

Theorem 18.2.9. The functor ® sends compact objects in Whitg . (G) to Shvga (Confes.;)'°%, and

the diagram
DVe rdier

(Whit,(G)°)°? Whit, -1 (G)°

»| |e

pVerdier

(Shvga (Confao.2)°¢)°P 0 Shv gay—1 (Confec.s)'%

I

commutes, where the upper horizontal arrow is the equivalence (7.10).

Remark 18.2.10. A curious aspect of Theorem 18.2.9 is that we will use global methods to prove it. In
fact, it is this theorem that was the reason to introduce the global version of the Whittaker category,
Whitq,glob(G).

18.3. Explicit description of the functor ®. We will now make a pause and describe explicitly the

functor ® and the sheaf /Qflma“.

18.3.1. Recall the context of Sect. 14.4. Take
g = (Gr%:JRan)neg'
The corresponding twist \dGrgj of Gr“é‘jRan identifies with

w? wP neg wP wP neg
Grgran X (Gr7gan)” © = Grgcont X (GrRan)” -
Ran Conf
Since the map
(/Jp ~ (/Jp (/Jp neg L.dp
yGre =~ Gré cont C>< . (Gr7,Ran) — GT'&, cont

on:

is a base-change of the map (Gr%TRan)“eg — Conf, it induces an equivalence between spaces of gerbes
and gerbe-twisted sheaves.

Let G&Tmate 1o the gerbe on Grgjcgnf whose pullback to yGre” gives yG&. Let G* be the pullback
of the same-named gerbe along GrngOnf — Conf. Note that

9G,T,ratio ~ SG ® (9A)—17

where G is the gerbe on Grgchnf whose further pullback to yGrs’ is the pullback of the same-named

o
gerbe on Gr¢ g, along

P p p P
(18.7) yGré ~ Gré ran R>< (Gr7.Ran)"® = GIré Rran-
an
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18.3.2. Consider the object
HIC;’f € Shv(, ga)-1 1(yGrg ).
Let
IC 2 1 ,Conf
be the object that corresponds to 1t under the equivalence

€ Shv (gG T ratio)—1 (Gr‘éf,)conf)

ShV(cG T, ratio) (GI"G Conf) — ShV(L’ 9)— (H Grép).

18.3.3. Let
wP
Vacwhit,Cont € Shvge (Gré cont)

be the object that corresponds under the equivalence

Shvge (Gré cont) — Shvge (yGre')
to the pullback of Vacwnis,ran along (18.7).
18.3.4. Note that the tensor product

(188) VaCWhlt ,Conf ® IC —1 ,Conf

is naturally an object of
Shvga (Gré’jc(mf).
Unwinding the constructions, we obtain that
'Qsm! € Shvga (Conf)
is the direct image of (18.8) along the projection
Gr‘gjconf — Conf,

cohomologically shifted by [(A,25)] on the connected component Conf* of Conf.
18.3.5. Let us now modify the above discussion by taking
y - (GrT Ranm)goegx

. . . . P
Consider the corresponding version of the affine Grassmannian Grg so that
G,Confog. g

OJp Ldp ol LL);) neg
GrG,Confoo.l. c X (GrT,Rang_)oo r — GrG ,Rang RX (GrT,Rang_»)oo»z-

onfoo. ang
18.3.6. Applying the same procedure as above, we obtain an object

(CER

P
w
g—1,Confoo E ShV(SG»Tv”‘“O)_l(GrG,Confoo.m)v

and a functor
sprdggne.,., : Whitg-(G) — Shvge (Gr“{;ﬁcor,fwz).

18.3.7. For F € Whity, ,(G), the tensor product

(18.9) sprdcone.. ., (F) ® IC

1 ,Confoo. o
is naturally an object of ShvSA(Grchnfoc_w).

Then for F as above the object
®(F) € Shvga(Confeo.z)

is the direct image of (18.9) along the projection
Grngonfwx — Conf oo,
cohomologically shifted by [(\,25)] on the connected component Conf,., of Confeo.s.

18.4. Identification of factorization algebras. We now come to the first crucial computational
results of this paper (which makes everything work).
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18.4.1. Recall the factorization algebra Qflma“ introduced in Sect. 17. We claim:
Theorem 18.4.2. There exists a canonical isomorphism of factorization algebras
/szall ~ szan
for the choice of the lines >t specified in Sect. 18.4.5.
The assertion of Theorem 18.4.2 naturally splits into two parts:

Proposition 18.4.3. For the choice of the lines T specified in Sect. 18.4.5, we have a canonical

isomorphism of factorization algebras in Shvga (Conf)
! ysmall small
Q o ~Q o .
a |Conf a |Conf
Theorem 18.4.4. The object 'sza“ € Shvga(Conf) is a perverse sheaf, which is the Goresky-
o
MacPherson extension of its restriction to Conf.

We will prove Proposition 18.4.3 in the rest of this subsection. The proof of Theorem 18.4.4 will be
given in Sect. 18.7.

18.4.5. Recall that Kummer theory attaches to an element ¢ € e*(—1) a character sheaf on G; to be
denoted U,.. When ¢ # 0, the extension of ¥, along G,, — A' is clean; by a slight abuse of notation
we will denote it by the same character U..

Recall also that a geometric metaplectic datum defines for each vertex of the Dynkin diagram
an element ¢; € e*(—1). Recall also that we impose a non-degeneracy condition on the geomtetric
metaplectic datum, which says that all ¢; are non-trivial, see Definition 2.3.5.

Finally, recall that for our definition of the Whittaker category, we chose an Artin-Schreier character
sheaf x on G,.

We let 2" be the line (a “Gauss sum”)
H'(A', Wy, ® ).
Note this cohomology is a geomtric Gauss sum, in particular, H® = H? = 0.

By factorization, in order to prove Proposition 18.4.3, it suffices to perform the calculation on each
individual Conf™% ~ X. To simplify the notation, we will perform the calculation at a fixed point
zeX.

18.4.6. For X\ € A, consider the action of the element t* € L(T)z on Gr“c";z‘ It induces a functor

wP et w +
ShV(SG)—l(GrG/jZ)V‘ (T — Shv(ﬁG)71®9/>},m (GrG[,Jz)S (T)'c

Note that t* * ICg’fw identifies with the restriction of IC;;TCOnf to the fiber over the point
A-x € Conf.

Set
A4+ ,— A >® - . wP
s =t *ICq{l,z[<)\72p>] € Shv(ge)-1ggs (Gré ).
Note that the restriction of the gerbe (€)' ® G4, to S7* C Grg{:z is canonically trivialized, and
in terms of this trivialization, we have

IC

A2, — .
IC -2 ls— 2ws-a[(A,25)].
18.4.7. Thus, we have to show that
! e
(18.10) H(Grg,, WO ©1C T 277) ~ T(A', Wy, ® ).
! e
Note that the tensor product W%* @ IC it

L is an untwisted sheaf on Gr“éi]z due to the trivial-

ization of the restriction of §* to the point —ay - & € Conf, given by Sect. 17.1.4.
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18.4.8. First, by Corrollary 6.2.10(b), the object W%* is the *-extension of its restriction to S°.

The object ICq__afZT’_ is supported on S~ "*. Note now that the residue map defines an isomor-
phism
(18.11) SONSTT 5 AL

We will show that we have a canonical isomorphism

(18.12) (W ®IC 1 o)l sons— - = Yo, ® X
taking place in Shv(A').

18.4.9. Note that the open subset

(18.13) §°ns— M8 ns T
corresponds to
Al —0CA!,
while {0} C A corresponds to
(18.14) NS cs'ns ™
We claim that the object
! oo
(WO7* ® Iqufl,Conf)|Soﬁ§7’7a7"

is the *-extension of its own restriction along the open embedding (18.13). IL.e., we claim that its
I-restriction along (18.14) vanishes. However, this follows from Lemma 13.1.9 and the assumption that
@i is non-trivial.

Hence, it suffices to establish an isomorphism

! oo
(18.15) (W @ICE T Dlsons—ar = Tg, ® X

—1 Conf
taking place in Shv(A® — 0).
18.4.10. Recall that the gerbe G| go is trivialized, and in terms of this trivialization, the object W%*| g0
corresponds to wgo tensored by the pullback of x. Hence, in terms of this trivialization,

wo

$0ng——ai XX @ Wil _g-

Recall also that the gerbe (G9)™' ® G7|g- —a, is also canonically trivialized, and in terms of this

C . . —ai+ 5, - . . C e .
trivialization, ICq_f > 2" |g-,—a; corresponds to wg—,—a;[—2]. Hence, in terms of this trivialization,
o
2 ~
Icqfl,Conf |SO ns % = €al_o-

Conf ™ %i Conf ™~ %i
Hence, in order to establish (18.15), we need to show that the resulting trivialization of

5% s0ns——a: ® (§9) ™' ® )| gong——ai = G |g0ng——as

differs from the trialization of 9T|S—,—ai of Sect. 17.1.4 by the local system equal to the pullback of
W, along the residue map
§°NST T 5 Al —o.

This is a calculation performed in the next subsection.

18.5. Calculation of the discrepancy.
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18.5.1. As in Sect. 17.1.4, the calculation reduces to the case of G = SLs, in which case the gerbe G¢
is canonically of the form det§;, for a € e*(—1).

The corresponding quadratic form ¢ takes the value a on the (unique) coroot as, i.e., ¢i = a.

The line bundle detsr, admits a canonical trivialization when restricted to S% and also, by
Sect. 17.1.5, to ST~ %. We need to show that the discrepancy of these two trivializations, viewed as a
function,

S°NSTTY = G
equals the residue map.

18.5.2. A point of SN S™° "% is a rank 2-bundle M on X that fits into a diagram

w®32 (z)

S
®
o
i
[N

[
M — w
|
©-5(

w l—x)

where the row and the column are exact sequences. Such an M is uniquely determined by the choice
of a line

1
! C w?Z @w®7%(—w)z

that projects isomorphically to both factors

1
(18.16) WO (—)g £ — w2
The resulting isomorphism
o3

(18.17) w®7%(—m)m — We

can be regarded as a non-zero element of w®32 (z)a, where w®32 (z)x =~ A' by the residue map. It is easy
to see that the thus constructed map S° N S™~% — A' — 0 is the residue map of (18.11).

18.5.3. The two embeddings

(—z) < w®z @w®7%(—m) < w®? @w®

[NIE

1
w®2 (z) ® W®
induce the identifications

(18.18) rel. det(w®? ®w® 2 (—z),w®? ®w® ) ~

1 1 1 1 ®%

1
~ rel. det(w®2 (z) ® w® 2 (—2),w%2 B W¥ ?) @ w, >3

~
=W 7,

(where the last isomorphism comes from Sect. 17.1.5) and

(18.19)  rel. det(w®% @w@’_%(—x),w@% @w@’_%) ~
~ rel. det(w®% @w@’_%,w@% @w®_%) ®w§% ~ w?%.
However, by the construction of the isomorphism in Sect. 17.1.5, it follows that the above two
isomorphisms
rel. det(w®% &) w®7%(—w),w®% @ w®7%) o~ wf’%

coincide.
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18.5.4. The fiber of detsr, at M is given by
det. rel.(M, w®? @ w®_%).
We have a canonical short exact sequence
05w Bw® 3(—2) > M L@wd ™" 50,

where the line £ ® w® ! is regarded as a skyscraper sheaf at z. Hence, the fiber of detsr, at M can be
further identified with

1 1 1 1
det. rel.(w®2 ® w¥ 2 (—2),w®2 B W) QLR WETT,
and its two trivializations are given by

det. rel. (w®% ® w® ™3 (~2),w® GO ) @Le WPt THENY

1 _1 1 _1 _1 _, (18.18) gl _1
~ det.rel.(w®2 Pw® 2(—2),w®2 PW® )W 2 (1), QWS X we? @us o~k
and
1 _1 1 _1 _ | —in (18.16)
det. rel.(w®2 ® w¥ 2 (—2),w®2 BW®T2) VLR WET! ~
1 _1 1 _1 1 _ 1 (18.19 1 _1
~ det.rel.(w®? @ w¥ 2 (—z),w®? & W® 2)®w§2®w;® 1S )w§2®wz 2~ k,

respectively.

Hence, the discrepancy between the two is given by (18.17), as required.

18.6. Properties of the functor ® and its variants. By Theorem 18.4.2, we can consider ®Ppact

.
and ®Heke 55 taking values in the category sza“ -FactMod. In this subsection we will study some

basic properties of this functor.

18.6.1. Recall (see Sect. 5.4) that sense sza“ is perverse, the category szall -FactMod has a t-structure
for which the functor oblvpac is t-exact. Recall also the irreducible objects

Mpr € (™ _FactMod)” .
Here is the key result, proved in Sect. 18.7 below:
Theorem 18.6.2. Let A\ € AT be restricted. Then
B(W™M™) ~ oblv(Mp).
The above theorem has a slew of consequences pertaining to the properties of the functors ®, Ppact
and @E;}é‘e
Corollary 18.6.3. Let A € A" be restricted. Then

Bracd (V1) 2 2,
Proof. Follows from the fact that if /M?A!:c € sza“ -FactMod is such that

Oblv(/M?;c*t) - OblV(M}{:;:t)v
then MM ~ MM O

Fact — Fact*

Corollary 18.6.4. For any p € A,

He.cke ° JTNES T
Pract (Miwnie) = My
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Proof. As in Sect. 11.3.5 and using Sect. 5.2.2, we can reduce the assertion of the proposition to the
case when H is such that its derived group is simply-connected. In this case we can write u = X + v,
where A € AY is restricted and v € A*. We have:

e . ° . ° o
Hecke JYNES ~ &Hecke Al Y\ ~ & Hecke Al ~
Pract (Mignit) = Pract (Mignie) ® €7) = Prace (Migpse)) * 0v
* . .
Hecke /s P A, A,k JTNES
~ CI)Fact (lndHc::kc(MWhit)) * 5t’v >~ q)Fact (MWhit) * (St'v >~ MFact * (5,57 ~ MFact'
g

Corollary 18.6.5.

(a) The functor ®HIEe is t-ezact.
(b) The functor ®ract is t-ezact.
(¢) The functor ® is t-exact.

Proof. Point (a) is immediate from Corrollary 18.6.4 using the fact that the t-structure on the category
Hecke(Whitg,(G)) is Artinian (the latter by Proposition 11.3.3(a)).
Point (b) follows from point (a) since

L]
Hecke _
Pract >~ Pract oind o
Hecke

where ind .« is also t-exact.
Hecke

Point (c) is logically equivalent to point (b).
g

Remark 18.6.6. We will give an alternative proof of Corrollary 18.6.5(c) in Sect. 18.7, in the course of
the proof of Theorem 18.6.2.

18.7. Computation of stalks and proofs of Theorems 18.4.4 and 18.6.2. In this subsection we
will assume Theorem 18.2.9 and deduce from it Theorems 18.4.4 and 18.6.2.

18.7.1. In order to prove Theorem 18.4.4, using the Verdier autoduality statement established in The-
orem 18.2.9 and factorization, it suffices to show the following:

For A € A" with A\ # —q, the -fiber of ®(W?°) at the point A - ¢ € Conf lives in cohomological
degrees > 2.

We will now derive a general expression for the !-fiber, denoted
D(F)ae € ShVSSw(pt) =: Vectge

of ®(F) at -z € Confoo.p for A € A and F € Whit,(G). By factorization, this would give an answer
to the !-fiber of ®(F) at any other point of Confsc.s.

We will show that for any F € (Whit,(G))?, the object ®(F)., lives in cohomological degrees > 0.
Taking into account Theorem 18.2.9 and Corrollary 7.2.6, this will imply that the functor ® is t-exact
(see Remark 18.6.6 above).

Furthermore, we will show that for u restricted, ®(W*'*),.,. lives in cohomological degrees > 1 for
A # p. Using Theorem 18.2.9 and Corrollary 7.2.6, this will imply Theorem 18.6.2.

18.7.2. Recall the notation N
42, wP
11,2 € Shv(ge)-195a (GI& Ran),

T

see Sect. 18.4.6.
Unwinding the definitions, we obtain:

A2,
gtz

!
(18.20) O(F)re = T(Cre,, FRIC ) € Vectgo .
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18.7.3. We now claim:

Proposition 18.7.4. For F € (Whit,(G))%, the cohomologies Hi(Gr“é’jz,ffé IC::i’i) satisfy:
(a) H =0 fori < 0.

(b) H® identifies with H°(S™*, F|g—x[(\, 25)]).

(c) H" injects into H(S™>, F|g—x[(\, 20)]).

Proof. Note that the support of IC::%’_ |g—. is gf’k, which is the union of S™* for X' € A + AP,
Using the Cousin decomposition, it suffices to show that for any \" € XA + (AP°® — 0), the cohomologies

A2

) , ! _
H (S~ F| g ®IC 112 [s-)
vanish in degrees < 1+ (), 2p) and that the cohomolgies
. ! o
(18.21) HY(S™, Flgma ®IC)T 27 [g-0)
vanish in degrees < (X, 2p).

o0
2

Note that by Proposition 13.2.10, the restriction IC:j1 " |g—.n is isomorphic to

We_ A [(N,25)] @ Ky,

where Ky s is an object of the category Shvgzi wsA  (pt) that lives in cohomological degrees > 1.
.z N

Hence, it suffices to show that the cohomologies

H(S ™™, F|g n) € Shvgs (pt)

vanish in degrees < (X, 2p).

Applying the Cousin decomposition with respect to the orbits S*, it suffices to show that the
cohomologies

) Y
H'(S* NS, Flgung—.a)
vanish in degrees < (X', 2p).
By the definition of the t-structure on Whit,(G), the restriction F|sw is isomorphic to
< !’
XN Q@ wsn [_<M7 2p>} & K;u
where Kj, is object of the category ShVS{}.m (pt) that lives in cohomological degrees > 0.
The discrepancy of the identifications
9290 = 9A|SH|"|S*7>\, =~ 9/;/1
is given by a local system in Shvga ®(gh -1 (S*n Sf’)‘/). Hence, up to tensoring by lisse sheaves,
N pez
the restriction JF|g, - » identifies with
Wenng—A [_<N7 216” ® K,ltu
and hence lives in perverse cohomological degrees
> (u,25) — dim(S* N S~).
Hence, its cohomologies live in degrees
> (1, 2p) — dim(S* NS~ — dim(S* N S~ =
= (1,2p) — 2dim($" N S™) = (1, 25) — (u — X, 2) = (X', 2p),
as required.

The cohomologies (18.21) are analyzed similarly.
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18.7.5. We are now ready to prove the cohomological estimates stated in Sect. 18.7.1. The fact that
for any F € (Whit,(G))Y, the object ®(F)x . lives in cohomological degrees > 0 follows from Proposi-
tion 18.7.4(a).

Let us take F = W' with p restricted. Applying Proposition 18.7.4(b), we need to show that
H(S" N S™% XN suns—» @ Uq @ wsuns-a[(A = 11,27)]) = 04 X #

where ¥, is the local system on S* N S7* from Sect. 9.4.8. However, this is the statement of Theo-
rem 9.4.9.

18.7.6. Finally, let us take ¥ = W°. Applying Proposition 18.7.4(c), for the proof of Theorem 18.4.4
it remains to show that the sup-bottom cohomology

HY (S NS xnls0ns— ® Ug @ wgong—a[(A,25)])
vanishes.

This vanishing was established in [Lys, Theorem 1.1.5] under the (mild) assumption that the order
of each ¢; is large enough. In a subsequent publication we will give a proof in the general case (assuming

q # 1).
19. STATEMENT OF THE MAIN THEOREM

L]
In this section we will finally formulate our main theorem, which compares Hecke(Whitg,»(G)) with
a certain modification of the category Q5™ -FactMod.

19.1. Renormalization of szau -FactMod. In this subsection we will introduce a renormalized ver-
sion of Q5™ _FactMod, denoted Q5™ -FactMod"™". It is this modified version that will end up being
equivalent to Hecke(Whitg,,(G)).

The nature of this modification is that we declare a larger class of objects as compact; it mimics the
procedure that produces IndCoh from QCoh, see [Ga3, Sect. 1].

19.1.1. We define szn‘““ -FactMod™" to be the ind-completion of the non-cocomplete full subcategory
of Q5™ _FactMod that consists of objects that are finite extensions of (shifts of) the objects M‘é;:“f
Ind-extension of the tautological inclusion defines a functor

(19.1) un-ren : Q5™ FactMod™" — Q™! -FactMod .

Remark 19.1.2. Note that the functor un-ren is not fully faithful, even though it is such when restricted
to the full subcategory of compact objects.

19.1.3. Recall that the category sza“ -FactMod is compactly generated by the objects M‘é’;nf for p € A.
We will need the following result:

Proposition 19.1.4. The objects M. . and M . have finite length.
The proof will be given in Sect. 19.3.3.
Remark 19.1.5. When k = C, an alternative proof of Proposition 19.1.4 will be given in Sect. 29.2.6.

19.1.6. By Proposition 19.1.4, the category of compact objects in szall -FactMod can be thought as a
full subcategory in the category of compact objects in sza“ -FactMod"™".

Therefore, the procedure of ind-extension defines a fully faithful functor
ren : Qflma“ -FactMod — szan -FactMod™",

which is easily seen to be the left adjoint of the functor un-ren of (19.1).
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19.1.7. As in [Ga3, Sect. 1.2] we have:

Proposition 19.1.8. The category sza“ -FactMod™" has a t-structure, uniquely characterized by the
property that an object is connective if and only if its image under the functor un-ren is connective.
Moreover, the functor un-ren has the following properties with respect to this t-structure:

(a) It is t-exact;
(b) It induces an equivalence
(@3 FactMod™™)=" — (5™ -FactMod)="
for any n;
(c) It induces an equivalence of the hearts.
Corollary 19.1.9. The kernel of the functor un-ren consists of infinitely coconnective objects, i.e.,

m (szall -FactMod™™") S-n,

n

Remark 19.1.10. Note that there are two possible meaning for the notation Mé’g“f and M%> . and
M‘éng On the one hand, we can view them as objects of the original category szall -FactMod.

On the other hand, we can view them (using Proposition 19.1.4 for Mé’olnf and M% ;) as (compact)
objects in QZ‘““ -FactMod™".

We will not distinguish the two usages notationally, but will explicitly mention which one we mean
if a confusion is likely to occur.

We note that the funcltor un-ren sends Mél’(inf (resp., M&T ., M&™), viewed as an object of
Qsmall_FactMod™, to M. . (vesp., ME&T ., M), viewed as an object of Q5™ -FactMod.

The functor ren sends M%. ., viewed as an object of Q™! -FactMod, to M% ., viewed as an object
of Q™! _FactMod™".

However, the functor ren does not send Mg . (resp., M‘é;flf), viewed as an object of sza“ -FactMod,
to M, ;, viewed as an object of Q3™ “FactMod™". This is due to the fact that M ; and M.*, are
not compact in sz‘"‘“ -FactMod. In fact, the images of these objects under ren do not lie in the heart
of Q™! _FactMod™".

19.1.11. Recall (see Sect. 6.3.8) what it means for a t-structure on a DG category to be Artinian.

We obtain that the t-structure on Q,S]ma“ -FactMod™" is Artinian. This is the main point of difference
between QZ‘“au -FactMod and szau -FactMod™".

Remark 19.1.12. Since introducing the configuration space may seem a bit artificial, let us remark
that one define the renormalization Q5™ -FactMod™" purely in terms of the factorization algebra

Qy' M € Shvgr (Gr% ran)-
Namely, recall (see Remark 18.2.3) that the category Qf]mall -FactMod is equivalent to
QM FactMod(Shvgr ((Grf man) i s""") Junet.

We introduce the t-structure on this category by declaring an object co-connective if its !-restriction
to {z} C Ran,, viewed as an object of

Shvgr (Grir,),
is coconnective with respect to the following t-structure:

For p € A, on the connected component of Gr%f; ~ A, we shift the standard t-structure by [—(u, 27)].

Having defined the t-structure, we can define the sought-for renormalization:
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The renormalized category is the ind-completion of objects that are finite extensions of (shifts of)
irreducible objects in

. Q
(471 -FactMod(Shvgr (Grif an) ) unit) -

19.2. Statement of the theorem. In this subsection we define a renormalized version of the functor

dhecke which will allow us to state our main result, Theorem 19.2.5.

19.2.1. Note that Corrollary 18.6.4 implies that the restriction of the functor ®Hecke to

act
Hecke(Whitg . (G))¢ C Whitg . (G)
takes values in
(szall _FaCtMOdren)c c szall -FaCtMOd .

Hence, ind-extension defines a functor

cI)Hecke,ren . Hecke(Whitq,x (G)) N Q(szmall —FaCtMOdren

Fact

so that

. L
Hecke,ren Hecke
un-ren o®p 0T ~ B .

: Hecke,
19.2.2. By construction, the functor ®pio "

L] .
Heck
between &, and ®hccke.

preserves compactness. This is the main difference

19.2.3. By construction, we have:

Hc::kc,rcn ° NES S
(19.2) P (Minie) =~ M

Fact Fact>
as objects of sza“ -FactMod™".

o .
Since the t-structure on Hecke(Whit,,.(G)) is Artinian, we obtain that the functor ®pe ™ is
t-exact.

19.2.4. The main result of this work is the following:

Theorem 19.2.5. The functor ®pcE™ is an equivalence.

19.3. Outline of the proof. In this subsection we outline the main steps involved in the proof of
Theorem 19.2.5.

19.3.1. First, by Propositions 11.3.6 and 11.2.5, we can assume that the derived group of H is simply-
connected.

19.3.2. We will introduce objects

o~ M%!h‘m Mignie € Hecke(Whit(G))
with the following properties:
e (i)

S eif ' = p
Hom (Mgvi;it’Ms\}hit) = {

Hotke(Whity (G)) 0 otherwise.

L] L] L]
e (ii) The unique (up to a scalar) map M*' — M factors through the irreducible object MC\}!;W
and the fiber (resp., cofiber) of the map from M*' to it (resp., from it to Migy,,) has a finite

1% .

filtration with subquotients being irreducibles M@;git with ' < p.
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o (iii)
He.cke > ! ~ > ! He.cke y Loy ~ y Loy
Pract (Migmis) = Mpye and Prace (Migrpie) 2 Moy
as objects of szau -FactMod.

Let us show how having a collection of objects with the above properties implies Theorem 19.2.5.

L] L]
19.3.3. First, property (ii) above implies that the objects M*' and M** are compact.

Let us note that this, combined with property (iii) and (19.2), implies the assertion of Proposi-
tion 19.1.4.

19.3.4. Next we note that the isomorphisms of property (iii) above imply that we also have

He’ckeren .u‘ .u‘ He.cke ren .H* .H*
Pact (MFnie) = Mone and Py (Mighie) = Mot

as objects of Qflma“ -FactMod™", see Remark 19.1.10.

Proof of Theorem 19.2.5. Tn view of (19.2), it only remains to show that the functor ®LEF" is fully
L] L]
faithful. Since the objects M*"™* compactly generate the category Hecke(Whit,(Q)), it suffices to show

L]
Heck . . .
that the functor ®n o " induces an isomorphism

® * ° ® ° °
TN Y JYNES Hecke,ren w'! Hecke,ren Joy*
Hom (Miwhie: Mignie) — f]'Comﬂgma“-Feu:tModrC“(‘I'Fact (Miwhie)> Prace (M)

Hotke(Whity (G))
for all p, ' € A.

However, by a standard argument with the 5-lemma, it follows from (ii) above that it is sufficient
.
to show that the functor ®Le% ™" induces an isomorphism

Y o 3
Hecke,ren Hecke,ren

/1 . ® .
! Ly * ! Ly *
H (Miwhie: Minie) = g{omﬂzm"‘“—FactModrS"(q)Fact (Mhit)> Pract (Miwnit))

[
Hecke(Whitg (G))
for all p, ' € A.

.
The latter is equivalent to showing that the functor ®E¢%e induces an isomorphism

®
5!

o e o e .
m L% Hecke w'! Hecke L,
Hom (Miyhier Mignie) — %Omngmall FactMod (PFact (Miwhie), Pract (Mignie))

Hotke(Whity (G))
for all u, ' € A.
In view of properties (i) and (iii), and (5.8), both sides vanish for u # p’. So, it remains to consider

the case of u = u’. We have to show that the resulting map

v ! * * o ' L] «
e~Tom Mo, M) = Homegsman _ en (Moo, M) ~ e
Hecke(Whitg (G)) (Miwhie> Mihie) Qsmall -FactModren (Maer Miier)

is non-zero.
We argue by contradiction. If this map where zero, by property (ii) and the t-exactness of PRI

this would imply that ®HEF" (ML ) = 0, which would contradict (19.2).

O
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Part VII: Zastava spaces and global interpretation of the Jacquet functor

The goal of this part is to prove Theorem 18.2.9, and its Hecke extension, Theorem 22.1.5. A salient
feature of the proof is that it uses global methods, i.e., we will be working with a complete curve X.

20. ZASTAVA SPACES

In this section we will rewrite the Jacquet functor ® in terms of the global version of the Whittaker
category, Whit, - (G). The link between the local geometry (which involves £(IN)-orbits on Grg) and

the global one (which involves (Bunujifp)oo.z) is provided by the Zastava spaces.

20.1. Zastava spaces: local definition. In this subsection we will interpret the spaces involved in
the construction of the functor ® as Zastava spaces.

20.1.1. The (completed) Zastava space, denoted Z is defined to be

—0 ——,Conf
SConf N SConf )

. . . . . P
where the intersection is taking place in Gr& cont-

Let Vcons denote the projection Z — Conf. The properness of the affine Grassmannian implies that
the map vcont is ind-proper. However, we will soon see that Z is actually a scheme, so that the map
Vconf 18 actually a proper map of schemes.

20.1.2. Let Z C Z be the open subfunctor equal to

< —,Conf
SConf n SCOnf .

Let Z C Z be the open subfunctor equal to

0 ——,Conf
SConf N SConf

Finally, let
2:=2N2%C2Z.
20.1.3. We introduce the polar version of the Zastava spaces as follows:

——,Confs.

= =0
Zoom,ooa: = (SConfoo_m)oo»z N (SConfoc.m )oo-:cv
. . . . . P
where the intersection is taking place in Gré cont.. , -

Let vcoont,, ., denote the projection Zml’mz — Confso.. The properness of the affine Grassmannian
implies that the map vconf.,., is ind-proper.

20.1.4. We introduce the closed subspace Zoorzw C Zoo‘z,oo‘z to be
= —0 ——,Conf. 2
Zoo-z 1= (SCOnfoo.z)oc-z N (SConfoo.m )
Remark 20.1.5. Note that the space Zoo.» was used in the definition of the functor ®, see Sect. 18.3.7.

Indeed, the support of objects of the form

.2}
2

!
SprdConfoo.z (‘rf) ® ICq

,—

—1 Confeo.o
is contained in Zeo.e.
20.2. Global interpretation of the Zastava spaces. In this subsection we let the curve X be

complete. We will reinterpret the various versions of the Zastava space in terms of moduli spaces of
bundles on X.
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20.2.1. Consider the algebraic stacks
H—w’ B P om
Buny — Bung ¢— Bung-.
Consider the open substack

WP — P -
(Buny x Bunpg-)®**" C Buny X Bung-
Bung Bung

corresponding to the condition that the (generic) N-reduction and the (generic) B~ -reduction of a
given G-bundles are transversal at the generic point of X.
The maps
7+ Stiont — Buny

and

TConf * g&ﬁ?nf — Bung-
(see Sect. 14.8.1) define a map

7 = Buny x Bung.,

Bung

and it is easy to see that its image lands in (Buny x Bung-)%".
Bung

We claim:

Proposition 20.2.2. The map

Z — (Buny x Bung-)®"
Bung

is an isomorphism. Under this identification, the subspaces

220

2CZD

correspond to

P

(Buny sen

WP R p R
X Bung-)®" C (Buny x Bung-)*" D> (Buny X Bung-)®",
Bung Bung Bung

respectively.

Proof. Proceeding as in [Sch, Sect. 7], we can assume that the derived group of G is simply-connected.
In this case, we will explicitly construct an inverse map.

7&){) E—vn . . . .
An S-point of (Buny x Bung-)®" consists of a G-bundle P¢, equipped with a Pliicker data for
Bung

N and B~
(Pa, {x* A e AT} {7 A e AT},
where:

o (Pg, {/@X, A€ A*}) is as in the definition of (Bunuj\);p)wz, i.e., this is a data of a G-bundle on
X, equipped with a generalized reduction (a.k.a. Drinfeld structure) to N“’p;

° {nf’X, Ae AT} is a generalized reduction of Pg to B, i.e., these are maps
V3., — A(Pr)

for some T-bundle Pr on X that satisfy the Plucker relations (here "V* denotes the dual Weyl
module with highest weight \);

e The above generalized reductions of Pg to N “” and B~ are mutually transversal away from a
closed subset S x X that is finite over S.
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The transversality condition means that the composite maps
(20.1) (W)X Sy VR o A(Pr), A e AT
are isomorphisms away from a closed subset S x X that is finite over S.

The assumption that the derived group of G is simply connected implies (see Remark 4.1.3) that
the system of maps (20.1) is equivalent to a datum of an S-point D of Conf.

By construction, over the open subset

SxX—-DcCSxX,

the maps x> and the maps k> are bundle maps, hence the (generalized) N-reduction and the (gen-

eralized) B~ -reduction of Pg|sxx are genuine and mutually transversal. Hence, over this open subset
these two reductions uniquely determine a trivialization of Pq.
I.e., we obtain an S-point of Gr‘éﬁcc,nf that projects to the S-point of Conf, given by D. By
construction, the above S-point of Gr‘éﬁcc,nf actually belongs to the subfunctor Z, as desired.
d

As an immediate corollary of Proposition 20.2.2, we obtain:
Corollary 20.2.3. The prestack Z is a scheme.

Proof. Indeed, by construction, Z is an ind-scheme, but Proposition 20.2.2 implies that it is also an

algebraic stack.
O

20.2.4. We will also need a variant of the above picture with pole points. Consider the maps
— P = E—
(BUHLXT ooz -2y Bung &— (Bung-)ooc-a-

We consider the corresponding open subfunctors

P _ gen P _
((BunN Yooz X (BunB_)oo.x) C (Buny )oox X (Bung-)eo.s

Bung Bung
and

gen
PE—— —_ —_ P PR
(Bun‘}i; Joo-w X Bung- C (Bun?(; Jooz X Bung-.
Bung Bung

We have the naturally defined maps

_ - o gen
(20.2) ooz 00z — <(Buan)ww x (BunB,)wr)
Bung
and
_ 7wp - gen
(20.3) Zooz — ((BunN )oo-z . X Buan) .
uIlG

As in Proposition 20.2.2, one shows:
Proposition 20.2.5. The maps (20.2) and (20.3) are isomorphisms.

20.2.6. Let 9G denote the gerbe on 2 (resp., Zoo‘z, Zoo‘z,oo‘z) obtained by restriction from the same-
named gerbe on Gr“G’TCODf. Let G* denote the gerbe on Z (resp., Zoo-z, Loo-z,00-z) Obtained as a pullback
from the same-named gerbe on Conf (resp., Confs.). Denote

9G,T,ratio — SG ® (9T)—1.

We obtain that under the identification of Proposition 20.2.2 (resp., (20.2) and (20.3)), §¢ corre-

sponds to the pullback of the same-named gerbe on Buny (resp., (Buny )eo-z), and G& T2t corre-
sponds to the pullback of the same-named gerbe on Bung- (resp., (Bung-)oc-z)-
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20.3. Global interpretation of the functor ®. In this subsection we will use Proposition 20.2.5 to
give a global interpretation of the functor &.

20.3.1. Consider the Cartesian square

70.)/3 _ s —_
Buny x Bung- —r Bung-

Bung
.| I
—wP P

Buny —— Bung.

By a slight abuse of notation let us denote by the same symbols “p~ and ’p the resulting maps
a5 5 P.ow—
Buny +— 2 — Bung-
arising from the identification of Proposition 20.2.2.

We will use a similar notation also for the spaces Zoo.xyoo.x and Zoo.a.

20.3.2. Define the functor
(Dglob : Whitqyglob(G) — SthA(COnfoo.z)

to be the composition

! ' o
[N ~®(P) (Buny IC

=,
(20.4)  Whity gob(G) — Shvge (Buny Jeos) 2 Shvge (Zoows) 1 Lgulob

)ldim(Bung)]

— Shvga (Zoox) 20" Shvga (Confas o).

20.3.3. Recall the equivalence
7« Whity gion (G) — Whit, (G).

We claim:
Proposition 20.3.4. The functor
® o my[dy] : Whity gon(G) — Shvga (Confe )
identifies canonically with ®gion.
This proposition follows by applying vconf, from the following more precise result:

Proposition 20.3.5. The composite functor

15! ~®(®) (BunpIC 2, )[dim(Bung)]

20.5)  Whity.gion(G) < Shvee (Buns Jecs) 2 Shvge (Zoo-s 4~ Lyeleb
q,8 g S

— Shvga (Zoo-e)

identifies canonically with the composition of . [dg] and the functor

o0
2

1 _
(20.6) F b sprdgne.. , () ®IC - [deg], Whity(G) — Shvga (Zoos).

Proof. First, we note that by Corrollary 14.8.2 (or, rather, its version with N replaced by N7), the
object

ICqT_;TConfOO,uE |Zoo‘:b [deg +d9] € Shv(gc)_1®9A(Z°°‘z)
identifies with

!

(D) (Bunr IC 21, ) [dim(Bung)].

Hence, it remains to show that the composition

sprd

Whity gion (G) —2 Whitg(G) 5" Shvge (Sconta o )oos)  f™ Shvge (Zoo-s)
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identifies with the functor

Whity gob(G) — Shvge (Buny Joos) 2t Shvge (Zooa).

In fact, we claim that the functor

7r,! sprdcoen oo-x el
Whity gion(G) — White(G) <25 Shvge (Seont..., Joos)

identifies canonically with

Whit gion(G) < Shvge (Buny Jeos) 25" Shvge ((Seont., )oos)-

For this, it suffices to show that the composition

't sprdgan, —
Whitg gion (G) —2 Whity(G) ' —3"" Shvge ((Skan, )eex)

identifies canonically with
1

Whity,gion(G) < Shvge (Buny Jeos) 3 Shvge (Sontran, Joo-s):
The latter follows from Theorem 8.2.7 by composing both sides with the functor

unit' : Shvgc((ggonfmnm )oo-z) = Shvge (Rang X Grg:z).

Indeed, both sides are given by the forgetful functor Whitg gion(G) < Shvge ((Bun}%p)ww), followed
by pullback along

P P kg —wP
Ran, x Grg,, — Gré , — (Buny )oo-e-

O
20.3.6. Let us observe that Proposition 20.3.4 immediately implies the first assertion Theorem 18.2.9,

namely that the functor ® sends compact objects in Whity - (G) to locally compact ones in
Shvga (Confeo.z):

Indeed, over each connected component Conf2,., of Confe.., all the functors in the composition
(20.4) preserve compactness.

20.4. A sharpened version of Theorem 18.2.9. In this subsection we will formulate a sharpened
version of Theorem 18.2.9, and deduce from it the original statement.

20.4.1. Let
Shvga (Zoo-z) ¢ C Shvga (Zoo-x)-

be the subcategory of Sect. 4.3.3; it consists of objects whose restriction to the preimage of every
individual Conf2,., C Confe., is compact.

Since Zoo.z is an ind-scheme, we have a well-defined Verdier duality functor

(20.7) DV (Shvga (Zoo-2) )P — Shv(ga)-1 (Zoo-x)'*“.

We are going to prove the following result:

Theorem 20.4.2. The following diagram of functors commutes

pVerdier

(Whit, (G)°)°P Whit,—1 (G)°

(zo.e)l (20A6)l

Sh 2, loc.c\op pVerdier Sh 2, loc.c
(Shvga (Zow ) ) 27 Shy ga) 1 (Zo-e)

commutes.

Note that combined with the properness of the map vcont, , the assertion of Theorem 20.4.2 implies
that of Theorem 18.2.9.
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20.4.3. Note that statement of Theorem 20.4.2 is local (i.e., does not appeal to a global curve X).
However, we will use global methods to prove it. Namely, we will use the interpretation of the functor
(20.6) as (20.5) in order to prove it.

Note that, according to Remark 7.4.7, the functor 7} [d,] intertwines the duality (7.10) with the
Verdier duality functor
(Whitq’glob(G)c)Op — Whitq—lglob(G)c
induced by Verdier duality
DY (Shvge (Buny Joc-s)' ") = Shv g1 (Bt Jocs)'**.
Thus, using Proposition 20.3.5, we obtain that Theorem 20.4.2 is equivalent to the following one:

Theorem 20.4.4. The following diagram of functors commutes

pVerdier

(Whitg,g100(G)°)°P Whit -1 g10(G)°

(20.5)l (20A5)l

Sh 2, loc.c\op pVerdier Sh 2, loc.c
(Shvga (Zowa) ) 27 Shy ga) 1 (Zos)

commutes.
We will prove Theorem 20.4.4 in the next section, using the notion of ULA (universal local acyclicity).

20.4.5. For future reference we record the following corollary of Theorem 20.4.4 (which, given Propo-
sition 20.3.4, is equivalent to Theorem 18.2.9):

Corollary 20.4.6. The diagram

pVerdier

(Whitq,glob (G)C)Dp E— Whitq*1 ,glob (G)C

q’globl l‘bglub

Verdier
(Shvga (Conf se.2)'°¢)P 2 Shv ga)—1 (Confeo.)

loc.c

21. PROOF OF THE LOCAL VERDIER DUALITY THEOREM

The goal of this section is to prove Theorem 20.4.4. The main ingredient in the proof is a certain
local acyclicity (a.k.a. ULA) property of

oo —
2 .
Bunyp ICq,1 lob € Shv g, 7 ratiey—1 (Bung- )

with respect to the projection

p :Bung- — Bung.

21.1. Comnstruction of the natural transformation. In this subsection we will describe a framework
that leads to the construction of a natural transformation in Theorem 20.4.4.

21.1.1. Let us be given a Cartesian diagram of algebraic stacks

Y1 x Yo L>1z§2

Y
-l L
T——]

where Y is smooth of dimension d. Note that for F; € Shvg, (’éi)loc‘c there exists a canonically defined
map in Shvg, g, (Y1 X Y2)

(21.1) CF) () & () (F)[—d] — (F ) (F1) © () (F2)[d],
see [BG, Sect. 5.1].
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In particular, we obtain that there exists a natural transformation
(21.2) DY ((F ) () @ (1) (F)ld]) = (F7) DV (F) @ () (DY (F2)) [d].

21.1.2. We apply the above paradigm to

p _ = _
(Bunx Joo.x X Bung- —— Bung-

Bung
J«ﬁ_

(21.3) ,,_J
—wP P
(Buny )oo-a — Bung,

p

where we take F1 = F € Whitg g0 (G) and Fp = BunTIC%’

q—1,glob’

We compose the two functors in (21.2) with restriction along the open embedding

7&)/) [
Zoo-z < (Buny )oo.x X Bung-.
Bung

We will prove the following more precise version of Theorem 20.4.2:
Theorem 21.1.3. The natural transformation

! xR ,—

@21.4) DY (57)/(0) & (9 (oun 10y dim(Bunc)] ) -

g1 ,glob

N (/5—)!(DVerdier(g«)) é (/5)!(BunT1C%,_ )[dim(BunG)]:

q—1,glob
arising from (21.2) is an isomorphism in Shv ga r ratioy—1 (Zoo-w) for any F € Whitg gion(G)°.
21.2. Proof of Theorem 21.1.3, Step 1.

21.2.1. With no restriction of generality, we can assume that F € Whitg g0 (G) is perverse and irre-

ducible. Hence it is of the form Wg‘{olg for some p € A, see Sect. 7.3.9.

Then J is the Goresky-MacPherson extension of its restriction to the locally closed substack

(Bunoli,p):;,x. Let Z:;m: be the corresponding locally closed substack of Zoooaz-
The key step in the proof of Theorem 21.1.3 is the following:
*) The object

——\! ! _\! > . —
(21.5) (PP 2 (p) (BunTIqul’glob)[dlm(BunG)] € Shvga (Zoo-z)
is perverse and is isomorphic to the Goresky-MacPherson extension of its restriction to ZZM‘I.
In the rest of this subsection we will show how (*) implies the assertion of Theorem 21.1.3.
21.2.2. By (*), we know that both sides in (21.4) are the Goresky-MacPherson extensions of their re-

spective restrictions to Z—,.,. Hence, it is enough to show that the corresponding map in Shvga (Z—,.z)
is an isomorphism. Thus we can replace the diagram (21.3) by

wP

R S R
(Buny )=p.x X Bung- —— Bung-
Bung
vl I
] 5
(Buny )=p-= ——— Bung,

7L4)p . . . .
Since §|(B7w°,i7p):“.m is lisse and (Buny )—p.» is smooth, the statement about the isomorphism is

equivalent to one when ¥ is replaced by the constant/dualizing sheaf.
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Thus, we have to show that the map

[ Verdier ((IE)!(BUUTlc%’_ )[dim(Bung) — dg,u]) -

q—1,glob

N (,5_)!(]D)Verdier(BunT107’7 ))[dlm(BuHG) - dg,}t]

q—!,glob

»
is an isomorphism, where d, , = dim((Buny )=,.z).

21.2.3. By (the metaplectic analog of) [Ga6, Proposition 3.6.5], the object

(') (BunrIC2 5 )[dim(Bung) — dy.,]

g—1,glob

is perverse and is isomorphic to the Goresky-MacPherson extension of its restriction to

Zepow '=Z=p.e X DBunpg-.
Bun

B
Hence, it is enough to show that the map

!

(21.6) DVerdier ((’p)'(BunTICf_fglob |Bun,_ ) [dim(Bung) — dg,u]) -

N (/p—)!(DVcrdicr(BunTICqT_’l’_glOb |BunB, ))[dml(BunG) — dg,p]

is an isomorphism in Shvga (Z=p.«).

Note now that the object Bun, IC;’;ngb |Bun37 is the constant sheaf (up to a cohomological shift).

Now the desired assertion follows from the next result:

Lemma 21.2.4. In the setting of Sect. 21.1.1, assume that Y1, Y2 and Y are equidimensional and
smooth, and let

Y =Yy x Yo
Y

be a smooth open substack of dimension dim(Y1) + dim(Y2) — dim(Y). Then for F1 and F2 lisse, the
restriction of the map (21.2) to Y’ is an isomorphism.

21.3. Proof of Theorem 21.1.3, Step 2. In this subsection we will show how a ULA property of
the global IC% implies statement (*) used in the previous subsection.

21.3.1. Let us be in the situation of Sect. 21.1.1. Let Y1 C Y1 be a locally closed substack. Assume that
F1 € Shvg, (Y1) is perverse and is isomorphic to the Goresky-MacPherson extension of its restriction

to Hl-

Recall the notion of ULA object for F € Shvg(Y’) relative to a morphism Y — Y, see [BG, Sect.
5.1]. A key observation that we will use in the proof of Theorem 21.1.3 is the following:

Lemma 21.3.2. Assume that Fo € Pervg,(Y2) is ULA with respect to f~. Then the object
(F) @) @ (N (@)
is perverse and is isomorphic to the Goresky-MacPherson extension of its restriction to Y1 x Ya.
Y

The proof of property (*) will consist of reducing to the situation in which we can apply
Lemma 21.3.2.
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21.3.3. We now proceed with the proof of (*). For v € A, denote

2w i =Zo0w x  Conf% ..

Confoo.
Let F” denote the restriction of (21.5) t0 Zug.o-

For an element v/ € A™°¢, consider the factorization isomorphism

(2" X Zoe.) X (Conf”l X Confgom) ~ Z;Zy X (Conf”/ X Confgom)
Conf?’ x ConfY_ disj Confgc/_tnu disj
and consider the open substack of the LHS equal to
S v r2d v’ v
(21.7) 2 xZ%.) x (Conf x Confoo,z) .
Conf?’ x Confy, . disj

We will consider the following two maps from (21.7) to Zwo.z. One, denoted f} ' is the projection
on the second factor

o 4 _ ’ [ — —
(21.8) (27 X Zoo.s) X (Conf” X Confgo,x) N S S S
Confv’ x ConfY_ disj
and the other, denoted f5 ,, the composite
o — ’
(21.9) (2" X Zeo.z) X (Conf” X Confgom) —
Conf?’ x Conf¥_ disj
—/ — ’
5@ T x (Conf” x Confgo,w) ~
Conf¥’ x ConfY_ disj
- 7 .,
~Z2L % (Conf xConfl,) 5 ZLY
Confi_t: disj

Both these maps are smooth.
21.3.4. Fix an element A € AP°°. We will consider an open substack in (21.7), to be denoted ZFZ‘“’”,’SA,
that consists of points satisfying the following conditions:

(i) We require that for the point of Zwo., (obtained by either (21.8) or (21.9)), the generalized B™-
reduction has total order of degeneracy is < A.

(ii) We require that —' — v — X be “deep enough” in the dominant chamber, in the sense that
(= —v =X &) >d
for some fixed integer d (specified in Theorem 21.3.7 below).

v/ <A

It is easy to see that the union of all X’s and v’ of the images of ZF*°t: under the maps f{’, cover
=V

oo-xT

21.3.5. Hence, in order to prove (*), it suffices to show that for all v/, the object

(21.10) (F)HF ) gractv s
shifted cohomologically by [(v/,2p)] = [— dim(Zl’/)}, is perverse and is isomorphic to the Goresky-
MacPherson extension of its restriction to
pRcta S _ gRctaliSA o
F .
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21.3.6. Note now that the locally closed substack gRact <A gFact.v’. <A 456 equals

S
i
Fact,v’, <\ SV tv
ZrAHY = X Zpw -
e
i

Now, by repeating the argument of [Ga6, Sect. 3.9], one shows that there exists an isomorphism
(@) = e@ (1)),
where € is lisse sheaf, pulled back from the ,%l’/ factor, and placed in perverse cohomological degree
—(',2p).
Hence, in order to prove the desired property of (21.10), it suffices to establish the same property of
(7)) () grace.r 2
Now, the required assertion follows from Lemma 21.3.2 and the following result of [Camp]:

Theorem 21.3.7. There exists an integer d that only depends on the genus of X with the following

pos

property: for any A € A and p € A, satisfying (u — A, &) > d, the restriction of BunTICf,gi;b to

the open locus of Bung— consisting of generalized B™ -reductions of total order of degeneracy < X\ and
degree 1 is ULA with respect to the projection

P :Bung- — Bung.

22. HECKE ENHANCEMENT OF THE VERDIER DUALITY THEOREM

Recall the functor
PHeke — oblvae, o PHoCke Hecke(Whitg,.(G)) — Shvga (Confoo.c).

For the proof of the main theorem (more precisely, for property (iii) for M%!hit in Sect. 19.3.2), we

will need an extension of Theorem 18.2.9 for the functor ®%¢*® This is the subject of the present
section.

More precisely, we will state and prove Theorem 22.1.5, which will be used in the proof of Corrol-
lary 26.1.5.

22.1. Hecke enhancement and duality. In this subsection we will state Theorem 22.1.5, which

expresses the commutation property of the functor @He::ke with Verdier duality.
22.1.1. Note that Theorem 16.1.2 supplies a system of functorial isomorphisms
(22.1) (T * Satq,c(V)) =~ Sate,r(Resty, (V) x ®(F), F € Whity(G), V € Rep(H),
compatible with tensor products of objects V' € Rep(H).
In addition, Theorem 18.2.9 establishes functorial isomorphisms
[ Verdier (®(F x Saty.c(V))) ~ & (]D)Verdier(st* Satqyg(V))) ~ (]D)Verdier(g;) *]D)Verdier(satqya(v))) ~
~® (D"erdier(s) X satq,l,G(TH(v*)))
and
Verdier (Satq,T(ResﬁH (V) * @(&")) ~ DV (Saty 7 (Resty, (V) x DY (@(F)) ~
~ ]D)Verdier(Satq,T(ResgH (V) % ®(DVrder (F)) ~ Satq—lﬁT(TTH (RequH (V*)) % d(DVder ().

where we assume that both F and V' are compact.
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22.1.2. Thus, on the one hand, applying DVe"°" to both sides of (22.1), we obtain a system of functorial
isomorphisms

(22.2) o (Dvﬂdier(?) * satq,lyg(TH(v*))) ~ Sat, -1 p(r7H (Resk (V7)) B(DVder (F)),
compatible with tensor products of objects V' € Rep(H).

On the other hand, applying Theorem 16.1.2 to the functor

® : Whit,-1(G) — Shv(gay-1(Confec.z),

we obtain a system of identifications
(22.3) ® (Dvﬂdier(?) «Saty—1 o (7 (V" ))) ~ Sat, 1 ¢ (Resth (77 (V7)) » BDV"H (),
compatible with tensor products of objects V € Rep(H).

We claim:

Theorem 22.1.3. The identifications (22.2) and (22.3) are compatible via the canonical isomorphism

T H H H
7 " oResy, ~ Resp, or".

These identifications satisfy a homotopy-coherent system of comptatibilities for tensor products of the
objects V € Rep(H)*°.

22.1.4. As a formal consequence of Theorem 22.1.3 we obtain:

Theorem 22.1.5. We have a commutative diagram

pVerdier

(Hecke(Whit, (G)))°P Hecke(Whit, 1 (G))

. .
CPHeckel l¢Hecke

Verdier
(Shvga (Confee.4)'°¢)°P 2 Shvga)-1(Confoc.s )%,

where the upper horizontal arrow is the equivalence (11.2).

22.1.6. The rest of this subsection is devoted to the proof of Theorem 22.1.3. As the isomorphism
of Theorem 18.2.9 was proved by global methods, we will have to resort to global methods to prove
Theorem 22.1.3. Thus, for the rest of this section the curve X will be complete.

22.2. Hecke structure on the functor ®g.,. Recall the functor

Dgion : Whitg glon(G) — Shvga (Confoo.z),
see Sect. 20.3.2. As a first step towards the proof of Theorem 22.1.3, we will replace it by a statement
that involves ®g1o1 instead of ®.
22.2.1. The Hecke action on (Bunf\fp)wx makes Whitg g1o1(G) into a category acted on by Sph, ,(G)
on the right (see Remark 14.7.2). In particular, we obtain a Rep(H) on Whitg,g1on(G) via Satg,q.

We claim that an analog of Theorem 16.1.2 holds in this situation:

Theorem-Construction 22.2.2. The functor @1 intertwines the Rep(H)-action on Whitg . (G)
and the Rep(Tw)-action on Shvgs (Confe.z) given by translation functors (see Sect. 4.4.2).

Proof. We employ the paradigm of Sect. 16.1.5. We take C := Whitg gion(G), E := Shvga (Confe.z)
and
D:= ShV(gG,T,ratio)—l ((BunB_ )ooac)
We take the functor
Whitg glob(G) ® Shv (ga.T.ratioy—1 ((Bung-)co-z) = Shvga(Confeo.z)
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to be
(22.4) 5.5 (eont)» ((57)/() & ()@ dim(Bunc)] ).
where 'p~ and 'p denote the two projections

(Buny Joce ¢ Zoorrcos —25 (Bung- )oo.a.

The Hecke actions for G and T on (Bung- )eo. make Shv (ge. 7 ratioy—1 ((Bung-)oo-z) into a module
category for Rep(H) ® Rep(TH) (see Remark 14.7.2).

We take d € Hecke(D) to be the object
BunTIC%

a—1 glob S ShV(gG,T,mmo)—l ((m}g)m‘z)

of Theorem 14.7.4.

One shows that the required compatibilities hold as in the local case. This gives the functor ®gie,
the required structure.
d

22.2.3. Recall now that according to Proposition 20.3.4, we have a canonical isomorphism
(I)glob ~do le[dg]
Since the functor
Ty [dg] : Whity gion (G) — Whit, (G)

commutes with Hecke actions, the structure on of commutation with the action of Rep(H) on &,
provided by Theorem 16.1.2 induces one on Pgiop.

However, if follows from the constructions that this structure on ®go, equals one constructed in
Sect. 22.2.1 above.

22.2.4. Since 75[d,] is an equivalence that commutes with duality, we obtain that Theorem 22.1.3 is
equivalent to the corresponding statement for ®gion:

Theorem 22.2.5. The following diagram commutes for F € Whitg ¢10b(G)® and V' € Rep(H)°.

DVerdier (q)glob (?* Satq’G(V))) M DVerdier (Sat%T(ReSqI{H (V)) * (I:'glob(?))

Cor. 20.4.6l l

(I)glob (DVcrdicr (5[- * Sat%G(V))) DVcrdicr(Satqu(Reng (V))) * ]D)Vcrdicr(q)glob (5[-))

l lCo7', 20.4.6
(I)glob (DVerdier (3-) * ID)Verdier (Satq,c (V))) DVerdier (Satq,T (Reng (V))) * q)glob (DVerdier (3:))
l Saty—1,7 (7 (Resf, (V7)) % @gion (DY (F))

!

Pgion (DVU (F) x Sat,—1 (77 (V7)) Sat,—1 r(Rest, (77 (V")) * @gion (DVI (F)).

The commutation identifications satisfy a homotopy-coherent system of comptatibilities for tensor prod-
ucts of the objects V' € Rep(H)°.

The rest of this section is devoted to Theorem 22.2.5.

Thm. 22.2.2
_—

22.3. A framework for commutation of Hecke structure with duality. In this subsection we
will describe a general categorical framework for the proof of Theorem 22.2.5.
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22.3.1. Let us be in the paradigm of Sect. 16.1.5. Assume that all categories involved are compactly
generated.

Let us consider C¥ and DY equipped with actions of Rep(H) given on compact objects by the
formula
'V =(cxm™(V)), Vid’ = (#F (V) xd)Y,
and let us equip DY with an action of Rep(T#) by the formula
dV«W = (drH(Ww))Y.

22.3.2. Assume that the functor ¥ : C® D — E preserves compactness, and let T denote the resulting
functor
C'@DY - EY, T'®d):=¥(cod)".

Identifying

CY ® D'~(C ® DY, ¢"®@d —(cad),
Rep(H) Rep(H)

we obtain that the functor T is also equipped with a factorization
c'@D'-»C' ® DY-HE
Rep(H)

for some canonically defined functor T.

L] L]
Let now d be an object of Heckeye1(D). (We are not assuming that d is compact in Heckerel (D),
and a fortiori not in D.)

22.3.3. Recall that to any object f in a compactly generated category F one can attach its dual f¥ € FV,
characterized uniquely by the property that

Homgv (f), ) = Homw(f,f1), £ € F.
Explicitly, if f = co}cim fi,, then
\VASGRT v
'~ h}gn f, .
Let ¥ : F — E be a continuous functor that preserves compactness. Consider the corresponding
functor
T:F S EY, TE):=(¥(f))Y, ficF.
Then we have a natural map
(22.5) T(FY) = w(f)".

This map is an isomorphism if ¥ also commutes with limits.

22.3.4. Let d” be the corresponding object of DV. Note that for any finite-dimensional V' € Rep(H)
(resp., W € Rep(TH)), the canonical maps

Vad” = (7 (V) xd)” and d¥ +* W = (d» 77 H (W*))"

coming from (22.5) are isomorphisms (indeed, the functors V * — and — x W admit left adjoints and
hence commute with limits).

Thus, we obtain that the object d¥ € DV is a system of isomorphisms
Vxd” ~dY « 7" (Rest,, (17 (V))).

We identify
7 (Rest,, (T7(V))) =~ Resty, (V).

This identification defines a lift of d to an object of Heckere1(D").
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22.3.5. Consider the resulting functors
T¥q:C— Eand Tqv : CY - E".
From (22.5), for a compact ¢ € C we obtain a naturally defined map
(22.6) Tav(c”) = (Ta(c)".
Assume that these maps are isomorphisms.
22.3.6. By Sect. 16.1.5, we have the isomorphisms
Tq(cx V) =~ Resty, (V) * Ta(c),

from which by duality we obtain the isomorphisms

(22.7) (Ta(cx V)" =~ 777 (Rest,, (V*)) x (¥a(c))”.
We also have the isomorphisms
(22.8) Tav(c” % V) =~ Rest, (V) * Tav(c).

Unwinding the constructions, we obtain that the following diagrams are commutative:

(22.7) Th (ReSJHH (V*)) % (\I/d(C))\/

(22.6)T T(22-6)

(22.9) Tav((c*V)Y) 7TH (Resfy, (V*)) * Tav (c”)

Tav (e« 77 (V")) 22 Resth (77 (V7)) % Tav (),
where lower right vertical arrow comes from the identification
Ty
-

H H H
o Resy, ~ Resr,, oT

Moreover, the commutation identifications satisfy a homotopy-coherent system of comptatibilities for
tensor products of the objects V' € Rep(H)°.

22.4. Proof of Theorem 22.2.5. In this subsection we will prove Theorem 22.2.5 by showing that it
fits into the paradigm of Sect. 22.3 above.

22.4.1. We take C to be the category Whitg gio1(G), and E to be Shvga (Confoc.).

Recall that in Sect. 22.2.1, the category D was taken to be Shv ga 7 ratio)—1 ((Bung- )oc.z). However,
here we will have to somewhat modify this choice.

22.4.2. Note that the algebraic stack Bung- is disconnected, and its individual connected components
are not quasi-compact. So, the question of compact generation of Shv ga,7.ratioy-1(Bung-) may be
non-trivial. We will skirt this problem as follows:

Consider the full (but non-cocomplete) subcategory of Shv ga 7 ratio)-1((Bung- )oc.z) generated by
f,l glob (these direct summands correspond to
the different connected components of Bung-). We let D (to be henceforth denoted Dg) be the
ind-completion of this category. By construction, we have a tautological functor

T-Hecke translates of the direct summands of Bun, IC

Dy — Shv(ga.7.ratioy—1 (Bung-)oo.z)-

Note that compact objects of Dy map to locally compact objects of Shv gc. 7 ratiey—1((Bung-)ec.s)-
In particular, Verdier duality on Shv gc.z.ratio)—1((Bung-)ec.») is well-defined for these objects.
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This allows to identify DZ with the category D, -1 so that we have a commutative diagram

op

(Dy)? —— <(ShV(gG,T,ratio>71 ((Bung- )m.x))loc‘c)

! |

c = loc.c
qul — (ShVSG,T,ratio((BunB—)oo.l-)) .

22.4.3. We take the functor ¥ to be the composite of
Whitg glob(G) ® Dy = Whitg glob(G) ® Shv (ga,7ratioy—1 ((Bunpg-)oo.s)
with the functor (22.4). Let us denote this functor by ¥,.
By Theorem 21.1.3, the resulting functor
T : Whit,—1 40,(G) ® DY — Shvga (Confec.o))
from Sect. 22.3.2 identifies with ¥ 1, i.e., with

Whit,—1 g0, (G) ® Dy—1 ~ Whit —1 410,(G) ® Shvga,r.ratio (Bung-)oo-z) —

(ﬁ) ShV(QA)—l (Confoo.z)-

22.4.4. Consider the functor

el

¢ = U : Whitg g1ob(G) ® Dy — Shvga (Confec.s).
Rep(H)

We claim that the resulting functor

T : Whit, 1 ,p(G)  ® D, 1 — Shvga(Confeo.s)
Rep(H)

from Sect. 22.3.2 identifies with \FIVJqA.

This statement amounts to the fact that for F € Whitg g106(G)°, F' € Dy and V' € Rep(H)¢, the
isomorphisms

U (FxV,F) = U (F, VT
and
‘I/q71 (]D)Verdier(:}«) * TH (V*), ]D)Verdier(g«l)) ~ ‘Ijq—l (]D)Verdier(gj)7 TH(V*) * ]D)Verdier(g;l))
make the following diagram is commutative (in a way compatible with tensor products of objects V):
DVerdier(\Pq(:—f* ‘/, :-Tr/)) DVerdier(\Pq(?’ V % 3'/))
‘1’4*1 (DVcrdicr(gj) * TH(V*), DVcrdicr(gj/)) N \Ijq*1 (DVcrdicr (35)’ 7_H (V*) * DVcrdicr (3-/))

This follows from the fact that the natural transformations (21.2) involved in the construction of
the isomophism

TV,

commute with proper pushforwards.

Similarly, the data of commutation with the action of Rep(Tw) on the functor T that arises from
one on ¥, agrees with the corresponding data on ¥ 1.
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22.4.5. We take the object d € He.ckerel (Dy) (to be henceforth denoted dg) to be

=]
Bunp IC 2

g—1,glob *

Note that although dg, viewed as an object of Dy, is not compact (indeed, it is spread over all
connected components on Bung- ), that its image in Shv ge.7.ratio)—1 ((Bunpg- ooz is locally compact.

The corresponding object d; € D identifies with d -1, i.e.,

Bunp IC )

2
q,glob *

Recall now that according to Sect. 22.3.4, the Hecke structure on d, gives rise to one on dj € D/;

i.e., it lifts to an object of Heckerel(D(\{). We have the following key assertion:

Theorem 22.4.6. Under the identifications DZ ~D, -1 and d;’ ~d,-1, the structure on dg of object
of Heckerel(D;/) coincides with the structure on d,—1 of object of Heckere1(Dy-1).

22.4.7. Assuming for a moment Theorem 22.4.6 we complete the proof of the desired global version of
Theorem 22.1.3 by invoking the system of commutative diagrams (22.9).

22.5. Hecke structure on the global IC sheaf and Verdier duality. This rest of this section
El

is devoted to the proof of Theorem 22.4.6. In order to unburden the notation we will write Iquglob

We will also switch from B~ back to B.

3 2
instead of Buny ICq‘glob.

In this subsection we will explain what Theorem 22.4.6 says in “down-to-earth” terms.

22.5.1. Let us write down what Theorem 22.4.6 says in concrete terms. According to Theorem 14.7.4,
for V € Rep(H) we have canonical isomorphisms

10 Zyio, * Saitq. (V) = Sat r (Resth, (V) x 107,
and
ICqT*l,glob *Satqfl,G(V) = Sa'tqflyT(R‘esql_{H (V)) * ICqT*l,glob :
The claim is that for V' € Rep(H)°, the following diagram commutes:
(22.10)
[ Verdier( ICfglob *Satq,c(V)) —_ Dverdier(satq,T(REST}!H (V) * Icfglob)
l DVerdier(Sat%T(Reng (V))) * ]D)Verdier( Ictfglob))
DVerdier( Ictfglob) * ]D)Verdier(satqyc(v))) SatqflyT(TTH (RGSIIZH (V*))) * ICgl,glob
ICf—l,glob * Satq—gG(TH(V*)) e Satqfl,T(ReS%{ (T (V*))) » Icq?—%glob’

where the lower right vertical arrow is given by

Ty H H H
7 % oResy, ~ Resp,, oT

Moreover, the data of commutation is compatible with tensor products of the objects V.
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22.5.2. Some simplifying remarks are in order:

(i) As in Remark 14.7.5 it is sufficient to establish the commutativity of the diagrams (22.10) for
V € (Rep(H))".

(ii) For V in the abelian category, all the objects involved in (22.10) lie in the heart of the perverse

t-structure on Shvge,r ratio ((Bung)sc-z). Hence, once we check the commutation for individual objects
V, the higher compatibilities would follow.

22.6. Digression: gluing different components of Bung together. Note that Inglob is not an
irreducible perverse sheaf for the simple reason that it is supported on all the different connected
components of Bung.

In this subsection we will introduce a geometric device that allows to “sew together” the various
components of Bung. More precisely, we will define a category such that, when regarded as an object

in it, IC 2, will be irreducible.

22.6.1. Fix another point z # y € X. Let
(BunB)oo»z,good aty C (BunB)oo-x

be the open sub-functor, where we require that our generalized B-reduction be non-degenerate at y.
Restriction to the formal disc around y defines a map

(BunB)oo~z,good aty —7 pt /£+ (B)y

Consider the corresponding Hecke groupoid

—

h B loc h B
(BunB)oo-z,good at y ¢ (BunB)oo~z,good at yHeCkeB,y > (BunB)oo»z,good at y

! l !

pt /£T(B), — Hecke's®, SN pt /&£T(B),,

where in this diagram both squares are Cartesian.
. — —
The pullbacks of the gerbe GG Toratio with respect to h g and h p are naturally identified.

22.6.2. The natural projection

Heckelgfy — HeckelTo,Cy — A
defines a decomposition of Heckegfy into connected components, indexed by the elements of A; denote
them by Heckelfgif. Denote

1 loc, A
Heckelg®t = U Heckels®
YT s endt 0

For A € AT let
Heckel];,’fy’A’rEStr - Heckellg,)’cy’A

be the subfunctor

SHN)\ET(N)y - 1)/ (N)y C LX)\ (L) - £1)/L7 (N),.

Then the map
HA,restr

L h
Heckelg’cqf‘rebtr 5, pt /£+(B)y
is an isomorphism and the map

<_)\,restr

h
pt/2+(B)y Z_ Heckeljgif‘ms”

is a fibration into affine spaces of dimensions (A, 2p).
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22.6.3. Consider the corresponding substacks

loc,A,restr loc
Heckep Heckepg,, .

(Bunp)ec.z,good at y - (Bunp)ec.z,good at y

The resulting map

Z)\,restr
loc,\,restr B Do
(Bunp)oc.z,g00d at yHeCkeB»y (Bunp)eo.z,go0d at y

is an isomorphism, and the map

‘;A,rcscr

loc,\,restr
(BunB)oo-x,good at y HeCkeB,y

(BUng)oo.z,good at y

is a fibration into affine spaces of dimensions (X, 2p).

22.6.4. The (ind)-algebraic stack (Bung)ec.z,go0d at y Splits into connected components

R A
(BunB)oo~z,good at y» )\ S A.

— —
A,restr A,restr e
The above maps h ,hy define a system of maps

m > (Bungp))? — (Bung)! A2 — A EAT.

0o-z,g00d at y co-z,g00d at y>
22.6.5. We can view the assignment
A= (mB)éo-x,good at y
as a functor from (the opposite of) A viewed as a poset
M= & A—A AT
to the category of (ind)-algebraic stacks.

Consider the functor
(A, =) — DGCat
that sends
A = Shvga,T ratio ((BiunB)éo.z,good at y)

and A1 < A2 to the functor (m*2*1)' [(A1 — X2, 25)].

22.6.6. Define

(22.11) Shvge,7.ratio (BUNB)co-z,good at g) ke Ty = (Alig)lop ShVSG,T,ratio((BunB)éo.q)’good at y)-
Informally, objects of this category are objects ' € Shvge, T ratio (BUNB)co.z,go0d at y) equipped with
a homotopy-compatible system of identifications

(M [ — Ag, 25)] = T2,

where
A
F° = 3‘|(m3)>\

oco-x,good at y

22.6.7. By a slight abuse of notation let us continue to denote by ICfglob its restriction along the open
embedding

(BunB)oo~z,good at y — (BunB)oo-z~

It is clear that IC%

)HeckeTyy .
qa,glo

, naturally lifts to an object of Shvga, 7 ratio ((BUNB)co-z,g00d at y
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22.6.8. The key observation now is that for any v1,v2 € A¥, we have

o=} oo
2 2

(22.12) Hom obr € PxIC 2, 0,) =

Hecker , (€77 *1C 2,

{ e if y1 =72 and

Shvga, T ratio (BunB)oc.z,good at y) 0 otherwise.

We emphasize that in the above formula, we are taking Hom(—, —), i.e., H*(Hom(—, —)).

Remark 22.6.9. The isomorphism (22.12) takes place for Hom taken in the category (22.11), but not
in Shvga, 7 ratio (BUng)eo.z), because in the latter each connected component would contribute its own
factor of e. This was the reason for introducing the category (22.11).

22.6.10. We will use (22.12) as follows:

First off, it follows from the definitions that the G- and T- Hecke actions at z lift naturally to actions
on the category (22.11).

Now, from (22.12) and Theorem 14.7.4 we obtain

(A) There exists a monoidal functor jRest,, Rep(H)Y — Rep(Tr)", uniquely characterized by the
the system of isomorphisms

(22.13) IC2 ., *Satgc(V) = Saty,r(;Resk, (V) » IC2,

q,glob?

V € Rep(H)Y,
taking place in Shvga,ratio (BUNE)co.z,g00d at y) *°Tv. Indeed, for W € Rep(Tw)” we have

Hom(W, Rest,, (V)) :=

m‘g

o=}
2

= Hom (Satg, 7 (W) xIC IC *Satg,a(V)).

Ty Heck .
Shvg G, T, ratio (BUnB) ooz, good at y) Y q,glob? “~gq,glob

(B) There exists an isomorphism between monoidal functors qResqlLi’H ~ ResqffH.
22.7. Proof Theorem 22.4.6. In this subsection we will finally prove Theorem 22.4.6.

22.7.1. Tt is easy to see that Verdier duality is well-defined on objects of (22.11) that are locally compact
as objects of Shvga, 7 ratio (BUNB)oo-x,g00d at y)-

This implies that the objects appearing in the diagram (22.10) can be considered as objects in
(22.11). Hence, it is sufficient to establish the commutativity of the diagram (22.10) in this context.

22.7.2. We prove the required equality as follows:
Applying Verdier duality to (22.13), we obtain an isomorphism
qReng >~ Reng
as monoidal functors Rep(H) — Rep(Tw).
We need to show that the composite isomorphism
H H H H
Rest,, ~ ¢Resp, ~ ,~1Resp, ~ Resp,
is the identity map.

22.7.3. A priori, the above composite map is given by an element ¢ € Ty, and we need to see that
t = 1. For that it is sufficient to see that ¢ acts as identity on the highest weight lines for each V' = V7.

However, the latter is easy to see from the constructions.
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Part VIII: Baby Verma objects

The goal of this Part is to carry out the program indicated in Sect. 19.3.2, i.e., to construct the

“(dual) baby Verma” objects M{,‘\}!hit and M4y} .., and establish their properties.

The term “baby Verma” is due to the fact that under the equivalence with the category of modules

L] L]
over the small quantum group, the objects MWM (resp., Mix1;.) correspond to baby Verma (resp.,
dual baby Verma) mdoules, see Remark 27.4.2.

23. THE B-HECKE CATEGORY AND THE DRINFELD-PLUCKER FORMALISM

L]
The construction of the objects Migy,, is based on the Drinfeld-Plicker formalism®, which is the
subject of the present section.

23.1. The B-Hecke category. Recall the setting of Sects. 10.2 and 10.3. In this subsection we will
need to complement that discussion by introducing yet another version of the Hecke category, this time
relative to the Borel subgroup By C H.

23.1.1. Let C be a category acted on by Rep(H). We define the category B-Hecke(C) to be

C ® Rep(Bu),
Rep(H)

where By is the Borel subgroup of H, see Sect. 10.1.
Tautologically, we can rewrite
B-Hecke(C) ~ (Hecke(C))"#,
where we view Hecke(C) as acted on by H, see Sect. 10.2.6.

In what follows we will assume that C is compactly generated, in which case B-Hecke(C) is also
compactly generated.

23.1.2. The pair of adjoint functors
Resy! : Rep(Bu) = Rep(Tu) : colnd ¥

gives rise to the (same named) functors
Res2? : B-Hecke(C) = He.cke(C) : colnd 27
FE : -
Being the left adjoint of a continuous functor, the functor Resgg preserves compactness. However,
we claim that more is true:

Lemma 23.1.3. If c € B-Hecke(C) is such that Resgg (c) € Hecke(C) is compact, then ¢ is compact.

Proof. This is a general phenomenon: for a category D acted on by an algebraic group H’ (in out case
D = Hecke(C) and H' = Bp), if an object d € D' is such that the underlying object ResH/(d) eD
is compact, then d itself is compact.

O

3Both the name “Drinfeld-Pliicker” and the mathematical idea belong to S. Raskin.
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23.1.4. We now consider the functor
Reng : Rep(H) — Rep(Bg),

and its right and left adjoints, denoted coIndgH and IndgH, respectively. The functor Reng induces
the (same named) functor:

Reng :C~C ® Rep(H)—C ® Rep(Bn)~ B-Hecke(C)
)

Rep(H) Rep(H
and its right and left adjoints
(23.1) colndj, ,Indj . : B-Hecke(C) — C.

Being left adjoints of continuous functors, the functors Res 5 and IndZ , Dreserve compactness.

23.1.5. Recall also that Serre duality for H/Bpg implies that we have a canonical isomorphism
(23.2) colndj,, (=) ~ Indj,, (@k™ > )[~d],
(here d = dim(H/Bg)) as Rep(H)-linear functors Rep(Byg) — Rep(H).

This implies a similar relationship between the functors (23.1). In particular, we obtain that the
functor colnd , also preserves compactness.

23.1.6. Let us consider CV as a category acted on by Rep(H) as in Sect. 10.5.
Then we obtain a canonical identification

(23.3) B-Hecke(C)" ~ B~ -Hecke(C"),
or equivalently
(23.4) (B -Hecke(C)°)°® ~ B~ -Hecke(C")®, crc”,
for which the diagram

((C®Rep(Bu))°)® ——— (B-Hecke(C)°)°P
(23.5) l J(zu)

((CY ® Rep(Bg))?)°®® —— B~ -Hecke(C")¢,
where the left vertical arrow is the tensor product of

(C)® = (CY)°, ¢ cY,
and the functor
(Rep(Bx)*)*" = Rep(Bg)", V= 7"(V7),

where we use 77 as an isomorphism By — B
23.1.7. Note that from (23.2) we obtain
(23.6) (colndj;,, (c))" =~ coIndgE (c¥ ®e ?H)[d], c & Rep(Bu)°.

Note also, that we have a canonical identification

(Resp# (c))¥ =~ Resy (c¥), ¢ € Rep(Bn)*
where we use the identification
(Hecke(C)¢)°P — Hecke(C")°

as in Sect. 10.5.2 (i.e., we combine the usual duality for Ty with 777).

23.2. Behavior of the t-structure. In this subsection we will study the behavior of the t-structure
on B-Hecke(C).
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23.2.1. Assume that C is equipped with a t-structure so that the action of Rep(H) on C is given by
t-exact functors. Then, according to Sect. 10.1.7, the category B-Hecke(C) also acquires a t-structure.

By construction, the functors

Reng : C — B-Hecke(C) and Resi’f : B-Hecke(C) — Hecke(C)

are t-exact.

23.2.2. By adjunction, the functor Ind’gH : B-Hecke(C) — C is right t-exact, while the functor
colnd,, : B-Hecke(C) — C is left t-exact.

Note, however, that it follows from (23.2) that the right cohomological amplitude of colnd 2 , (resp.,
left cohomological amplitude of Ind% ;) is bounded by d.

23.2.3. In what follows we will assume that the t-structure on C is compactly generated (see Sect. 6.3.8
for what this means). We are going to prove the following analog of Serre’s theorem on coherent sheaves
on the projective space.

Note that for ¢ € B-Hecke(C) and y we have a canonically defined map
(23.7) Resp,, (colndp, (c®@e ")) @e” — c.
We have:

Proposition 23.2.4. Let ¢ be an object of B-Hecke(C)° N (B-Hecke(C))S. Then for all v deep
enough in the dominant chamber (i.e., v € vo + AJI; for some fized vo) we have:

(a) The object colndj (c ® e~ ™) is connective.

(b) The cofiber of the map (23.7) belongs to (B-Hecke(C))<°.

Proof. We can find ¢’ € C°N (C)=Y and V € Rep(Bx)° N (Rep(Bx))= together with a map
Reng (Y®V=c —c

whose cofiber belongs to (B -Hecke(C))<°. Let c2 denote the fiber of the above map.

It is easy to see that both points of the proposition hold for ¢i. From here we obtain that point (a)
for ¢z implies point (b) for c.

We will prove point (a) by descending induction. Namely, we claim that coInd’gH (c®e™7) belongs
to (B-Hecke(C))=* for v deep enough in the dominant chamber. The assertion for i > d follows from
Sect. 23.2.2. The induction step follows the fiber sequence

Co —»>Ci —C

and the fact that the assertion holds for c;.
O

23.2.5. Let us assume that the t-structure on C in Artinian and the action of Rep(H) is accessible (see
Sect. 10.6.4 for what this means).

L]
Recall (see Corrollary 10.7.4) that in this case the t-structure on Hecke(C) is also Artinian. From
here, combining with Lemma 23.1.3 we obtain:

Corollary 23.2.6. Under the above circumstances, the t-structure on B-Hecke(C) is Artinian.

23.3. Drinfeld-Pliicker formalism. In this subsection we will finally introduce the Drinfeld-Pliicker
formalism.
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23.3.1. Let now C be as in Sect. 10.4, i.e., it is acted on by Rep(H) ® Rep(Tx). Define

B-Heckerel(C) := C ® Rep(Br),
Rep(H)®Rep(Ty)

where Rep(TH) — Rep(Bg) is the functor of restriction along the projection By — Th.
We have the following diagram of categories
By

Res °
B -Heckeyel (C) _TH, Heckerel (C)

oblvrell loblvrel

B
ResTH .

B-Hecke(C) ——+ Hecke(C),
where the vertical arrows are the functors

C ® D—-C ® D,
Rep(H)®Rep(TH ) Rep(H)

right adjoint to the projections

C ® D—=C ® D,
Rep(H) Rep(H)®Rep(T'y)

for D = Rep(Bg) and D = Rep(Th).

Let oblvp _Hecke,,, denote the forgetful functor

R By oblv 4
s ° Hecke,q]
B -Heckerel(C) —¥ Heckeyel (C) — C.

23.3.2. Consider the base affine space H/Npg for the group H. This is an affine scheme acted on by
H x Tg. We consider the algebra of regular functions Fun(H/Ng) on H/Ng as an algebra object inside
the monoidal category Rep(H) ® Rep(Tx).

For C as in Sect. 23.3.1, define

DrPl(C) := Fun(H/Ng)-mod(C) ~ C ® Fun(H/Ng)-mod(Rep(H) ® Rep(Tw))
Rep(H)®Rep(TH)

23.3.3. Explicitly, we can think about an object of DrP1(C) as follows: this is an object ¢ € C endowed
with a system of maps

(23.8) cx (V) eV xe, yeAL
that satisfy a homotopy-coherent system of compatibilities, starting from the commutative diagram
c*((v’vl)*@)(v’m)*) ; C*(V’Yl+’Y2)*

| l

(c*(V’Yl)*)*(V’Yz)* e 1772 4 ¢

(23.9) l JN

(e xe)x (V7?2)* —— (e e M) *c
e M x(ck (V72)*) —— e M x(e7? xc).
Remark 23.3.4. In the above commutative diagram, the upper horizontal arrow comes from the Pliicker
map
(23.10) (VI @ (V72)" — (V7te)r
dual to the map
VW1+“/2 S VMV
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which induces the identity map on the trivialized highest weight lines.
Equivalently, by definition
V7 :=1Indj, (¢") and (V7)" ~ colndj,, (e~7),
and the map (23.10) is the canonical map
colndg,, (e7") ® colndj,, (e~ %) — colndz,, (¢ 7).

23.3.5. Let j denote the open embedding

H\(H/Nu)/Tw) — H\(H/Nz)/ T
The pair of adjoint functors
(23.11) i* : QCoh(H\(HI/Nu)/T) = QCoh(H\(H/Nu)/Tu) : j.
induces an adjoint pair

j7:C ® QCoh(H\(H/Ng)/Ta) = C ® QCoh(H\(H/Nw)/TH) : j«-
Rep(H)®Rep(TH) Rep(H)®Rep(Tx)

We identify
H\(H/Nu)/Tu ~ pt/Bu
and
QCoh(H\(H/Nx)/Tw) =~ Fun(H/Np)-mod(Rep(H) © Rep(T)).

Hence, we obtain an adjunction
(23.12) j* : DrPI(C) 2 B-Heckeyel(C) : js.

Since the co-unit of the adjunction

JFojx—1Id

is an isomorphism in (23.11), the same is true for (23.12). ILe., the functor j. in (23.12) is fully faithful.

23.3.6. The composite functor

oblv g _Hecke
—

DrPI(C) EN B-Hecke,1(C) rlC
can be explicitly described as follows (see [Ga6, Proposition 6.2.4]):
If we think of an object of DrP1(C) as in Sect. 23.3.3, then the resulting object of C identifies with

(23.13) colime™ " xcx V7,
veAL,

where we regard A}; as a (filtered!) poset with respect to
M =22 & - =y € AL,
and the transition maps are given by
e Mxex V" e Muxex (V)" @VI@V) ~ (e M xex(VH))x (V@ V™) —

(M xe Txe)x (VI RV e " T xex VI,

23.4. The relative vs non-relative case. In this subsection we will discuss some variants of the
construction in Sect. 23.3.
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23.4.1. Let now Cg be a category equipped just with an action of Rep(H). Set
C :=Rep(Tw) ® Co,
so that
B-Hecke,ei(Rep(TH) ® Co) ~ B-Hecke(Co).
Note that the functor
oblv B _Hecke,, @ B-Heckerel(Rep(TH) ® Co) — Rep(TH) ® Co

identifies with the composite

oblv

Repfy - @ Hecke
B-Hecke(Co) —  Hecke(Co) —" Rep(Tw)® Co

23.4.2. Consider the adjunction
j© : DrPI(Rep(TH) ® Co) = B-Hecke(Co) : j«.

We can think of objects of DrP1(Rep(TH) ® Co) as follows. These are families of objects
{c" € C,y€ An}

equipped with a system of maps
(23.14) Tk (V) =TT,y e A,
satisfying an appropriate system of compatibilities.

In terms of this description, the corresponding functor

oblv s _Hecke, 0" : DIPI(Rep(TH) ® Co) — Rep(Tw) ® Co
sends a system {c”} as above to an object
{€"} € Rep(Th) ® Co

with

(23.15) & ~colime " V7,
WEAE

23.4.3. The functor
jx : B-Hecke(Coy) — DrPl(Rep(TH) ® Co)
can be described as follows. It sends an object ¢ € B-Hecke(Cy) to the system {c*} with

¢’ = colndj,, (c®e),

where the maps (23.14) are given by
colndj, (c ®e™) x (V)" ~ colndj,, (c ®e” @ Resp,, ((V'Y)*)) —
— colndj (c@e" ®e )= colndj,, (c® e 7).
23.4.4. Note that by adjunction we obtain that for any
{c"} € DrP1(Rep(Tu) ® Co)

and ¢ :=j*({c”}) € B-Hecke(C), there exists a canonical map
(23.16) ¢’ — colndj, (c®e”).
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23.4.5. Recall the duality (23.3). For a compact object ¢ € B-Hecke(Co), consider its dual ¢¥ &
B~ -Hecke(Cy), and consider the corresponding object

j«(c”) € DrP1™ (Rep(Tx) ® Co).

From (23.6) we obtain that j.(c") is given by the system {c”} with
¢ := (colndp, (c ® & T2/H))V[—d].
23.4.6. Let C be again a category acted on by Rep(H) ® Rep(TwH), and take Co := C, where we
disregard the Rep(Twu)-action. Consider the right adjoint of the action functor
C — Rep(Th) ® Co.
This is a functor of Rep(Tx)-module categories.
Hence, it induces functors

(23.17) DrP](C) — DrPl(Rep(TH) ® Co)

(23.18) B -Heckeye1 (C) — B-Hecke(Co)
that make the diagrams
DrP1(C) —— DrPl(Rep(TH) ® Co)

| s

B-Hecke;e(C) ——— B-Hecke(Cy)

and
DrP1(C) —— DrPl(Rep(TH) ® Co)
8 I
B-Heckeyel(C) —— B-Hecke(Co)
commute.

Note that the functor (23.18) is the same as the functor that we denoted oblv,e in Sect. 23.3.1.
The functor (23.17) sends an object ¢ as in Sect. 23.3.3 to the system {c”} with
¢’ :=¢e" *xc.
23.4.7. Applying (23.15), we obtain that the functor
oblv_. oResi# ooblvye 0" : DrPI(C) = Rep(Th) ® C

Hecke

sends ¢ € DrP1(C) to the object {¢”} € Rep(Twu) ® C with

(23.19) & ~colime™ ™ xex V7.
WEA;
23.5. The semi-infinite IC sheaf via the Drinfeld-Pliicker formalism. We will now show that

the object 'IC¢% € Shvge (Grg) defined in Sect. 13.2 can be obtained via the Drinfeld Pliicker formal-
ism.

We will change the notation slightly and denoted the object ’ICEE7 when viewed as equipped with
the relative Hecke structure (that latter thanks to Theorem 14.2.5) by

0
2

'Ibq,z S He.ckeml(Shvgc(Grg)).

From now on we will omit the superscript w” and the subscript z. So we will write Grg instead of
Gr‘gjx, and £(N) instead of £(N)%”, etc.
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23.5.1. Consider the category Shvgc(Grg)‘QﬂT). We regard it as acted on from the right by Rep(H)
(via Satg,q) and on the left by Rep(TH) (via Saty r, see Sect. 14.2.3).

We claim that the object 61,a: € Shvge (Grg)£+(T) naturally upgrades to an object

(51,Gr)DrPl,£+(T) c DrPI(ShVSG(Grg)2+<T)),
The corresponding maps (23.8)
Cq,agwo(v) ~ §1.ar % Sat((V)*) = e % 61.ar =~ 5t_7,Gr[<’Y7 25)]

are obtained from the maps (13.1) by adjunction.

The higher compatibilities for these maps are explained in [Ga6, Sect. 2.7].

23.5.2. Consider the resulting object
7 ((01,6e) P M) € B-Heckeyer(Shvge (Gra)® ™).
We claim:

Proposition 23.5.3. The object

Res?g (j*(((sl,Gr)DrPI’£+(T))) c HeCkerel(Shvgc (Grc)g+(T))

® oo

identifies canonically with 'TCZ3,.

Proof. The fact that
o pLet B
bV 5 Hecke, o (7 ((61,6:) 7 1)) > IC 2,
as plain objects of Shvge (Grg)2+(T) follows from Sect. 23.3.6.

The fact that the isomorphism respects the graded Hecke structure follows from the construction of

the latter on 'ICEH7 see [Ga7, Theorem 5.1.8].
O

23.5.4. From now on we will denote
el

TCg =" ((61,ae) 4" M) € B-Heckeyer(Shvge (Gra)® ™),

so that the identification of Proposition 23.5.3 says that

==
2

23.5.5. Recall now that 'TIC;2, was actually an object of the full subcategory
(SIye (G ™ = Shvge (Gra) ™ ™™ ¢ Shvge (Gre)s .
Since the above embeddings are fully faithful, we obtain that ’féﬁ automatically belongs to

B-Heckera(((Slg,0(G))*" ™) € B-Heckeya (Shvga (Gra)® ™).

~ oo
2

We will now show that when viewed as such, the object 'IC2, can also be obtained by applying j*
to an object in DrPl((SIq,I(G))L‘*(T))_
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23.5.6. Namely, consider the object
. ot
(i0): (wso) € (STya(G))* .
We claim that it naturally upgrades to an object of
(G0):(ws0))”™" € DrPI(SLy.(G)*" ™),

so that the resulting object j*(((io)i(wg0))P™FY) € B-Heckerel((Squz(G))):Jr(T)) goes over under the
embedding

B ‘HeCkerel((Slq’x(G))EJr(T)) < B-Heckerel(Shvga (GrG)Q+(T))

- % r + =%
to j* ((01,60) PP (M) .= "1C 2,.

23.5.7. In order to construct the Drinfeld-Pliicker structure on (ip)i(wgo), we consider the (partially
defined) left adjoint Avf:(N) to the embedding

(ST, (G) ™ < Shvge (Gra)® ™.

Note that for v € A¥, we have a canonical identification

AV (87.6r) = (in)1(ws).-

Since Hecke convolutions (for G and for T') are given by proper pushforwards, level-wise application
of AV!S(N> induces a (partially defined) left adjoint to

DrPI((SI,.(G))*" ) < DrPI(Shvge (Gre)® )
and to
B-Heckere((SIy 2 (G)) S ™) < B-Heckeyoi(Shvga (Gra) ™).
Moreover, these functors are intertwined by the corresponding functors j*, j., etc.
23.5.8. Applying AVEE(N) to (61,Gr)DrP1’£+(T) we obtain the desired object ((io)i1(wgo))P™F!. Moreover,
¢ ok T Ve -k . T

(23.20) AVE G ((B1,60) P T) 2 (o)1 (ws0)) ™)

However, since j*((&l,Gr)DrPI’EJr(T)) already belongs to B-Heckere1((Slg,» (G))SJr(T)), we obtain that

the left-hand side in (23.20) identifies with j*((él,gr)DrPI’):Jr(T)), as desired.

24. THE DUAL BABY VERMA OBJECT IN Shvgs (Grg)’

L]
In order to construct the objects Migy;,, we will need to make a detour and discuss the category of
Iwahori-equivariant sheaves on Grg. We will construct a particular “dual baby Verma” object

C?E € B-Hecke(Shvge (CGra)),
and study its properties.

~ 00 ® oo
Results of this section are of independent interest as the object F,2 (and its descendents F2 , F2)
are quite ubiquitous in this branch of representation theory, see e.g., [ABBGM], [FG2], [FG3], [Ga8].

In the next section, we apply a simple manipulation to ?rz and produce from it the sought-for

L
objects Migh, -

24.1. The Iwahori-equivariant category. In this subsection we recollect some facts pertaining to
the behavior of the category of Iwahori-equivariant sheaves on Grg.
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24.1.1. Let I ¢ £%(G) be the Iwahori subgroup. We consider the category
Shvge (Gre)'.

In what follows we will use a slightly renormalized version of the category, namely the ind-completion
of (Shvge (Grg)')'°°. We denote it Shvga (Gra)"™". The category Shvge (Grg)” carries a t-structure,
for which the tautological functor
(24.1) un-ren : Shvge (Grg)"™” — Shvge (Gra)’
is t-exact.

The advantage of Shvge (Grg)'™" is that the t-structure on it is Artinian (see Sect. 6.3.8 for what

this means).

24.1.2. The category Shvge (Grg)"™™ is acted on from the right by Sph, ,(G) by convolutions.

Consider the affine flag space
Flg := £(G)/I.
Convolution on the left defines an action of the monoidal category Shvge (Flg)" on Shvga (Gre)
This action commutes with the above right action of Sph, ,(G).

I,ren

To avoid notational confusion, henceforth, we will denote these two convolution functors by

* — and — «*,
e+ (Q) I

respectively.
24.1.3. We claim that there exists a canonically defined monoidal functor
(24.2) Rep(Tx) — Shvge (Flg),

Namely, for an element v € A* = Ay C A consider the corresponding orbit

I-t"-1/ICFlg.

Our choice of trivialization of Gr, . defines an I-equivariant trivialization of the restriction

9G|”~,A1/I. Let
Gyt G € Shvga (Flg)”

denote the corresponding standard (resp., costandard) objects.

Proposition 24.1.4. We have canonical isomorphisms

v, ’;]%* & 61,F1 & Joy,s ’;]%L

Proof. First, we notice that the functor of convolution
G x = Shvge (Flg)" — Shvge (Flg)'
is the left adjoint of
N Shvge (Flg)" — Shvge (Flg) .

Now the assertion follows from the fact that these functors are self-equivalences, hence “adjoint” is
the same as “inverse”.
d

24.1.5. The sought-for functor (24.2) is uniquely determined by the condition that it sends
e” > j,1 for v € Af;.
From Proposition 24.1.4 it follows that (24.2) sends
e 7§ for y € A

For general v € Ag, let us denote by J, the image of e” under (24.2).
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24.1.6. Thus, we obtain that the category Shvge (Gre)'™" is acted on by Rep(H) ® Rep(Tw).

Remark 24.1.7. Note, however, that while the action of (Rep(H))® on Shvge (Grg)'™™ is given by
t-exact functors, this is not the case for (Rep(Tx))%. So, while the categories
B-Hecke(Shvge (Gre)"™”) and Hecke(Shvga (Gra)' ")

carry well-behaved t-structures, the relative versions

B-Heckerel (Shvge (Gre) ™) and He.Ckerel(Shvgc(GrG)I’ren)
do not.

24.2. Construction of the dual baby Verma object. In this subsection we define the main player
in this section—the dual baby Verma object in Shvga (Gra)" .

24.2.1. Consider the object 61 gr € Shvga (Grg)"™™. We claim that it naturally upgrades to an object
(81,6r)°"" € DrPI(Shvge (Grg)" ™).
The corresponding system of maps (23.8) is given by

(24.3) IC, Gigwom = J—vx % d1ar

obtained by adjunction from the maps
(244) j%[ ‘;51,Gr — IC%GA&,

the latter being maps corresponding to the open embeddings
I-£27(G)/L7(G) — £1(G) - £7(G) /&1 (G) = Gry,.
One easily checks that the maps (24.3) satisfy the compatibility expressed by diagram (23.9); namely
one checks the commutativity of the corresponding diagram for the maps (24.4):

Tt % Jyz ! ‘;51,Gr e It §1Cq,ag2

1 | % 51 —_— a1 x 51 *
Ivitr2,! T ,Gr It T ,Gr eH (@)

l [~

IC — — IC, gy * IC G2 .
q,GrZ;1+72 q,GrGI £+ (G) q,GrG2

ICq‘@gz

The higher compatibilities hold automatically, as the objects involved in (24.4) belong to the heart
of the t-structure.

24.2.2. Let §E denote the object of B-Heckerel(Shvge (Gra)'™") equal to

j*(((sl,Gr)DrPIJ)~

We will also consider several objects obtained from 5}3 by applying the various forgetful functors:

?E = Resgg (C}E) € Heckeye (Shvga (Gre) "™ ");
FE o= oblvrel(grﬁ) € B-Hecke(Shvge (Grg)"re™);

® oo

= Resgg (5%) ~ oblv.a(F2) € Hecke(Shvge (GrG)I'““),
Remark 24.2.3. We can also consider the object
FT = Res"M (gt%) ~ Res™H (?%) € Hecke(ShvSG(Grg)I‘re“),

But this object will not play a prominent role in this paper.
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24.2.4. Recall now (see Remark 24.1.7) that the categories

B-Hecke(Shvge (Grg)" ™) and Hecke(Shvga (Gra)' ")
each carries a well-behaved t-structure, and the restriction functor Rep?g t-exact.

We claim:
Proposition 24.2.5. The object % (resp., % ) belongs to (B -Hecke(Shvge (Grg)"™))¥[d] (resp.,
(Hecke(Shvga (Grg)"™™))¥[d]).
Proof. 1t suffices to prove the assertion for F% . Applying (23.19), and using the fact that the poset
(Am, =) is filtered, it suffices to see that for a fixed 4" and cofinal set of v’s, the objects
j*’YﬂL"//a* ’;Icq,aé
belong to (Shvge (Gra)' ™))% [d).

We claim that this happens as soon as —y 47’ =: 7o is dominant regular. Indeed, convolution with
Sph, ,.(G) is t-exact, so it suffices to see that the objects

R ‘; 51,Gr

belong to (Shvge (Gra)'*))¥[d] for 4o dominant regular. Indeed, in this case, the map
Tt )T - 1-t77-27G)/e7(G)
is a fibration into affine spaces of dimension d, while the inclusion
I-t77°.¢7(@)/e7(G) — Grg

is affine.

24.3. Relation to the semi-infinite IC sheaf. In this subsection we will see that the object
NE € B-Heckerel(Shvge (Grg)l‘re")
introduced above, is closely related to the semi-infinite IC sheaf
/fa?; € B-Heckera(Shvge (Grc))ﬁ(T)).

A similar relationship will hold for their descendants, in particular for

F2 ¢ Heckerer(Shvge (Gra)"™™) and 'IC,% € Heckeye(Shvga (Gra)'™™).
24.3.1. We recall (see, e.g., [Ga6, Proposition 5.2.2]) that the (partially defined) functor
AV,L‘(N) : Shvga (Grg)£+(T) — Shvge (GrG)E(N)‘E*'(T) =: SIq,Z(G)m—(T).
restricted to
Shvge (Gra)! € Shvge (Grg)® ™
defines an equivalence
Shvge (Gre)' — SI, . (G)S D).

o o
The inverse equivalence is given by Av., where I is the unipotent radical of I.

This equivalence is compatible with the right action of Rep(H) and with the left action of Rep(Tx).
Hence, it induces equivalences

AvE™ . DrPI(Shvge (Gre)') — DrPI(SI, . (G)* ™)

and
Avi®™ . B-Heckeyer(Shvge (Gra)') = B -Heckeye (DrPI(SI, . (G)° (7)),

which intertwine the functors j* and j..
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)DrPl,I

24.3.2. By a slight abuse of notation, let us denote by the same symbol (d1,cr the image of (what

was previously denoted) (51,Gr)D PLT ynder the functor
DrPI(Shvge (Grg)' ™ — DrP1(Shvge (Gra)")
induced by the functor un-ren of (24.1). We will use a similar convention for ?E
We claim:
Proposition 24.3.3. The functor AV!E(N) sends
(61,6:)""" € DrPI(Shvge (Gra)')

to
((10): (ws0)) P! € DrPI(ST, . (G)*" ™).

Proof. The proof follows from the fact that the objects j_., . for v € A}} equipped with the maps

Cq aawo(w) — j*%*

can be obtained from the objects AV!E(M(&W,Gr)[(—’y, 2p)] equipped with the maps

AV!S(N) (51,GT) S‘F’EG) Iquaawo(V) — AV!S(N) (5t_"/,Gr)[<_77 2[)>]

by applying the functor Av?.

O
Corollary 24.3.4. The functor Avf:(N) sends
7.2, € B-Hecke,o(Shvgo (Gre)") = 'IC2, € B-Heckeye (DrPI(SI, . (G) (™)
and
T2 € Heckevel(Shvge (Gra)’) v TCs2% € Heckerel(DrPI(SI, . (G) S (™).
24.4. A twist by wo. We will now perform a (rather elementary) manipulation with f;”ﬁ —a twist by

o0
2

27" that we are actually

the longest element of the Weyl group. This way, we will define the object F
after.

24.4.1. Consider the object
Jwox € Shv(G/B)® C Shvge (Flg)'.
Define _ B
FZU0 = oo 75%[—@ € B-Hecke(Shvga (Grg)"™™);

e.oh
2

5: [_d} S He.cke(Shvgc (GI-G)I,ren)7

where d = dim(G/B).

L]
s W «— 1
© C ]wo,* ‘;3:

24.4.2. Note that by Sect. 23.4, the object FZ "0 can be thought of as obtained by applying the functor
j* to an object of
DrPl(Rep(T#) ® Shvga (Gre) ")

with components
(24.5) Juwox % 1% 01,r[—d].
Note that for v € AJ;, we have
Juore ¥ Tt 2 Jurgse  Gyie = g0 * e
Hence, the above object identifies with
(24.6) J—wo(x),x % 01,Gr,

where we have used the fact that ju,« -}<61,Gr ~ §1,Gr[d).
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24.4.3. We claim:

Proposition 24.4.4. The object F%™° belongs to (B -Hecke(Shvge (Gra)'™))Y; the same is true
for F Fwo,

Proof. As in the proof of Proposition 24.2.5, it suffices to show that the objects

Juose ¥ S drar x 1C Gy [=d]

belong to (Shvge (Grg)'™))¥ for v € AT. Using (24.6), we rewrite the above object as

J—wo () % 01,6r x 10, Gy, -

Since the functor — x IC, ferys is t-exact, it suffices to show that
et@ O

j’y,* ‘;51,Gr c (ShVSG (GI.G)I,ren))(?

for v € A},
The latter follows from the fact that the projection
I T)T=1-1-2£7(G)/e7(G)
is an isomorphism, while the inclusion
I-t7-2£7(@)/e"(GQ) = Grg

is affine.

24.4.5. Digression. Note that we have a canonical equivalence
Rep(Bu) — Rep(By)
as Rep(H)-module categories.

Indeed, choose of a representative w( of wo € Wy. Then conjugation by w( defines the required
functor. Now, as two such choices differ by an element in Bp, the corresponding functors are canonically
identified.

Similarly, the action of wo defines a canonical self-equivalence of Rep(Tw) as a Rep(H)-module
category.

In particular, for C acted on by Rep(H ), we have canonical equivalences
B-Hecke(C) 8 B~ -Hecke(C),
and
Hecke(C) 8 Hocke(C),
that make the diagram
B-Hecke(C) —2>— B~ -Hecke(C)

RCS?:{ J{ lRes?}iI
Hecke(C) —2—  Hecke(C)

commute.
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24.4.6. Define the objects

FT = we(F2 ") e B -Hecke(Shvga (Gra)™™")
and
FE = wo(gr"%’wo) € He.cke(Shvgc(Grc)I’re“).
Note that we have
FF T~ Resi{’(?%’_).

For completeness, define also
oo BT oo T ® I
F2°7 :Res”H(F27) ~Res #(F27) € Hecke(Shvge (Gra) ™).
24.4.7. By construction, the object F%~ is obtained by applying the functor j* to an object of
DrP1™ (Rep(Tr) ® Shvge (Grg)"™") that corresponds, in terms of Sect. 23.4.2, to the system
Y = jwo,* ‘; on(’y),! ‘;61,Gr[_d]-

Note that for v € A;, the above object identifies with

(24.7) o B

Hence, according to (23.19), the object

oblvH .. © Res?j} (F27) € Rep(Tu) ® Shvga (Gre)™™ ™"

is given by

(24.8) VA co}/imjw_,_vx,* }&IC%GEWOWM

where the colimit runs over the set v € (= + Ajf;) N Af.

24.5. Finiteness properties of F%7. In this subsection we will state a crucial finiteness property
of the object F %~ constructed above. It will instrumental in establishing the required properties of

the objects Mgt .,

24.5.1. Recall, following (23.16), that according to Sect. 24.4.7, for v € AJ;, there exists a canonical
map

(24.9) Gy x 01,6 — colndd (T2~ @),
I H
We are going to prove:

Theorem 24.5.2.
(a) The object T3~ € B~ -Hecke(Shvge (Grg)"™") is compact.
(b) The maps (24.9) (with v € Af;) are isomorphisms.

As a special case of point (b) of the theorem we obtain:

Corollary 24.5.3. The map d1,Gx — coInng; (FZ>7) is an isomorphism.
We can now amplify point (b) of Theorem 24.5.2 as follows:

Corollary 24.5.4. For any v € Ay we have

coInng; (T2 @e") ™ fug * Juwo () 7517Gr[7d].



178 D. GAITSGORY AND S. LYSENKO

Proof. By construction, for any v € Ay, we have

m‘g
M‘S

Jw}g’ ~F% e

Hence,

0 =~ 20
2 2

Juos k Ty % jug k FT T 2 FET @e ),

This implies the required assertion by applying coIndg_ to both sides and using Corrollary 24.5.3.
H
d
Remark 24.5.5. Note that for v € Af;, the object
Juwoyx  Juwg () * 01,6x[—d]
that appears in Corrollary 24.5.4 identifies with
Juwo,x X Juwg ().t % Or,Ge[—d].
Note also that if 7 is regular, then the latter object identifies with
J=wo.t % 01,Ge[=d],
where we note that
J—~-wo,! ~)I<51,Gr S (ShVS;G(GI‘G)I’ren)O.

24.5.6. The rest of this section is essentially devoted to the proof of Theorem 24.5.2. We will give
two proofs: the first one by mimicking certain arguments from the paper [ABBGM]. And the second
one, which actually explains “what is going on” via a metaplectic version of (some aspects of) the
Arkhipov-Bezrukavnikov theory.

24.6. First proof of Theorem 24.5.2.

24.6.1. In Sect. 24.7 we will prove:
Theorem 24.6.2. The action of Rep(H) on Shvge (Gra)"™ is accessible.

In the rest of this subsection we will show how Theorem 24.6.2 implies Theorem 24.5.2.

24.6.3. First, we have the following assertion, whose proof is a verbatim repetition of the proof of the
argument in [ABBGM, Proposition 3.2.6]:

Proposition 24.6.4. The map

(24.10) Resy (j,« % 01.cx) = FT e

arising by adjunction from (24.9), is surjective, as a map of objects in (B~ -Hecke(ShvSG(Grg)l’re“))o,
for any v which is reqular.

El

24.6.5. Note that by Corrollary 23.2.6, from Proposition 24.6.4 we immediately obtain that FTis

compact. This is point (a) of Theorem 24.5.2.

To prove point (b), by the argument in Corrollary 24.5.4, it is enough to prove the assertion for
some v that is sufficiently dominant. Fix a dominant regular vo. We will show that the map (24.9) is
an isomorphism for -y + - for all v that are sufficiently dominant.



THE “SMALL” FLE 179

24.6.6. Consider the map (24.10) for our 7. By Propositions 23.2.4 and 24.6.4, for all v that are
sufficiently dominant, the map

. . H H /-
Jrvo,% ’;Icq,@g > (Jyo ’;61,Gr) £+TG) Satq,c(V7) ~ coIndBI; (ReSBE (Jrvo. ’;51,Gr) ®e’) -

T ReMRe)~ coInng; (F

oo oo
2 2

H (7 - +
— coIndBI; (F ®eTT)
is surjective.

However, it is easy to see that the latter map factors as

Jvo. ’;Satq,G(Vv) = Jrotyx = Colndg;{ (T2~ @e™™),

where:

e The first arrow is the map given by applying

Jrvo.* ’;]woy* ,I( —[=d]
to the map (24.3);
e The second arrow is the map (24.9) for o + 7.
Thus, we obtain that the map
(24.11) Jro4ne — colnd2_(FZ7 @ e t)
H

above is surjective, as a map of objects in (ShvSG(Grg)I’re“)O. Hence, it remains to show that the
map (24.11) is injective (as a map of objects in (Shvge (Grg)'™™)?).
24.6.7. We will show that the map (24.9) is injective for any v € A};.

Note that the map

IC, ary, = Jvo
identifies IC%EE with the socle of j, .. Hence, it is sufficient show that the composite
IC, Gy, = Jrs — coInde’;I (F2 - ®e)
is injective (equivalently, non-zero). Equivalently, we have to show that the map
H =
(24.12) Resy (IC,qr) = T2~ @e’
is non-zero.
After passing from F% back to §%, the latter map fits into the following paradigm.

24.6.8. We start from an object ¢cP™F' € DrP1(C) with the underlying object of C denoted by c. Denote

DrPl)

¢’ ;= oblv,q 0] (c €C ® Rep(Bn).
Rep(H)

Then, according to (23.16), we have a canonical map
(24.13) Reng (c)—=c.
The map (24.12) equals the composite
(24.14) Resp,, (c* (V)*) = ¢’ @ Resp,, (V7)) = ¢ @e .

We claim that this map is non-zero under the following circumstances:

(i) C is equipped with a t-structure such that (Rep(H))¥ acts by t-exact functors;
(ii) e 7 x ¢ € (C) for v sufficiently dominant;

(iii) ¢ is compact

(iv) The maps (23.8) are non-zero.



180 D. GAITSGORY AND S. LYSENKO

24.6.9. Indeed, the map (24.14) comes by adjunction from the map
(24.15) Resp,, (c) =+ ¢ — ¢ ®e” @Resp,, (V7).

So it is sufficient to show that the latter map is non-zero. By (23.19), and assumptions (i) and (ii)
on the object c,

oblvH .. © Resgg (c') € (Rep(Tw) ® C)°.

ecke
Hence, ¢’ € (B-Hecke(C))" and the second arrow in (24.15) is injective. Hence, it remains to show
that the first arrow in (24.15), i.e., map (24.13), is non-zero.

24.6.10. To prove the latter, it suffices to show that the induced map
. H 5 Y o
lndHe.Cke(c) >~ Resry, (¢) ~ Resp/l oResp,, (c) — Resy " (¢')

is non-zero, i.e., the map
By ./
e®c— oblvHe.Cke o Resy/f(c)
is non-zero.
Applying (23.19), this equivalent to the fact that the map

c — colime Y xc*x V”
WEA;}

is non-zero in Rep(Tr) ® C.
Since c is compact and (A};, <) is filtered, it suffices to show that the individual maps
c—e Txex V"

are non-zero. However, these maps are obtained by adjunction from the maps (23.8).

24.7. Proof of Theorem 24.6.2. The proof will be an adaptation of the argument of [ABBGM,
Theorem 1.3.5].

24.7.1. Recall that I-orbits on Grg are in bijection with cosets WaH’EXt/W. Note that for an element
W =w -\ of Wt the orbit
I-w-£7(G)/e7(Q)

carries an [-equivariant GC twisted sheaf if and only if A € A'}}.
For v € A}, let
ICq,uw € (Shvge (Grg) ™))
denote the corresponding irreducible object.

We claim:

Theorem 24.7.2. Let v € Af; and w € W be a pair of elements such that

. 0, if w(a:) € AP
<’Y,Oéi> = { . neg
ord(g;), if w(ay) € A"°8.

Then the object ICq .~ € (Shvga (Gra)"™™))Y is restricted. In fact,

ICq,w‘ﬂ, ICq,Grz’; ~ Icq,u,,(,y+,y/> .

*

£+ (@)
This theorem implies Theorem 24.6.2 in the same way as [ABBGM, Theorem 1.3.5(1)] implies

[ABBGM, Theorem 1.3.5(2)] using the assumption that the derived group of H is simply-connected.

24.7.3. To prove Theorem 24.7.2 we repeat the argument in [ABBGM, Sect. 2.1]. The only difference
is that instead of [FGV, Theorem 7.1.7] we use Theorem 9.4.9, applied to the weight A defined by the
formula

if i) € AP,
O i) = 0, if w(as) E.
ord(g;) — 1, if w(ay) € A5,
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24.8. Metaplectic Arkhipov-Bezrukavnikov theory. In this section we will make preparations for
another proof of Theorem 24.5.2 by introducing a metaplectic analog of (some aspects of) the theory
developed in [AB].

24.8.1. Consider the following example of a category equipped with an action of Rep(H) ® Rep(TH):
QCoh(F\(H/Na)/Tn).

The self-duality of QCoh(H\(H/Ng)/TH) as a module over Rep(H) ® Rep(Tx ) implies that for any
Rep(H) ® Rep(TH)-module category C, we have:

(24.16) DI‘PI(C) ~ FunCtRep(H)®Rep(TH) (QCOh(H\(H/NH)/TH), C)

In particular, taking the identity functor on QCoh(H\(H/Nu)/Tu), we obtain that the object
O @7y 1y € QCON(H\(H/Ni)/Th)
admits a canonical lift to an object
(O @wy ) € DrP(QCoh(H\(H/Ngu)/Tn)).
Under the equivalence (24.16), for a functor
QCoh(H\(H/Nw)/Tu) — C
the corresponding object of DrP1(C) is the image of (O

H\(W)/TH)DrPI under this functor.

24.8.2. Next consider
Rep(Bi) ~ QCoh(H\(H/Nu)/Tn)
as a category equipped with an action of Rep(H) ® Rep(TH).
The self-duality of Rep(Bg) as a module over Rep(H) ® Rep(Tx) implies that for any C, we have:
(24.17) B-Hecke,c1(C) ~ Functrep(m)orep(ry) (Rep(Bx), C).
In particular, the object e € Rep(Bp) admits a canonical lift to an object
eP Heckerel ¢ B _Heckeyo (Rep(Br)),
which corresponds to the identity functor on Rep(Bg).

Under the equivalence (24.17), for a functor Rep(Bm) — C, the corresponding object of
B -Heckeye1(C) is the image of eB-Heckerel ynder the above functor.

24.8.3. One can describe the object e “Heckerel explicitly. Namely, we identify
B-Heckeyel(Rep(Br)) ~ QCoh((H/Nwu)/ Ad(Br)),
B -Heckerel j5 the image of the structure sheaf along the following composition of closed embeddings
pt/Bu — Tu/Ad(Bu) < (H/Nu)/ Ad(Br).
In particular, the object
ePHecke . — oblv,q (P e} ¢ B-Hecke(Rep(Br))
with respect to the identification
B-Hecke(Rep(Br)) ~ QCoh(By\H/BH)
is the image of the structure sheaf along the map

i Zpt/BH ~ BH\BH/BH — BH\H/BH.

and e

From here it follows that given an object ¢ € B-Hecke,el(C), the resulting functor Rep(Br) — C
sends

(24.18) e € Rep(Bp) ~ colndj, (oblv,a(c)).
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24.8.4. Under the identifications (24.16) and (24.17), the functor j* : DrP1(C) — B -Hecke,e(C) corre-
sponds to precomposition with

j. : QCoh(H\(H/Nu)/Tu) — QCoh(H\(H/Nu)/Ti).
24.8.5. Take C = Shvge (Grg)"™™ and
(81,6r)° " € DrPI(Shvge (Grg)" ™).
Consider the corresponding functor, denoted

(24.19) AB: QCoh(H\(H/Nu)/Tu) — Shvge (Grc)l’ren.

By the above, we obtain that

8

5; ~ AB oj*(eB fHeckerel),

T

el

and hence
(24.20) F3 ~ ABoj.((i)«(e)).
24.8.6. The following is the metaplectic analog of the result of [AB, Theorem 3.1.4]:
Theorem 24.8.7. The functor AB of (24.19) factors through the localization
i" : QCoh(H\(H/Nu)/Tu) — QCoh(H\(H/Nu)/Tw).

Remark 24.8.8. Another way to formulate Theorem 24.8.7 is that the functor (24.19) sends ker(j*) to
zero.

24.8.9. Theorem 24.8.7 can be proved by repeating verbatim the proof in [AB] of the usual (i.e., nin-
metaplectic) version. Alternatively, in the next subsection we will see that Theorem 24.8.7 is logically
equivalent to Theorem 24.5.2.

24.9. Second proof of Theorem 24.5.2. We will now show that Theorems 24.8.7 and 24.5.2 tauto-
logically imply one another.

24.9.1. First, let us assume Theorem 24.8.7.

Let
(24.21) AB : Rep(Br) ~ QCoh(H\(H/Nu)/Tu) — ShVSG(GrG)I,ren
denote the resulting functor. Note, however, that since j* o j. ~ Id, we have
(24.22) AB ~ ABoj..

24.9.2. Point (a) of Theorem 24.5.2 is equivalent to the assertion that ¥ € B -Hecke(Shvge (Grg)"™e")
is compact.

The functor AB sends the generator of QCoh(H\(H/Ng)/Tw), viewed as a Rep(H) @ Rep(Tx)-
module category, i.e., OH\(W)/TH’ to a compact object of Shvgc(Grc)I’“’“, i.e., 01,gr. Hence, AB
sends compacts to compacts.

The latter formally implies that the functor AB also sends compacts to compacts. Hence, AB admits
a continuous right adjoint, which automatically also respects the action of Rep(H) ® Rep(T#). The
adjoint pair
AB : QCoh(H\(H/N#)/Tr) = Shvge (Gre) ™" : AB®

induces the (same-named) adjoint pair

B-Hecke(QCoh(H\(H/Ny)/Ty)) = B-Hecke(Shvga (Gra) ™).

In particular, the functor

AB : B-Hecke(Rep(Br)) — B-Hecke(Shvge (GrG)I’ren)
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admits a continuous right adjoint, and hence sends compacts to compacts. In particular, the image of
(i)« (e) is compact. However,

(24.22) —— (24.20) ~ oo

ABo(i)«(e) =~ ~ABoj.o(i)«(e) J2

I

whence the latter is compact, as required.

24.9.3. Point (b) of Theorem 24.5.2 is equivalent to the assertion that the maps

)

oo
2

oo~
Jy »I% d1,ar — colndp,, (F

that arise from (23.16) are isomorphisms.
To prove this, by applying the functor AB, it suffices to show that the corresponding maps
e” — colndg,, ((i)«(e) ® ")
are isomorphisms in Rep(Bg). Note that
coIndgH : B-Hecke(Rep(Br)) — Rep(Bw)
identifies with the direct image functor along
By\H/Bu — pt /Bg.

This makes the assertion obvious.

24.9.4. Vice versa, let us assume Theorem 24.5.2(b) and deduce Theorem 24.8.7. We need to show
that the natural transformation

(24.23) AB — ABoj.oj,
induced by the unit of the adjunction Id — j. o] is an isomorphism.

Since both functors respect the action of Rep(H) ® Rep(TH), it suffices to show that the natural
transformation (24.23) induces an isomorphism

AB(O g\ 7w 1) = AB 0 0 (O iz g )-

However, it is easy to see that we have a commutative diagram

ABO g cazm ) AB 0 0 J(O i\ 7w 1)
Nl AB 0 ju(Om\(r1/5) 7

~l(24.20) and (24.18)

(24.9)

01,Gr colnd® (F%).

Now, the bottom arrow is the above diagram is an isomorphism by Corrollary 24.5.3.

25. BABY VERMA OBJECTS IN THE WHITTAKER CATEGORY
In this section we will realize a part of the program indicated in Sect. 19.3.2: we will construct the

objects M= and M/ . and verify proprties (i) and (ii).

25.1. Construction of dual baby Verma objects in the Whittaker category. In this subsection

L]
we will construct the objects Mgy, -
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25.1.1. Consider the category
Shvge (Flg)“MXN ¢ Shyge (Flg),
defined in the same way as
Whit, (G) = Shvga (Grg) M),
but with Grg replaced by Flg.
25.1.2. Note now that we have a well-defined convolution functor
(25.1) Shvge (Flg) @ Shvge (Gre)" ™" — Shvge (Grg), 1,2 — T1 * T,
which respects the action of Sph, ,(G) on the right, and the convolution action of Shvge (£(G)) on the
left.
In particular, the above functor induces a functor
(25.2) Shvge (Flg) ™)X @ Shvge (Grg) ™™ — Shvge (Grg ) NN = Whit,(G),
which respects the action of Sph, ,(G) on the right.

We notice:
Lemma 25.1.3. The functor
— ? 51,Gr : Shvgc (FIG) — ShVSG (Grg)

identifies with direct image along Flg — Grg.

25.1.4. For A € A", denote
Spy=&(N)-t*-I/I CFlg.
As in the case of the affine Grassmannian, the functor of taking the fiber at t* € Flg defines an
equivalence

(25.3) Shvge (Sp) NN 5 Vect .

Let
W™ € Shvge (Flg ) SN
be the *-extension of the image of e[—(\,2p)] € Vect under the equivalence (25.3).

25.1.5. Denote
7

Miie = Way" * 53  € BT -Hecke(Whit, (@).

Denote
M = Resp¥ (M) € Hecke(Whit, (G)).
25.1.6. We observe:
Lemma 25.1.7. For v € A}; we have an isomorphism
Mivhae @ €7 = M

~ oo

Proof. By the construction of 32, we have

Hence,
jwo,*"I(J’}";jwo,!”I(CT'~
Hence, for v € A};, we obtain
. o0 ~ oo ¥
]%*??2’ ~F2 e,

®

From here we obtain that JV[{\,\’,hit ® e identifies with

W™ g xF 2™
FI X Jvx % .
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Finally, we notice that for v € Af;, we have:

(25.4) Wy * J Wi,
which implies the assertion of the lemma.
d
Let now p be an arbitrary element of A. Write
(25.5) p=XA—7v, XEAFL
Define:

N{Hs* A -
Mighie 1= Migne @€
Note that Lemma 25.1.7 implies that this definition is independent of the choice of a presentation
of u as in Sect. 25.5. Moreover, for any p and v we have:

(25.6) Mg = Migh, © ¢
Define:

Mighie == Resi‘j (M) € Hecke(Whitg (G)).
We also have: . .
Mgy =~ Mg, @ €7
25.1.8. For completeness, define Define:
M= := Res"™ (Ml,,.,) € Hecke(Whity(G)).

However, these objects will not be used in this paper.

25.2. Properties of dual baby Verma objects in the Whittaker category. In this subsection
we investigate some basic properties of the objects Mg}, constructed in the previous subsection.

25.2.1. First, we claim:

Lemma 25.2.2. The object

o (M) € Rep(Th) © White(G)

oblv
Hecke

is given by
! ; Aty
,-y ~ CO’IYIm W E‘F*(VG’) ICq,aawo(’Yﬂ
where the colimit runs over the set v € (—p — '+ Af) N AS.

Proof. By (25.6), with no restriction of generality we can assume that =X € AT.
By (24.8), the object
oblv_ . (Miy)
is given by
Y colim W™ £ iy 1€, o
where the colimit runs over the set v € (—y' + Aj;) N A

Using (25.4), we have:

Xo* - P R
W, * s xIC ~ W, * (51 *x IC ___ .
FI T vy o+ 7 4,Grg 0™ Fl 7 01,Gr (@) 0,Grgo™

Finally, we notice that by Lemma 25.1.3 for any X' € A™
WSI/’* ‘;(Sl,Gr ~ WA/’*.

Corollary 25.2.3. The objects JT/[{L,\’,;“ belong to (B~ -Hecke(Whit, (G)))®.
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Proof. 1t is sufficient to show that

oblv . (VL) € Whit,(G)

Hecke
belongs to (Whit,(G))¥ for A € A*.

Since the poset A}, is filtered, it suffices to show that each term in the colimit in Lemma 25.2.2
belongs to (Whit,(G))¥. Now the assertion follows from Proposition 9.3.2.

d
Next, we claim:
Lemma 25.2.4. For A € A", we have
coIndg;I (M) = W™,
Proof. Follows immediately from Corrollary 24.5.3 using Lemma 25.1.3.
O

25.2.5. For A € A" consider now the map
(25.7) Resy, (W) — My,

arising by adjunction from the isomorphism of Lemma 25.2.4.

Proposition 25.2.6. For A € AT and v € Ay consider the map

H Aty * - N *
ResBE (w )®@e T — MG

If v is deep enough in the dominant chamber, this map has the following properties:

(a) It is surjective (in the abelian category (B~ -Hecke(Whit,(G)))?).

(b) Its kernel admits a finite left resolution each of whose terms admits a filtration with subquotients of
the form

’

Resgg{ (W’\/'H/’*) ®e”
for N € X — (AP —0), v € Af; and X' ++' € AT.

Proof. Recall the functor
AB : Rep(Bp) — Shvga (Grg)' ™

of (24.21). We will denote by the same character the resulting functor
QCoh(By\H/Br) — B-Hecke(Shvga (Grg)" ™).
Recall that

~ 50

F2 ~ AB((i)«(e)).
We note now that for v € Ay deep enough in the dominant chamber, the object
(i)+(e) € QCoh(Buy\H/Bu) ~ Rep(Bn) N (X()H) Rep(Bu)
ep

admits a finite left resolution whose initial term is
eT®e 7,
and each of the other terms admits a filtration with terms
't g ef"’/, Y0 € NFE—0, ' 4+ €A}
Applying to this resolution the functor AB term-wise, then convolving with ju,,«[—d] on the left
and with WFAI’* on the right, and finally applying the functor
wo : B-Hecke(Whit,(G)) — B~ -Hecke(Whitq(G)),

we obtain that JV[Q}E{E* admits a left resolution of the form specified in the proposition.
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25.3. Jordan-Holder series of dual baby Verma modules.

25.3.1. First, we claim:

Lemma 25.3.2. The objects JT/[QTM € B~ -Hecke(Whit,(G)) are compact.

Proof. Tt is enough to show that the object M/4HY* € B~ -Hecke(Whity(G)) is compact for some

~v. By Proposition 25.2.6, we can choose v large enough so that JV[“W‘;'{{* admits a surjection from

Resg, (W#T7*). Hence, 3\7[%1* is compact as the t-structure on B~ -Hecke(Whit,(G)) is Artinian.
g

Corollary 25.3.3. The objects Miyr,, € B~ -Hecke(Whity(G)) are compact.

25.3.4. Since the t-structure on Hecke(Whit, (G)), is Artinian, Corrollary 25.3.2 implies that the objects
N € (Hecke(Whit,y(G)))® have finite length.

We claim:

L] L]
Proposition 25.3.5. There exists a non-zero map M‘L\;‘V'h*lt — Mg, such that the Jordan-Holder
constituents of the quotient are of the form

v 4 * os
Mg, ' € p— (AP —0).

Proof. We can replace the initial g by any p + v for v € Ag. Let v be as in Proposition 25.2.6.
Applying this proposition, we can assume that there exists a surjection

(25.8) Resfh, (W) — Mir

whose kernel admits a left resolution each of which terms admits a filtration with subquotients of the
form

’

(25.9) Rest,, (W“,+7/’*) e, pep—(AP®—0), ~ €A}
Recall the (injective) map
(25.10) M — Resh (WH™)
see Corrollary 11.3.8). Composing, we obtain a map
y g
M’\f\’,!;it — Reng (W) = M-

We claim that this composite in non-zero. Indeed, if it were zero, the image of (25.10) would hit
the kernel of (25.8). However, the Jordan-Holder constituents of the latter are among those of (25.9),
and by Corrollary 11.3.8 those are of the form

Mg, 1 € p— (AP —0).
Finally, the fact that the cokernel of the map M{,‘int — MigT,, has constituents of the form specified

in the proposition follows by applying Corrollary 11.3.8 again.
O

25.4. The (actual) baby Verma objects in the Whittaker category. In this subsection we will
finally define the objects M%!hit € Hecke(Whit, (G)).
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25.4.1. Recall the duality operation of (23.4):
(B~ -Hecke(Whitg(G)))°® — B-Hecke(Whit,—1(G))°.
Applying this functor to _
Mgt € B~ -Hecke(Whit,(G))¢,
and up to replacing ¢~* by ¢, we obtain an object that we will denote
MU o € B-Hecke(Whit (G))°.
25.4.2. Denote
Ml = ResBI (MU ) € Hecke(Whit (G))°.
By (23.5), the object J\./[{,‘Vlhlt is obtained from J\./[{,‘\}Zit by the duality functor

(25.11) (Hecke(Whit,(G))°)° — Hecke(Whit, 1 (G))°.

25.4.3. One can deduce many of the properties of J\?[Q,‘V'hlt (vesp., M ) from those of JV[%]:“ (resp.,

Migti) by duality. We will need the following few:

Corollary 25.4.4. There ezxists a non-zero map M{;\}!hit — MW}:“ such that the Jordan-Holder con-
stituents of the kernel are of the form

VA os

Mivhic:  H € p— (AP —0).
Corollary 25.4.5. For every p € A one can find v € Ag sufficiently deep in the dominant chamber,
such that there exists a map

Mt — Resp, (W) @ e

with the the following properties:
(a) It is injective.
(b) Its cokernel admits a finite right resolution each of whose terms admits a filtration with subquotients
of the form

’

Resg,, (W”,+7/’!) ®e”
for i/ € p— (AP —0), v € A}, and i/ ++' € AT.
Corollary 25.4.6. For A € AT, we have

Indg,, (M) =~ W
25.5. Orthogonality. In this subsection we will show that the MQ}!W Mé{,;it satisfy properties (i)
and (ii) from Sect. 19.3.2.

25.5.1. First, by combining Proposition 25.3.5 and Corrollary 25.4.4, we obtain that there exist maps

! ! i
Mignie = Mignie = Mg
whose kernel/cokernel have Jordan-Holder constituents of the form

° p/,!* ’ pos
MWhit’ 2 EM_(A _0)
We now claim:

Theorem 25.5.2. We have:

Hom

Hocke(Whitg(G)) W Rit? 7" Whit/ = 0 otherwise.

('u’,! o )_{ eifp' =p

The rest of this subsection is devoted to the proof of this theorem.
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25.5.3. Reduction step 1. First, we claim that it is sufficient to consider the case when
N/ ¢M+(Apos _0)

Indeed, p' € p+ (AP°® — 0), applying the duality functor (25.11), we obtain:

®
)

. . o
noy! % ~ ! px
Hom (Miwhies Mignie) = Hom (Mnies Mivhic)s

Hotke(Whity (G)) Heeke(Whit_ _1 (G))

and now p & p' + (AP —0).
I
25.5.4. Reduction step 2. Let us choose v € AJI; deep enough in the dominant chamber, so that M@‘v}m"
admits a resolution as in Corrollary 25.4.5. Replacing
oy, s ety
we obtain that it is sufficient to show that for X € AT and X ¢ X + (AP°% — 0), we have:

eif X' =\

0 otherwise.

Hom

H U S N
Hc'ckc(Whitq(G))(ReSTH (W), M) = {

25.5.5. Using Lemma 25.2.2, we rewrite

7 L]
% . H N veds
O fetke(Whitg(G) (Resz, (W), Minie)
as
: ' DU R
(7?21/1\21 Homwnit, ) (W™ 7, W EJ:EG) ICq’aaw[)(w)).
It is therefore sufficient to show that for A’ € At and X' ¢ A + (AP°® — 0), we have:
/ eif ' =X
25.12 Homwn WA WA IC ) =

( ) Wh tq(G)( etie) a.Crg o) 0 otherwise.

25.5.6. We rewrite

) A Ay, ~ . PN - Ay, %
ﬂ-COTnVVhltq(G) (W ) w 2+‘)EG) Icq,@awo(’”) — %OmWhltq(G) (W (@) Cq,Gr’é7 w )
Note that
At -
w £+7EG) ICQVGTZ;

is supported on S* 77, and that its restriction to S *7 is the generator of Whit,(G)_ A4~ This implies
(25.12):

Indeed, the case \' = X is obvious. For )’ # )\, the condition that A" ¢ X + (AP°® — 0) implies that

gA’-&-w A S Y — 0.

26. CALCULATION OF STALKS
The goal of this section is to complete the program indicated in Sect. 19.3.2 by proving property

(iii) in loc.cit.

26.1. Statement of the result. In this subsection we will state precisely the calculation that we will
perform.
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26.1.1. Fix an element p € A. In order to simply the notation, we will trivialize the fiber of G* at the
point - 2 € Confeo... Note that this fiber identifies canonically with the fiber of G at t* € S(G);’p.

Due to this trivialization, we have a well-defined functor
(26.1) Shvga (Confee..:) = Vect,
given by taking the !-fiber at p - z. In particular, we a well-defined objects

M MET e QS _FactMod .

The trivialization of the fiber of G% at t* € £(G)%” gives rise to an identification
Whitq(G)=, ~ Vect,
and hence to a pair of well-defined objects

W W € Whity(G).

[ ]
We normalize Mg}, so that

. H
coind”_ . =~ ~WH
BH(MV\}hit

26.1.2. The main result of the present section is the following theorem:
Theorem 26.1.3. The functor
Hock ° small
Draey . - Hecke(Whit, (G)) — Q™ -FactMod

[ ]
sends Mgy, to M&> . € sza“ -FactMod.

26.1.4. Before we proceed further, let us show how Theorem 26.1.3 completes the outline in Sect. 19.3.2.
In fact, it remains to prove the following:

. .
Corollary 26.1.5. The functor ®hest® sends Migy,, to M. . € Q! _FactMod.

Proof. Note that if an object F € sza“ -FactMod is equipped with an isomorphism
0blVEact (F) = 0blviac (M. 1),
then this isomorphism lifts uniquely to an isomorphism
F oML
Hence, in order to prove the corollary, it suffices establish an isomorphism
. .

(26.2) BHEE (M) = 0bIVEact MEye)-

We start with the isomorphism

DU (Nl = oblvines (M),

provided by Theorem 26.1.3. Now (26.2) follows by applying Theorem 22.1.5.
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26.1.6. The rest of this section is devoted to the proof of Theorem 26.1.3. We will deduce it from the
following result

Theorem 26.1.7. The functor

I-fiber at p-x
—

° He.cke
(26.3) Hecke(Whito(G)) “— Shvga (Confe.,) Vect

identifies canonically with

Hom (Miier —)-

L]
Hecke(Whitg (G))

Let us see how Theorem 26.1.7 implies Theorem 26.1.3:

Proof of Theorem 26.1.3. The object Mg, . € szan -FactMod is uniquely characterized by the prop-
erty that the underlying object

oblviact (ME ;) € Shvga (Confeo.z)
has !-fiber e at p - ¢ and has a zero !-fiber at p’ -z for p’ # p.

Now the assertion follows from Theorem 25.5.2.
O

26.1.8. Thus, the rest of this section is devoted to the proof of Theorem 26.1.7. We should remark,
®
however, that the proof will essentially be a formal manipulation, given the relationship between '1C 2,

and .’f% explained in Sect. 24.3.

rel

26.2. Framework for the proof of Theorem 26.1.7. In this subsection we will explain a general
categorical framework in which Theorem 26.1.7 will be proved.

26.2.1. Let C and D be module categories over Rep(H), and let us be given a pairing

V:C ® D—E.
Rep(H)

We claim that the datum of ¥ gives rise to the datum of a pairing
¥ : Hecke(C) @ Hecke(D) — E.

Indeed, assume for simplicity that D is compactly generated. Then we can interpret T as a Rep(H)-
linear functor
C—->D'Q®E.

The latter gives rise to a functor
Hecke(C) — Hecke(DV) ® E.
Now, identifying
Hecke(D") ~ Hecke(D)"
as in Sect. 10.5.2, we thus obtain a functor
Hecke(C) — Hecke(D)" ® E,
hence the desired pairing \i/
26.2.2. Let us now be in the context of Sect. 16.1.5. It is easy to see that the functor
Hecke(C) ® Heckerel(D) — E
constructed in loc. cit. identifies with
. U Id ®oblv,q oo ® J N
Hecke(C) ® Heckerel(D) ~ — ™ Hecke(C) ® Hecke(D) — E.
26.3. Applying the framework: the left-hand side.
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26.3.1. Let ¥ denote the pairing
(26.4)  Whity(G) ® Shv goy 1 (Gre)® ™ S Shvge (Gra) ® Shv(ge)-1(Gra) —2>

— Shv(Grg) 16 Vet .

By construction, it factors via

U : Whit,(G) ® ShV(SG)—l(GI‘G)2+<T) — Vect,

Rep(H)
where Rep(H) acts on Shv(gc)q(Grc)QﬂT) by

e’ H
V,F— ?EJEG) inv” (Satq,q)(V) ~ ?EJEG) Sat,—1 g(77 (V).

26.3.2. Consider the corresponding functor
W : Hecke(Whit, (G)) @ Hecke(Shv ey -1 (Gra)® (7)) — Vect .

Recall the object
° o.°) ° n
'IC% € Hecke,a (Shvge (Gre)® ™),
and consider the corresponding object.
* . +
'IC? " € Heckerel(Shv(ga) -1 (Gra)® ™).
Due to the trivialization in Sect. 26.1.1, the translate
10T
makes sense as on object of Heckeyel(Shv (ga)-1 (GrG)£+(T)).

Unwinding the definitions and using Sect. 26.2.1 above, we obtain that the functor (26.3) identifies
with the functor

(26.5) U(—, oblvya(t" - ICZ7))[(1, 25)].
26.3.3. Note that since objects of Whit, (G) are £ (N)-equivariant, the pairing ¥ of (26.4) is isomorphic
to its precomposition with the endo-functor

o+
ety deAvy N

)
Whit, (G) ® Shv ga)-1(Gre) Whit,(G) @ Shvgay-1 (Gra)® @,

~ L]
Hence, the same is true for the functors ¥ and W. Therefore, we can rewrite the functor in (26.5) as

(26.6) U (—, AvE M (oblv,a (t* - '1CF 7)) (1, 25)].
26.4. Applying the framework: the right-hand side.
26.4.1. By Sect. 26.2.1, the pairing
T : Whity(G) ® Whit,—1(G) — Vect
arising from (7.9), gives rise to a pairing
T : Hecke(Whit,(G)) ® Hecke(Whit, 1 (G)) — Vect .
By definition, the functor

Hom (J:/[{‘,\’,!hit, —): He.cke(Whitq(G)) — Vect

Hocke(Whitg (G))
is given by

[ ] L]

T(fv M%hit)v
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26.4.2. Unwinding the definitions of J\'/[{,‘\};it and of T we obtain:
Lemma 26.4.3. The pairings
Whit,(G) ® Shv gay-1(Gra)'™* — Vect
given by
F.5 = 0 (T, " F)[(p, 26)]
and
F,F = Y (F, WE* §IT')
are canonically isomorphic.
Corollary 26.4.4. For p € A, the pairings
He.cke(Whitq(G)) ® He:?ke(ShV(SG)—l (Grg)"™™) — Vect
given by
T, s U(T, " F)[(, 26)]
and
T, T s T(T, Wi )

are canonically isomorphic.

26.4.5. Thus, we obtain that the functor Hom (Mg(,!hit, —) can be identified with

Hocke(Whitg (G))

(26.7) (-, " FE ) (1, 29).

Using once again £1(N)-equivariance of objects of Whitq(G), we obtain that the latter expression
cab be rewritten as

(26.8) W(—, AvE M (@ FF 7)) ((n,20)).
26.5. Conclusion of proof of Theorem 26.1.7.

26.5.1. Comparing (26.6) and (26.8), we obtain that Theorem 26.1.7 follows from the next assertion:

Proposition 26.5.2. For € A1, there ewists a canonical isomorphism in He.cke(Shvgc(GrG)):
AVEE M) (1 FF ) & AvET ) (oblv,a (8 - TCT 7)),
The rest of this subsection is devoted to the proof of Proposition 26.5.2.
26.5.3. Recall (see Sect. 24.3.1) that the functor AVEE(N) defines an equivalence

Shvga (Gre)' — Shvge (GrG)E(N)-IH»(T)‘

Note that we have a commutative diagram of functors

Shvge (Grg)SMV ST M0, Ghy g (Grg)* NV 2D
(26.9) Avf:(N)T TAV'L‘(N*)
Jwe,t*x—d]
Shvge (Cre)' - Shvge (Gra)!.

In particular, we obtain that the functor
(26.10) AVEN ) Shvge (Gra)' — Shvge (Grg) SNV ) e7 (M

is also an equivalence.
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26.5.4. It follows formally that the right adjoint of the functor (26.10) is given by Avl, where I is

the unipotent radical of I. Since (26.10) is an equivalence, we obtain that Av! defines an inverse
equivalence.

From the decomposition

Where o o o o o o
IT:=INgN)=¢"(N), I"=Ing&T), ' =INLN"),

it follows that when applied to objects of ShVSG(GrG)E(N>'£+(T), the natural transformation

sz — Avar(N)
is an isomorphism.
26.5.5. It follows from Proposition 24.3.3 and the commutative diagram (26.9) that
AVIQ(Ni)(i%%’*) ~ oblvrel('Ib%ﬁ).
Hence, we obtain an isomorphism

fe.=}
2

(26.11) AVE ™) (0blv,o (16T 7)) = F

as objects of He'cke(Shvgc(Grg)).
We claim that this implies the isomorphism stated in Proposition 26.5.2.
26.5.6. Indeed, since p is dominant, we have
£H(N) C Ady-u (€7 (V).
Hence, (26.11) implies

VAdt,H(sﬂN)) VAdFN(L‘ﬂN))

A (0blv,a(ICF 7)) ~ A (FF).

Translating both sides by t* we arrive at the isomorphism of Proposition 26.5.2.
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Part IX: Relation to quantum groups

This Part is disjoint from the rest of this work. Here we will establish an equivalence between the
category szall -FactMod™™ and a (renormalized) version of the category of modules over the small
quantum group.

The contents of this Part can be thought of recasting the modern language the equivalence of
categories, which was the subject of the work [BFS].

27. MODULES OVER THE SMALL QUANTUM GROUP

In this section we define the category of modules over the small quantum group, as a e-linear
category. It will be introduced as relative Drinfeld center of the category of modules over the positive
part, denoted ugq(N).

27.1. The small quantum group: the positive part. In this subsection we will introduce the
positive part of the small quantum group, ug(N).

27.1.1. We start with a datum of a bilinear form
b iAQA — e,

X ,tors

Let ¢ be the associated quadratic form A — e
q(a) # 1 for all coroots a.

. We will assume that ¢ is non-degenerate, i.e.,

We will also assume that the quadratic form ¢ belongs to the subset
Quad(A, eX,torS)l‘A/‘e/str I Quad(A, e><,tors>7
see Sect. 2.3.3.

27.1.2. Starting from this data, we will eventually define the category of modules over the Langlands
dual small quantum group, to be denoted L.Lq(é)-mod.

Remark 27.1.3. The dot e over u, is meant to emphasize that we will be dealing with the category of
A-graded modules.

Remark 27.1.4. The fact that our quantum group corresponds to the Langlands dual group manifests
itself in that its lattice of weights is the lattice A of coweights of G.

27.1.5. Consider the category Rep(T) ~ Vect®, where Vect® is the category of A-graded vector spaces.
For A € A we let

e* € Vect® C Vect®
denote the vector space e placed in the graded component .

We consider Vect® as endowed with the standard monoidal structure. Now, the data of b’ defines a
new braiding on Vect®. Denote the resulting braided monoidal category Vectf;.

27.1.6. Choose some 1-dimensional objects

eh9U = Vect®  Vect™ .

i,quant

Le., each e is non-canonically isomorphic to e*.

Let U,(N)f*® be the free associative algebra in Vect®”” C Vect® on

i t A
e ¢ Vect™ .
i

Le., to specify a map from U, ()™ to an associative algebra A in Vect® is equivalent to specifying
maps
ei,quant N A

free

Let e; denote the tautological map e>™*** — U, (N)
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We endow U, ()™ with a Hopf algebra structure in Vecté‘pos by letting the comultiplication
Uq(N)free N Uq(N)free ® Uq(N)free
correspond to the maps

i @unit + unit Qe; N Y
€ quant e; unl_\;nl e; Uq(N)free ® Uq(N)free.

27.1.7. Let U,(N)*°° denote the co-free graded co-associative co-algebra in Vect®”" on the co-
generators €™ T e to specify a map from a co-associative co-algebra A in Vect®” to U, (N)eofree
is equivalent to specifying maps

i,quant

A—e

\7\co-free

Let e; denote the tautological map Ug(N) — €;,quant -
We endow U,y (V) with a Hopf algebra structure in Vect) by letting the multiplication
U, (V)¢ @ 7, (W)<o-fee _y 7, (1) eo-free
correspond to the maps

co-free €; ®aug+aug e

U‘Z (N)Co_free ® Ull (N) — €i,quant -

27.1.8. We define a map of Hopf algebras
(271) Uq(N)frcc N Uq (N)co-frcc
to correspond to the projections

U‘Z(N)free — €i,quant

onto the a; components.

27.1.9. We define uy(N 1) to be the image of the map (27.1). The key fact that uses the non-degeneracy
assumption on ¢ is that u, (]\7+) is finite-dimensional.

Moreover, it can be explicitly described (as an algebra) as a quotient of Uy (N)® by the quantum
Serre relations and the relations
(6i)0rd(qi) -1
27.2. Digression: the notion of relative Drinfeld center. In this subsection we recollect the
general framework for defining the notion of relative Drinfeld center.

27.2.1. Recall that if A is a category, it makes sense to talk about an action of a monoidal category
O on A. The category of such pairs (O, A) itself forms a symmetric monoidal category under the
operation of Cartesian product.

Consider the category of associative algebra objects in the above category. If (O, A) is such an
algebra object, the forgetful functor (O, A) — A endows A with a structure of monoidal category, and
the forgetful functor (O, A) — O endows O with a structure of associative algebra in the category of
monoidal categories. In other words O acquires a structure of braided monoidal category. In this case
we shall say that O acts on A (sometimes, for emphasis, we shall say that O acts on A on the left).

Given A, there exists a universal braided monoidal category that acts on A in the above sense. It
is called the Drinfeld center of A, and is denoted Zp:(A).

The objects of Zp:(A) are z € A, equipped with a family of isomorphisms
R.a:z@a~a®z,

compatible with tensor products of the a’s.
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27.2.2. Similar definitions apply for right actions of monoidal categories. In this way we obtain the
notion of right action of a braided monoidal category on a monoidal category.

Thus, we can talk about triples (O, A, O’), where A is a monoidal category, and O and Q' are
braided monoidal categories, acting compatibly on the left and right on A, respectively.

Given A equipped with an action of O’ on the right, there exists a universal braided monoidal
category O that acts on A (on the left) in a way compatible with the right action of O’. It is called
the relative (to O’) Drinfeld center of A, and it is denoted Zp, o/ (A).

Objects of Zp,,0/(A) are z € A, equipped with a family of isomorphisms
R.n:zRa~a® z,

compatible with tensor products of the a’s, and compatible with the action of O’ in the sense that for
o’ € O’ the map

R, o : z®@0 zo/®z,
agrees with the one induced by the right action of O’ on A.
We have a natural forgetful functor
Zpr,0r(A) = AL

Remark 27.2.3. Note that unless the braided monoidal structure on Q' is symmetric, there is no
naturally defined homomorphism from O’ to Zp, o/ (A).

27.2.4. Let O be a braided monoidal category, and let A be a Hopf algebra in O. In this case, the
category

A = A-mod

of A-modules in O acquires a natural monoidal structure, compatible with the forgetful monoidal
functor

oblv 4 : A-mod — O.

We also note that tensoring on the right defines a right action of O on A-mod. Thus, we can talk
about the braided monoidal category

ZDryo(A—mOd).
Note that the monoidal forgetful functor
(27.2) Zpr,0(A-mod) — A-mod — O

is not compatible with the braided structures.

27.2.5. Suppose now that A is dualizable as an object of O. In this case, the forgetful functor
(27.3) Zpr,0(A-mod) — A-mod
admits both a left and right adjoints.
The composition of the left adjoint to (27.3) with the forgetful functor (27.2) identifies with
M — oblvs(M)® AY,
The composition of the right adjoint to (27.3) with the forgetful functor (27.2) identifies with
M +— oblva(M) ® A.

27.3. The category of modules over the small quantum group. In this subsection we will finally
introduce the category 1i,(G)-mod of modules over the (Langlands dual) small quantum group.
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27.3.1. We apply the discussion in Sect. 27.2.4 to the braided monoidal category Vecté‘ and the Hopf
algebra ug(N1) in Vect).
We introduce the (braided monoidal) category iiy(G)-mod to be
ZDr,Vectg (uQ(N+)_mOd)'

We emphasize that in the above formula, and elsewhere, u,(N*)-mod denotes the category of
ug(NT)-modules in Vect’.

27.3.2. Let oblv, () denote the (conservative) forgetful functor

(27.4) L.lq(é)-mod — ug(N1)-mod — Vectfl\,
i.e., the functor (27.2).

This functor admits a left adjoint, which we denote by

ind, (¢ : Vect) = 11,(G)-mod.

The resulting monad oblv, (&) ©ind, () is t-exact with respect to the (obvious) t-structure on

Vectf;. This implies that ﬁq(é)—mod acquires a t-structure, uniquely characterized by the requirement
that the forgetful functor oblv, (¢ is t-exact. Moreover, the functor ind, (g is also t-exact.

27.3.3. Denote
uQ(G)N = induq(G‘) (eﬂ)’
where we remind that e* € Vect® is the vector space e placed in degree .
The objects u,(G)* form a set of compact generators of 1i,(G)-mod; they are projective as objects
of (liy(G)-mod)®.
From here we obtain that the canonically defined functor
D ((11y(G)-mod)) = 11y(G)-mod
extends to an equivalence
D((11g(G)-mod)?) ~ i, (G)-mod.

27.4. Standard and costandard objects.

27.4.1. The forgetful functor

oblvqul) g (G)-mod — ug(N)-mod
Ug
ug (&)

wy (N+)? S€€ Sect. 27.2.5.

also admits a t-exact left adjoint, denoted ind

For u € A, consider e* as an object of u,(NT)-mod, where the action of ug(N ) is trivial. Set

MH!

tnant ‘= ind"*(%) (e").

ug (N+)

We call it the standard object of 1iy(G)-mod of highest weight 1. It belongs to the heart of the
t-structure.

Remark 27.4.2. The objects M ! . are sometimes called the “baby Verma modules”.

quan

27.4.3. Note that each 1,(G)* has a finite filtration with subquotients M“ T with X € AP°S,

quant
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27.4.4. Tt is well-known that (ii,(GY)-mod)® has a structure of highest weight category, in which Mﬁ&!ant
are the standard objects. In particular, for every p there exists a co-standard object

MZQch € (L.lq (G)_mOd)va

uniquely characterized by the requirement that

/ eif f/ = p
27. . . w! I
( 7 5) }Comuq(c)_mod(mquanw Mquant) { O otherwise.
27.4.5. We let Mg{:nt denote the image of the canonical map
! J
M(’i\’lant - Mguant‘

The objects M are the irreducibles of (iy(G)-mod)®.

quant

28. RENORMALIZATION FOR QUANTUM GROUPS
Recall (see Sect. 19.1) that we modified the category of factorization modules in order to obtained

a category that eventually turned to be equivalent to Hecke(Whit, . (G)). In this section we will apply

. . . . o =
a similar renormalization procedure to ug(G)-mod.

In fact, we will define two different renormalizations of 1y(G)-mod: one will be equivalent to the
original category of factorization modules, and the other two its renormalized version.

28.1. The “obvious” renormalization. Along with ﬁq (&)-mod we will consider its renormalized
version 1y(G)-mod™, endowed with a pair of adjoint functors
ren : ﬁq(é)-mod = ﬁq(é)-modren : un-ren .

The material here is parallel to Sect. 19.1.

28.1.1. The category 1ty (()-mod™ is defined as the the ind-completion of the full (but not cocomplete)
subcategory of

ﬁq(é)—modﬁn'dim C ﬁq(é)—mod

that consists of that go to compact objects in Vect under the forgetful functor oblv, () of (27.4).

Note that tiy(G)-modi™d™ can also be characterized as consisting of finite extensions of (shifts of)
irreducible objects.

Ind-extension of the tautological embedding defines a functor
un-ren : i, (G)-mod™® — i, (G)-mod.
28.1.2. Since the objects u,(G)* have finite length, we have
l1y(G)-mod® C 1ty (G)-mod ™4™,
Ind-extension of this embedding defines a fully faithful functor
ren : 1ty(G)-mod — iy (G)-mod™",

which is a left adjoint to un-ren.
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28.1.3. We have the following assertion parallel to Proposition 19.1.8:

Proposition 28.1.4. The category flq (é)-modre" has a t-structure, uniquely characterized by the prop-
erty that an object is connective if and only if its image under the functor un-ren is connective. More-
over, the functor un-ren has the following properties with respect to this t-structure:

(a) It is t-ezact;
(b) It induces an equivalence
(114 (G)-mod™™)>" — (i1, (G)-mod)="
for any n;
(c) It induces an equivalence of the hearts.

Corollary 28.1.5. The kernel of the functor un-ren consists of infinitely coconnective objects, i.e.,

() (Cig(G)-mod™)="".

n

Remark 28.1.6. We will use the notation M}

quant?

either ﬁq(é)—mod or ﬁq(é)—modre", see Remark 19.1.10.

Mg, and MZ;’JM for the corresponding objects of

28.1.7. It follows from the construction that the t-structure on 1.1(1(CVT')—rn0dren is Artinian (see Sect. 6.3.8
for what this means).

28.2. A different renormalization. We will now introduce a different category, denoted
aq(é)_modbaby-ren7
which will be sandwiched between ﬁq(é)-mod and {Lq(é)-modre“.

28.2.1. Consider the category u,(NT)-mod.

We define its renormalized version, denoted uq(]\v/dr)-modre“7 by the same procedure as above. L.e.,
ug(NT)-mod™ is the ind-completion of the full (but not cocomplete) subcategory

(g (N )-mod™ ™ < u,(N1)-mod
consisting of objects that map to compact objects under the forgetful functor

ug(N)-mod — Vect;\ .

We have a pair of adjoint functors
ren : uy(NT)-mod = u,(N)-mod™ : un-ren.
28.2.2. The subcategory g (NT)-mod®™ ™ C y,(NT)-mod is preserved by the tensor product opera-
tion. Hence, it inherits a monoidal structure.

Ind-extending, we obtain that u, (N *)-mod™® acquires a monoidal structure, which can be uniquely
characterized by the requirement that the functor un-ren be monoidal.

Furthermore, we have a right action of (the braided monoidal category) Vect on ug(NT)-mod™®,
so that the functor un-ren is compatible with the actions.

28.2.3. We define ﬁq(é)-modbaby're“ to be (the relative to Vecty) Drinfeld center of uy(NT)-mod™",
ie.,

80 (C)-mod™™™ M = Zp G (g (N'F)-mod™”).
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28.2.4. Note now that the monoidal operation
Uy (NT)-mod™ @ ug(N1)-mod™” — 1y (N1)-mod™"
factors as
g (NT)-mod™™ @ g (N T)-mod™™ — 1y (NT)-mod™ @ ug(N1)-mod — uy(NT)-mod™”
and also

U, (NT)-mod™ @ ug(NT)-mod™” — ug(N1)-mod @ ug(N1)-mod™” — u, (NT)-mod™".

From here, it is easy to see that ﬁq (G‘)-modbaby're“ is endowed by a pair of adjoint functors

uq(é)
ug(N+)

“q(é)
ug(N+)

ind g (N1)-mod™ = 11y (G)-mod ™" : oblv

and also a pair of adjoint functors

ren’ : Uy (G)-mod = 1y (G)-mod”*» ™" : un-ren’
that make all the circuits in the diagram
uq (&)

u (N+) modren %‘I(Mﬁ (é) modbaby—ren
q B < %q -

oblv"? ((?)
ug (N+)
ren un-ren - I‘en/ un-ren/
ing"7(%)

ug (N+)

ind

uy(N*)-mod ﬁq(é)-mod
oblv"q(c)
ug (N+)
commute.
28.2.5. The above commutative diagram implies in particular that the monad oblvﬁzg)ﬂ o ind::ég)ﬂ

acting on ug(N+)-mod™ is t-exact. Since the forgetful functor

“q(é)

Oblleq(N+)

: L.Lq (G‘)—modbaby’ren — Uq (]\ijL )-mod™ "

is conservative, we obtain that 1.1.,1(0)—m0dbaby'ren acquires a t-structure, uniquely characterized by the

condition that oblv“q(G)

g (V) is t-exact.

In particular, we obtain that the functor
un-ren’ : 11,(G)-mod”*™ " — {,(&)-mod
is t-exact.
28.2.6. Thus, we obtain that flq (G)-modP*PY"°" can also be obtained as a renormalization of ﬁq(é)-mod.
Namely, L.lq(G‘)—modbaby'rcn identifies with the ind-completion of the full subcategory
Uy (G)-mod®™™ ¢ 1, (G)-mod
that consists of objects that finite extensions of (shifts of) standard (i.e., baby Verma) objects.

The functor
un-ren’ : 1, (G)-mod"*™7" — 1, (G)-mod

is the ind-extension of the above tautological embedding.

The functor

ren’ : 1y (G)-mod — 11y (G)-mod”**Y e
is the ind-extension of the embedding
l1y(G)-mod® C 1ty (G)-mod®*,

the latter due to the fact that each uy(G)* has a filtration by standards, see Sect. 27.4.3.
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By [FG1, Sect. 23], the functor un-ren’ : ity (G)-mod®* ™" — 1, (G)-mod induces an equivalence
(1 (G)-mod™*™ )" 5 (U, (G)-mod)="
for any n, and thus also an equivalence of the hearts.
Remark 28.2.7. We will use the notation M/

quant)

either 1y(G)-mod or 1y(G)-mod*™ " see Remark 19.1.10.

Mins and M’;"l!;m for the corresponding objects of

Remark 28.2.8. The definition of ﬁq(é)-modbaby’re“ can also be rephrased as follows:

Z:E?ﬂ o indrzg)ﬂ acting on ug(NT)-mod preserves the subcategories

Uy (NT)-mod® C ug(N1)-mod™ ™  uy(N1)-mod.

The monad oblv

We have:

A c uq(G) . uq (G) NS c
ug(G)-mod® ~ (OblvuZ(N+) o 1nduZ(N+))—mod(uq(N )-mod®)

and

1y (G)-mod"*» ~ (oblv::‘lgjcvl) o indﬁzgg)ﬂ)_mod(uq(N+)_modﬁn.dim)7

where the functor ren’ is induced by the embedding

“q(é)
ug(N+)

uq<é>

(oblv wa(N+)

oind )-mod (g (N)-mod®) —

ug(G)

(©)] :
— (oblv'? o 1nduq(N+)

) )-mod (i (N F)-mod ™4™,
uq

28.3. Relationship between the two renormalizations.

28.3.1. Note now that the category of compact objects in ﬁq(é)—modbaby're“ can be thought of as a
subcategory of the category of compact objects in ftq (G)-mod™™. Hence, we obtain a fully faithful
functor
ren” : 1.'1(1(G')—modbaby’ren — ftq (G)-mod*”
that admits a continuous right adjoint, denoted un-ren”.
The composition
Uy (G)-mod =% 11, (G)-mod*™™°" % | (F)-mod™™
identifies with the functor ren, and the composition

. _ " - . _ ’ .
L.lq(G)-modren wes {Lq(G)-modbdby’re" we l.lq(G)-mOd

identifies with the functor ren.

As in [AG, Corollary 4.4.3], we obtain that the functor un-ren” is t-exact.

28.3.2. Thus, we can think of 1, (GY)-mod™ as a renormalization of iy (G)-modP*PY"e",

Namely, t1,(G)-mod™® is the ind-completion of the full subcategory of ity (G)-mod®*™™*" consisting
of objects that are finite extensions of (shifts of) the the objects M where the latter are viewed as

quant
objects in (ﬁq (G‘)_modbabyqen)@.

29. QUANTUM GROUPS VS FACTORIZATION MODULES EQUIVALENCE

In this section we will take the ground field to be C, the curve X to be A', and the sheaf theory to

be that of constructible sheaves in the classical topology. We will relate the category ﬁq(é)-mod (or
rather its renormalized version) to the category of factorizations modules over QZ‘“au.

29.1. Matching the parameters. In this subsection we will explain how to match the parameters
needed to define the quantum group with those needed to define Q,Slma“.
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29.1.1. Recall (see Sect. 27.1.1) that in order to define the category of modules over the quantum group,
we started with a bilinear form
b/ . A®A N e><,tors7

such that the corresponding quadratic form belongs to Quad(A, e*>*°s)W.

restr-

Since the ground field is C, the Tate twist is canonically trivialized, so we can regard b’ as a map
(29.1) V:A®A— eO%(—1).

We claim that the datum of (29.1) gives rise to a geometric metaplectic datum for T" equipped with
a rigidification, see Sect. 17.1.1 *.
29.1.2. First, we claim that a bilinear form (29.1) (without the extra condition on ¢) gives rise to a

geometric metaplectic datum §7 for T

Recall the description of factorization gerbes for tori, given in [GLys, Sect. 4.1.3]. Namely, to specify
a factorization gerbe G7, we need to specify for every finite set J and a map Ay : J — A a gerbe SIJ
on X7, along with the compatibilities of [GLys, Equations (4.3) and (4.4)].

For j, denote A; = A;j(j). For un unordered pair of elements j1 # j2, let A;, j, denote the corre-
sponding diagonal divisor in X 7. We set

29.2 Grs = <® qu’) ( ®  O(=Aj, “*J'Mfz)).
( ) AJ jed ® S1£ia)/5n ( J1 J2)

The isomorphisms of [GLys, Equations (4.4)] are automatic. In order to construct the isomorphisms
of [GLys, Equations (4.3)], to simplify the notation we will consider the case J = {1,2}. Thus, we need
to construct an isomorphism of gerbes

(29.3) i) ® wi*2) ® (O(_A)'A)bo\jl)‘jz) ~ IP1tA2)
29.1.3. Let us note that for every element ¢ € e*(—1) we have a well-defined e*-torsor, denoted (—1)¢,
constructed as follows:

To ¢ we associate the corresponding Kummer sheaf W, on G,,. We set (—1)° to be equal to the fiber
of U, at (—1) € Gp.
29.1.4. To define (29.3) let us first choose an ordering, namely (1,2) on {1,2}. This ordering identifies
the line bundle O(—A)|a with w.

We let (29.3) be the tautological isomorphism coming from the identity

a(A1) - q(A2) - b(Ajy, Ajp) = (A1 + Az2),

tensored with the line
(_1)b/(A17A2).

Note that this is the only place in the construction where we use the data of a bilinear form ¥’, as
opposed to that of a quadratic form gq.

29.1.5. Let us now show that the isomorphism (29.3) is canonically independent of the choice of the
ordering. Indeed, the swap of two factors multiplies the identification

0(-A)|a 2w
by (—1).
The required isomorphism follows now from

(_1)17(/\1,/\2) ® (_1)1)'()\1,)\2) ~ (_1)b'(z\2,A1)‘

4The discussion in the rest of this subsection applies to a general sheaf theory of a general ground field.
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29.1.6. The above construction defines a map
(29.4) Bilin(A, e*(—1)) — FactGer .

In fact, one can describe FactGer entirely in terms of this map. Namely, by unwinding the con-
structions, one obtains that FactGer, viewed as a connective spectrum, is represented by the push-out
along B?(Hom(A, 1)) of

Ge(X,T(e)*™)

and the connective spectrum represented by the complex
(29.5) Quad(A, 1) — Alt(A, ™" (~1)) — Bilin(A,e**"®(~1)),
where:

e The map Alt(A,e**"(—1)) — Bilin(A, e**°™(—1)) is

Alt(A, €5 (—1)) “25° Alt(A, e (=1)) < Bilin(A, ¥ (1))

e The map Quad(A,£1) — Alt(A,e*t™(=1)) is

(29.6) Quad(A, £1) — SymBilin(A, £1) = Alt(A, +£1) «— Alt(A,e*™(~1))

e The map from B*(Hom(A, £1)) to the spectrum represented by the complex (29.5) is given by
the identification of Hom(A, +1) with the kernel of (29.6);

e The map B?(Hom(A,£1)) — Ge(X,T(e)*™) is
B?(Hom(A, £1)) — B*(Hom(A, &) = B*(T(e)*™) — Ge(X, T(e)""™).
Remark 29.1.7. Note also that the complex (29.5) admits a natural quasi-isomorphic embedding into
the complex maps quasi-isomorphically to the complex
(29.7) Quad(A, e (—1)) — Bilin(A, e*"*™(—~1)) — Bilin(A, e *"®(~1)),

in which the map
Bilin(A, e**"(—1)) — Bilin(A, e*"**"*(—1))

V= b b () = b\ ) = b (1, ).
This complex is acyclic in degree —1. Its H identifies with Quad(A,e*'**™(—1)) and H~? with
Hom(A, £1).
Note that the assignment
(29.8) b — Rep,(T)
is a bijection between Bilin(A, e* and the set of braided structures on the monoidal category Rep(T).
The meaning of the complex (29.7) is the following (up to replacing e**°"*(—1) by e*):

It follows from [Del, P.S.] that the assignment (29.8) extends to an equivalence between the pushout-
out along B?(Hom(A,%1)) of B?(Hom(A,e*)) with the connective spectrum represented by the com-
plex

(29.9) Quad(A,e*) — Bilin(A,e*) — Bilin(A, e*),
and the groupoid of braided monoidal categories whose monoid of isomorphism classes of objects is

identified with A.

29.1.8. Let us now restore the condition that ¢ belong to Quad(A,e* "™ (—1)),,.. Let us show that
the resulting factorization gerbe on Conf is equipped with a rigidification (see Sect. 17.1.1).

Indeed, according to formula (2.1), we need construct a trivialization of the gerbe
W) (w®%)b(*ai»2ﬂ)'
For this, it suffices to show that
but this follows from condition (2.3).
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29.1.9. The above construction defines a map

(29.10)  Bilin(A, e (~1)) x Quad(A, e " (—1))vey, —
Quad(A,eX-tors(—1))

— FactGel & X Quad(A, e (—1)) v,
Quad(A,eX tors(—1))

(while the latter is isomorphic to FactGeg, see (17.2)).
As in Sect. 29.1.6 above, one can describe the space

FactGele' X Quad(A, e (—1)) v,
Quad(A,eX tors(—1))

entirely in terms of the map (29.10). Namely, this space identifies with the push-out along
B?(Hom(m1 a1¢(G), £1)) of Ge(X, Zx(e)™™) and the connective spectrum represented by the complex
(29.11)  ker(Quad(A,£1) = II £1) —

— Alt(A,e**"(=1)) — Bilin(A, " (=1)) X Quad(A, e (=1)v..,
Quad(A,eX tors(—1))

where:

e The map Quad(A,£1) — II +1 is given by evaluating a quadratic form on the simple negative

coroots;
e The map from B?(Hom (71 a1¢(G), 1)) to the connective spectrum represented by the complex
(29.11) is given by identifying H 2 of this complex with

ker(Hom(A, £1) — II + 1) ~ Hom(71,a1.(G), £1);

e The map B?(Hom(my aig(G), £1)) — Ge(X, Zs(e)™™) is
B?(Hom (1 a1g (@), £1)) = B*(Hom(m1 a15(G), e”*™)) = B*(Zg(e)'"®) — Ge(X, Zg(e)™").

Remark 29.1.10. Recall (see Remark 17.1.2) that if G is semi-simple simply-connected, the connective

spectrum FactGegigidQ as o ( 1))Quad(A,ex’to'rs(fl)),‘fgstr is discrete.
nad(A e X tors (_

This matches the fact that in this case the complex (29.11) is acyclic off degree 0. Indeed, in this
case we have an isomorphism

ker(Quad(A, £1) — II £ 1) @ Hom(A, +1) — Quad(A, £1),

while Hom(A, +1) identifies with the kernel of the map (29.6).

In particular, for G semi-simple simply-connected, the complex (29.9) is canonically isomorphic to
a direct sum

Quad(A,e*) ® Hom(A, +1)[-2].

29.2. Statement of the result. In this subsection we will state the main theorem of this Part that
L] . 5
establishes an equivalence between the categories tiy(G)-mod”** ™" and Q™*"' -FactMod.

29.2.1. We start with a form &’ as in Sect. 29.1.1. Choose the lines 9% see Sect. 27.1.6. Let fi:fact
be the dual lines.

To the data (b, {e"9"*™}) be we associate the category i,(G)-mod, and its renormalized version
ﬁq(é)_modbaby»ren.

To the data of b’ we associate a geometric metaplectic data 7 for T' (see Sect. 29.1.1), and to the
data (§7, {f*°*}) we attach the category Q™! -FactMod, see Sect. 17.
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29.2.2. The goal of this section is to prove the following:
Theorem 29.2.3. There exists a canonical equivalence

Q! _FactMod =~ U1, (G)-mod®*Py-ren
which is t-exact and maps standards to standards.

We note that the assertion of Theorem 29.2.3 at the level of the hearts of the corresponding categories
is the main result of the book [BFS], specifically Theorem 17.1 in Part III of loc. cit.

29.2.4. As a formal corollary of Theorem 29.2.3 we obtain:
Corollary 29.2.5. There exists a canonical equivalence

Q! FactMod™™" ~ Uy (G)-mod™",
which is t-exact and maps standards to standards.

The rest of this section is devoted to the proof of Theorem 29.2.55.
29.2.6. Note also that Theorem 29.2.3 gives a proof of Proposition 19.1.4 when k = C.

29.3. Koszul duality for Hopf algebras. In this section we will perform the first step in the proof
of Theorem 29.2.3: it consists of passing from a Hopf algebra in Vect) (such as uq(NT)) to its Koszul
dual Es-algebra.

29.3.1. Let A be a Hopf algebra in Vectf; such that its augmentation ideal is contained in Vect;\posfo
and each graded component is finite-dimensional.

I

Consider the category A-mod, and let A-mod™" denote its renormalized version defined as in
Sect. 28.2.1.

By the definition of A-mod™", the functor of trivial action
. A
triva : Vect; — A-mod™”,

admits a contintous right adjoint.

This right adjoint is also conservative, because by the condition on A, the essential image of the
functor triva generates A-mod™” under colimits (indeed, the essential image of (Vecty )™ 4™ along
triva generates A-modi™4™ ynder finite colimits).

29.3.2. The monad
inva otriva

acting on Vectfl\ commutes with right multiplication. Hence, it is given by an associative algebra in
Vectf;, to be denoted Inv 4. The underlying object of Vectf]\ identifies with inv 4 o triva(e), i.e.,

A = Hom amoa (triva(e?), triva(e?)).

Tautologically, the functor inv 4 upgrades to a functor
(29.12) invy™ : A-mod™ — Inv4 -mod.
By the Barr-Beck-Lurie theorem, the above functor (29.12) is an equivalence.

5The proof of Theorem 29.2.3 given below is the result of discussions between the first-named author and J. Lurie.
However, the responsibility for any shortcomings that may result from its publication lie with D.G.
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29.3.3. Let now A be a Hopf algebra in Vecté‘. This structure is equivalent to giving A-mod (or
A-mod™™) a structure of monoidal category, for which the forgetful functor

A-mod™" — Vectg

is monoidal, in a way compatible with the right action of the braided monoidal category Vectfl\ (see
Sect. 27.2.4). The unit in A-mod™" is given by triva (k).

Hence, the equivalence of (29.12) induces a monoidal structure on Inv4-mod, for which the unit
object is

Inva € Inv4 -mod.
Such a structure is equivalent to a structure on Inv4 of Eq-algebra in Vecté\, so that (29.12).

29.3.4. Thus, we obtain an equivalence of the corresponding (relative to Vectg) Drinfeld centers

(29.13) Zyr Vet (A-mod™") — Zyr, Vecth (Inv 4 -mod).

29.3.5. By [Fra, Proposition 4.36] we have:
ZDr,Vect{} (Inva -mod) ~ Inv 4 -modg,,
where the latter denotes the category of Ez-modules over the Eq-algebra Inv4 in the braided monoidal
category Vectf]\‘
29.3.6. To summarize, we obtain an equivalence
(29.14) Zyr Vet (A-mod™") ~ Inv 4 -modg, .

29.4. Factorization algebras vs Es-algebras. We will now perform a crucial step in the transition
between 1y (G)-mod™ and Qimall_FactMod: we will relate (a certain kind of ) Eo-algebras in Vect) and

factorization algebras in Shvga (Conf).
29.4.1. Recall that in this section the curve X is taken to be A' (with 2 € X being 0 € A').

According to [Lur], to a braided monoidal category O one can attach a factorization category over
the Ran space of A', denoted Fact(O).

Futhermore, if B is an Es-algebra in O, then to it there corresponds a factorization algebra Qp in
Fact(O), and we have an equivalence between the category of Ez-modules with respect to B in O and
factorization Qp-modules in Fact(O), i.e.,

(29.15) Qp -FactMod ~ B-modg,.

29.4.2. We take O = Vect’. In this case Fact(O) identifies with Shvgr (Grr Ran)-

Let now B be a (non-unital) Eq-algebra Vecté\, which is contained in Vecté\negfo. Then Qp, viewed
as an object of Shvgr (Grr,Ran), is supported on (Grr,ran)"°®. Hence, by Sect. 5.5.1, we can think of
Op asa SA—tWisted factorization algebra on Conf.

Furthermore, according to (5.10), we can think of factorization Qp-modules on Grr ran as factor-
ization 2p-modules on Conf.z.

Hence, (29.15) becomes an equivalence
(29.16) Qp -FactMod ~ B-modg,,
where Qg -FactMod denotes the category of factorization 2p-modules in Shvga (Confeo o).

Let us write how certain functors on one side of the equivalence (29.16) translate to the other side.
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29.4.3. Since our curve X is A', the canonical line bundle w on X is trivialized. In addition, we have
a canonical generator for the diagonal divisor A C X x X. In particular, by formulas (29.2) and (2.1),
the fiber of G* at any point p -z € Confeo., admits a canonical trivialization.

Remark 29.4.4. Tt is easy to see that the gerbe SA on all of Confe., (and on Conf) admits a canonical
trivialization. However, these trivializations are incompatible with factorization.

o
The above trivialization of G on Conf is also incompatible with the trivialization of G* on Conf
of Sect. 17.1.3. The discrepancy of these two trivialization is given by a non-trivial local system on
Conf (X, A"°®). This is the braiding local system of [BFS, Part III, Sect. 3.1]. As a result, the twisted
perverse sheaf Qflma“, viewed as a plain perverse sheaf on Conf (via the above trivialization of gA
specific to A') is not just the sign local system, but has a monodromy that depends on q.

29.4.5. First off, for u € A, the functor

B-modg, — Vect;\ — Vect}, =~ Vect,
(where the second arrow is the projection on the py-component) corresponds in terms of the equivalence
(29.16) to the composite:

oblvg,ct

Qp-FactMod — ShVSA(Confoo-;(;) !-ﬁbw ww

G |ow = Vect.
29.4.6. Consider now the functor 2p -FactMod — Vect equal to the composite:

The forgetful functor g -FactMod — Shvga (Confee.z);
The functor of !-restriction to the subspace of non-negative real configurations

>0
Confﬂcfo_.z C Confog.z;

The functor of *-fiber at - x € Confnﬁoz.z.
e The identification G*|,., =~ Vect.

The corresponding functor B-modg, — Vect is the composite

ek —
B-modg, — B-mod N Vect/q\ — Vectl ~ Vect.

29.5. Hopf algebras vs factorization algebras. In this subsection we will supply some explicit
information on the factorization algebra Qp corresponding via (29.15) to the augmentation ideal in
Inv4, where A is a Hopf algebra as in Sect. 29.3.1.

29.5.1. Let B be the augmentation ideal in Inv4. Composing (29.16) with (29.14), we obtain an
equivalence

(29.17) Ziyr Vet (A-mod™") ~ Qp -FactMod .
29.5.2. Let us see how the obvious forgetful functors on one side of the equivalence (29.17) look on the
other side.

The functor of !-fiber at the point p -z € Confs.. on Qp-FactMod (i.e., the composite described in
Sect. 29.4.5) corresponds to the composite

Zyy, Vectd (A-mod™") — A-mod"*" %A Vecté\ — Vect!, ~ Vect,
where the first arrow in the forgetful functor and the third arrow is the projection onto the y-component.

Consider now the composite functor 25 -FactMod — Vect, described in Sect. 29.4.6. It corresponds
to the forgetful functor

ZDLVCC%\ (A-mod™™) — Vect;\ — Vect}, =~ Vect,

where the second arrow is the projection onto the u-component.
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29.5.3. We have the following additional two properties of the assignment A ~» Qp:

Proposition 29.5.4.
(a) For p € A"®, the vector space equal to the *-fiber at -z of Qp identifies with the —p-component
of Inv av, where A is the component-wise linear dual of A, viewed as a Hopf algebra in Vecté\,l.

(b) For u € A™8, the vector space equal to the *-fiber at p-x of the !-restriction of Qp to Conf® C Conf
identifies with the vector space dual to the —u-component of A.

29.5.5. We now claim:

Corollary 29.5.6.

(a) If A is concentrated in cohomological degrees > 0 (resp., < 0), with respect to the obvious t-structure
on Vecté\, then Qp, viewed as an object of Shvga(Conf), is concentrated in perverse cohomological
degrees > 0 (resp., < 0).

(a’) If A is concentrated in cohomological degree 0, then Qp is perverse.

(b) If A1 and Az are both concentrated in cohomological degree 0 and A1 — As is a surjective (resp.,
ingective) map of Hopf algebras, then the induced map Qp, — Qp, 1s injective (resp., surjective).

(¢) Under the assumption of (a’), the equivalence (29.17) is t-exact.

Proof. For a fixed A € A"® consider the full subcategory of Shv(XA) that consists of complexes locally
constant along the diagonal stratification. Then the functor that sends an object to the *-fiber at p-x
of its l-restriction to X3 is conservative and t-exact (in the perverse t-structure).

This implies points (a) and (b) in view of Proposition 29.5.4(b). Point (a’) is a particular case of
().

For point (c) we consider the full subcategory of Shv(X >‘) that consists of complexes locally constant
along the stratification given by diagonals and incidence with . Then on this subcategory, the functor
that sends an object to the *-fiber at p - x of its !-restriction to X]QZO is t-exact (in the perverse
t-structure).

d

29.6. The case of quantum groups. We will now combine the contents of Sects. 29.3-29.5, and
complete the proof of Theorem 29.2.3.

29.6.1. We apply the above discussion to the Hopf algebra A = u,(N*1). First, we claim that the
resulting factorization algebra Conf Qg on Conf identifies with sza“.

Using Corrollary 29.5.6(b), it suffices to show that the (twisted) sheaf 24/ on Conf corresponding

to A’ = Uy(N)" (resp., A" = Uy(N)°™) is given by extension by * (resp., !) of Q5™ along the
embedding

(29.18) Cont < Cont .

We will prove the assertion regarding U, (N)™°°; the one about U, (N)* % follows similarly by applying
Proposition 29.5.4(a).

29.6.2. We have to show that !-fibers of Qp for B = Inva with A = U,(N)™* are zero on the comple-
ment to (29.18). By factorization, this is equivalent to showing that !-fibers of Qg are zero at points
-z for p not being a negative simple root.

By Sect. 29.4.5, we need to show that inv 4(e) lives only in degrees that are negative simple roots.
However, this follows from the fact that A is free as an associative algebra on the generators in degrees
equal to simple roots.
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29.6.3. Thus, the equivalence (29.16) translates in our case to the equivalence

Q™! _FactMod ~ ZDr Vecth (ug(N1)-mod™"),

where the right-hand side is by definition i, (G)-mod®*"",

This establishes the equivalence of categories claimed in Theorem 29.2.3. The t-exactness property of
the above equivalence follows from Corrollary 29.5.6(c). The fact that this equivalence maps standards
to standards follows from the construction.
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APPENDIX A. WHITTAKER VS KIRILLOV MODELS

In this Appendix we will explain a device that replaces the Whittaker model when the Artin-Schreier
sheaf does not exist, e.g., in the ¢-adic context when the ground field has characteristic zero, or in the
Betti context. This device is called the Kirillov model.

A.1. The context.

A.1.1. Let Y be an algebraic stack of finite type over the ground field k. Let first Y be equipped with
an action of G,. If k is of characteristic zero and we are working with D-modules over if k is of positive
characteristic and we are working with ¢-adic sheaves, we have a well-defined full subcategory

Whit(Y) C Shv(Y)

that consists of objects that are Ge-invariant against a chosen Artin-Schreier sheaf x on G, (in the
context of D-modules, x is the exponential D-module).

Le., this is the category whose objects are those F € Shv(Y) for which there ezxists an isomorphism
act™(F) ~ x X T,
whose further *-pullback along
{0} xY 2% Ga x Y
is the identity map
F~idpoact”(F) =igo (x KF) ~F.
A.1.2. The subcategory Whit(Y) C Shv(Y) has some favorable properties:

(1) It is compatible with the t-structure (i.e., is preserved by the truncation functors);

(2) For amap f : Y1 — Yo, the functors f' and f. send the categories Whit(Y1) and Whit(Y2) to
one another. Furthermore, the partially defined left adjoints of these functors, i.e., the functors
fiand f* also send Whit(Y;) to Whit(Y;) on those objects on which they are defined,;

(3) Verdier duality (which is defined on Shv(Y)'°“°, see Sect. 4.3.3) sends Whit(Y) to a similarly
defined character for the opposite choice of the Artin-Schreier sheaf.

A.1.3. Assume now that we are given an extension of the action of G, on Y to an action of the semi-
direct product

Gm X Gg.

In this case we will be able to define another category, denoted Kir.(Y). This category Kir.(Y)
will be defined in an arbitrary sheaf-theoretic context (in that it does not require the existence of the
Artin-Schreier sheaf).

In the context when Artin-Schreier is defined, we will have a canonical equivalence
Kir.(Y) ~ Whit(Y).

In addition, in the context of constructible sheaves or holonomic D-modules, we will be able to define
another category, denoted Kir(Y):, and we will have also an equivalence

Kir(Y) ~ Kir.(Y).

Furthermore, restricting to locally compact objects, the Verdier duality functor on Shv(Y)"°¢ in-
duces an equivalence
(KiI‘! (y)loc.C)op N KiI‘* (y)loc.c.

Remark A.1.4. That said, the category Kir,(Y) (or Kiri(Y)) does not enjoy the favorable properties of
Whit(Y) mentioned in Sect. A.1.2.

Most importantly, for a map f : Y1 — Yo, the functors f' and f. do send Kir. (Y1) and Kir.(Y2) to
one another, but the functors fi and f* do not. The situation with Kiri(Y) is the opposite.
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A.1.5. For the purposes of this work, we take the stacks Y to be the following ones:

Recall the subschemes Y; C Grg:z and the subgroups N C Q(N);’p of Sect. 6.1, so that the action
of Nji on Y factors through some finite-dimensional quotient Ny ;.

Consider the action of G,,, on £(N)‘;jp obtained from the adjoint action of Thq C £ (T)e on £(N)‘;’p
and the cocharacter p: G,, — Taqa-

With no restriction of generality, we can assume that the subgroup Ny is preserved by this action, as
well as the kernel of the projection to Ny ;. Finally, we can assume that the restriction of the canonical
homomorphism Q(N)‘;jp — Gq to Nj factors through Ni;. Let N,Q’l be the kernel of the resulting
homomorphism Ni; — G,.

Set
Y= Ni\Yj.
By construction, Y carries a residual action of G,. In addition, we note that the action of T C £ (T),
on Gr“G”; also factors through T,4. So we obtain a well-defined action of G,, on Yj via p, and hence on

Y.

It is easy to, however, that the above G,- and G,,-actions on Y combine to an action of the semi-
direct product G, x Gg.

A.2. Definition of the Kirillov model.
A.2.1. Consider the category Shv(Y)®™ and its full subcategory Shv(Y)®m*®a. The forgetful functor
(A.1) Shv (Y)®m*®a — Shv(y)*

admits a right adjoint, denoted Av®e, which makes the following diagram commute:

Shv(y)®n 2 Ghy(y)Sm*Ge

l !

Shv(Y) v, Shv(Y)®e,

where the vertical arrows are the forgetful functors.
We let Kir.(Y) be the full subcategory of Shv(Y)®™ equal to the kernel of the functor Avee.
A.2.2. Note that the embedding
Kir. (Y) < Shv(Y)®™
admits a left adjoint, given by
(A.2) F — coFib(AvE® (F) — 7).
A.2.3. Similarly, in the constructible situation, the functor (A.1) admits a left adjoint, denoted Av(![;’“7

which makes the following diagram commute:

C

Sh(Y)Sm "L Shy () <Cn

l l

Ga

Av,
Shv(Yy) ———  Shv(Y)®e.
We let Kiri(Y) be the full subcategory of Shv(Y)®™ equal to the kernel of the functor Avy™.

A.2.4. Note that now the embedding

Kiry(Y) < Shv(y)®m
admits a right adjoint, given by
(A.3) F — Fib(F — AvE* (F)).
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A.2.5. Tt is clear that the Verdier duality functor

((Shv(y)gm)loc'c)op%(ShV(g)Gm)IOC'C
sends
Kir!(g)loc.c = KII‘I(%) n (Shv(y)(;m)locc C (Shv(g)({;m)loc.c
to
Kir*(lé)looc — KII‘*(%) n (Shv(%)(}m)loc.c c (ShV(y)Gm)IOC'C

and vice versa.
A.3. The Whittaker vs Kirillov equivalence.

A.3.1. Let us be again in the situation when the Artin-Schreier sheaf is defined. Consider the functor
(A.4) Whit(Y) — Shv(Y)%™
equal to

VG"”
Whit(Y) < Shv(Y) =5 Shv(y)®m,
where the first arrow is the forgetful functor.

It is easy to see that the image of (A.4) belongs to Kiri(Y) C Shv(Y)®™: this follows from the fact
that the diagram

G,
AvEm

Shv(Y) Shv(Y)%m

Avga l J/Av(;’a

Avim

Shv(Y)% —=— Shv(Y)&m
commutes.

Hence, we obtain a functor

(A.5) Whit(Y) — Kir.(Y)
We claim:

Proposition A.3.2.

(a) The functor (A.5) is an equivalence.

(b) The (partially defined) functor AV(]G‘“X left adjoint to the embedding Whit(Y) — Shv(Y) is defined
and maps isomorphically to AvS*X[2] on the essential image of the forgetful functor Shv(Y)®m —

Shv(Y).
(c) The resulting functor

Ga,x
Shv(¥)®™ — Shv(y) s Whit(Y)

factors as
G, (A.2) . .
Shv(Y)"™ — Kir.(Y) — Whit(Y),
and the resulting functor Kir.(Y) — Whit(Y) is the inverse of (A.5).
Proof. The proof follows from the Fourier-Deligne transform picture: we interpret the *-convolution

action of Shv(G,,) on Shv(Y) as an action of the monoidal category Shv(A') with respect to the

pointwise ® tensor product.
O
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A.3.3. In the constructible situation we have a similarly defined equivalence
(A.6) Whit(y) — Kir(Y)
using the dual functors, i.e.,

Whit(Y) < Shv(¥) 55 Shv(y)®m.

The inverse functor makes the following diagram commutative

Shy(y)® APy Kin(y)

! !

AVE

Ta 5 X
Shv(Y) ——— Whit(Y).
A.4. The *-Kirillov vs !-Kirillov equivalence.

A.4.1. Let us first be in the constructible situation when the Artin-Schreier sheaf is defined. Combining
the equivalences (A.5) and (A.6), we obtain an equivalence

(A7) Kir. (Y) ~ Kiri(Y).
Let us describe the corresponding functors
Kir, (Y) + Kiry(Y)

explicitly.
A.4.2. Note that for any § € Shv(G,)®™, we have the well-defined endo-functors of Shv(Y)®m

FsGrFand F o G+ T
intertwined by the forgetful functor Shv(‘é)Gm — Shv(Y) with the same-named endo-functors of Shv(Y).

A.4.3. By unwinding the definitions, we obtain that the resulting functor
Kir.(Y) — Kiri(Y)

fits into the commutative diagram

Shy(yY)Sm OB gy yyBm

o] I

Kir.(Y) —— Kin(Y).
The functor
Kir.(Y) + Kir(Y)

fits into the commutative diagram

i(e)[—1]%—

Shv(Y)®m Shv(Y)®m

T l(AAs)
Kir.(Y) — Kin(Y).
In the above formulas j denotes the open embedding
Ga — 0 = Gg,
and e € Shv(G, — 0) stands for the constant sheaf on G, — 0.



THE “SMALL” FLE 215

A.4.4. Let us now be in the constructible situation, but where the Artin-Schreier sheaf is not necessarily
defined. Note that the endo-functors of Shv(Y)®™ given by j.(e)[3] * — and j1(e)[3] * — respectively,
define a pair of mutually adjoint functors
(A.8) Kir.(Y) 2 Kiri(Y)

We claim:

Proposition A.4.5. The functors (A.8) are mutually inverse equivalences.

Proof. By Lefschetz principle, we can reduce to the situation when k¥ = C and the sheaf theory is
that of constructible sheaves in the classical topology with coefficients in e = C. In the latter case, we
can apply Riemann-Hilbert and thus embed our situation into that of holonomic D-modules. Now the
assertion follows from Sect. A.4.3 above.

O
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