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1. Introduction

A severe accident in a nuclear power plant may continue up to the moment where the
mixture of molten fuel, cladding, and core structures, commonly called corium, is released
out of the reactor pressure vessel into the containment, as it has been observed in 3 of the
damaged units after the Fukushima Däı-Chi disaster [1]. At that point, the melt can start
to attack the concrete of the basemat and pit walls. This mechanism is at first a thermal
process where the hot liquid corium transfers its energy to the concrete and induces its
degradation and melting, inducing further mixing of the molten concrete material into the
corium mixture.

Although the thermal attack and melting of the concrete is an extensively investigated
phenomenon [2], the evaluation of the problem is still limited due to the complexity of
the thermodynamical and chemical interactions among the numerous components involved.
More so, the context enveloping severe nuclear accidents, in particular with the specific ma-
terials, high temperatures, and presence of internal heat source (decay heat), complicates the
evaluation even further. On that note, it is essential to highlight that the conditions under
which the phenomenon is studied are commonly simplified. In the experiments dedicated
to the study of the phenomenology of Molten Corium-Concrete Interaction (MCCI), the
corium composition is approximated and introduces some biases due to technical difficulties
to simulate the actual accident conditions. One may cite for these biases the scaling effects
and the impossibility of representing the effect of decay heat adequately. For the latter point,
the existing technologies cannot reproduce an homogeneous power, in particular regarding
the solidification state of the corium (most of the heat introduced goes to the liquid, whilst
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Nomenclature

Latin

C Fitting coefficient [−]

E Young modulus
[
kg
m·s2

]
e Crack thickness [cm]
Fp Functional group defined by eq. (30)

[
J
m2

]
g Gravitational acceleration

[
m
s2

]
Gc Fracture energy density

[
J
m2

]

Gm Empirical factor [−]
ji Superficial velocity of phase ”i”

[
m
s

]
p, P Pressure

[
kg

m2·s2

]
Si Saturation of phase ”i” [−]
T Temperature [K]
y Crack spacing [cm]

Symbols

α Void fraction (steam saturation) [−]

βs Superficial thermal expansion coefficient[
1
s

]
κ Absolute permeability

[
m2
]

κr,i Relative permeability to phase ”i” [−]

λ Thermal conductivity
[
W
m·K

]
µ Dynamic viscosity

[
kg
m·s

]

ν Kinematic viscosity
[
m2

s

]
φ Superficial heat flux

[
kW
m2

]
ρ Density

[
kg
m3

]
σc Tensile strength of the crust material[

kg
m·s2

]
σlv Liquid-steam surface tension

[
N
m

]
ε Porosity [−]

Subscripts

c Capillary
l Liquid phase

v Vapour (steam) phase

only a meager fraction goes to the solid corium). Thus, due the uncertainties related to
the understanding and modeling of this process, a melt-trough of the basemat, and thus
releasing radioactive (and toxic) materials into the environment, cannot be excluded.

A possibility to terminate the melt progression, i.e., to stabilize the corium, is to flood
it via a dedicated water supply device or by the water already present in other systems of
the nuclear power plant. The objective of adding water on top is to rapidly cool down and
solidify the melt so that the effects of the uncertainties on the corium-concrete interaction
may be reduced to an acceptable level. As shown by various experimental programs (MACE
[3], CCI [4], SSWICS [5, 6], COTELS [7]) the presence of water induces additional complex
phenomena and biases which are also far from being fully understood and well controlled.
At first, superficial heat transfer is, of course, increased with the presence of water, which
induces a faster solidification and crust development. Nevertheless, its impact is not totally
clear. A particular problem is the frequent observation of anchoring of the formed crust on
the lateral test section walls [4]. Clearly, this anchoring is favored in the experiments by
two facts, again: the reduced scale and the absence of internal heat in the solid crust. An
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additional phenomenon has been observed depending on the nature of the concrete used in
the test section of the MCCI dedicated experiments.

In the case of calcareous limestone concrete, the abundant gaseous CO2 and steam
production from the melt-concrete interaction should lead to an entrainment of the melt with
the gas into the overlying water layer through the crust (existing fractures or vulcanoes). The
entrained corium may lead to the formation of a prominent debris bed overlying the crust
(e.g., CCI-8 [4]), although this has not been systematically observed. If the cooling of the
entrained melt is not sufficient to ensure solidification during its mixing with water, it will
settle on the crust, possibly forming vulcano-like structures. In any case, the entrainment
of the melt through the crust substantially contributes to the cooling of the corium pool,
although, up to our knowledge, no dedicated precise modeling nor simulations have been
proposed to evaluate the actual thermal efficiency of the phenomenon. In the case of siliceous
concrete, the ablation provides a reduced gas (primarily steam) flux into the melt pool, and
the experiments show only rare melt ejection events. In such a case, cooling is much less
efficient. However, a phenomenon of water ingression (WI) into the solidified upper crust is
expected to improve the efficiency as compared to the cooling that conduction only through
the crust would provide. Nevertheless, the phenomenon is complex, involving both the
cracking of the crust by thermal stresses and subsequent water penetration through these
cracks.

Water ingress into hot lava rocks has been qualitatively explained and modeled by Lister
[8]. Epstein extended this work to the MCCI situation [9]. According to this Lister-Epstein
model, the crack pattern and associated permeability are continuously driven by the thermal
stress, itself driven by the heat transfer. In turn, the heat transfer is related to the perme-
ability. Meanwhile, a series of dedicated experiments called Small-Scale Water Ingression
and Crust Strength (SSWICS 1-7) has been performed [5, 6] using representative materials.
These experiments will be discussed with some details in the next section, but a major con-
clusion is that a definite period of quite constant heat flux could be observed only for corium
mixtures with concrete content smaller than about 10% (fig. 1). This plateau of heat flux
is expected to be the result of the progression of water ingression into the corium. Further-
more, for the cases with evidence that the WI phenomenon was present, the associated heat
flux plateau had a limited duration, with a quite long subsequent slow heat flux decrease,
which is not explained. For the other cases, with more significant concrete content, no heat
flux plateau was observed. This could be due to the fact that the heat flux in first period of
flooding could not measured. Lompersky and Farmer used the Lister-Epstein model in their
analysis of SSWICS 1-7 tests [5, 6]. However, from our understanding, as will be discussed
in next sections, the model includes some technical issues, in particular linked to the the
fracture process, previously noted and discussed in [10] and [11]. Also, the model implies
numerous highly uncertain physical properties that render it difficult to use. Finally, it may
be noticed that the authors focused on the heat flux in the water ingression period and did
not explain the following heat flux slow decrease.
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Several experiments were performed using simulant materials. Nayak et al. [10] per-
formed experiments using a calcium-barium oxide mixture CaO + Ba2O3 (solidus/liquidus
temperatures at 1180/1250 K), with an external heating at a level of 1.3MW/m3 simulat-
ing decay heat. In the same facility, Kulkarni [11] later used sodium borosilicate glasses
as simulant (melting point at about 900 K from [11]). The similitude with the melt in
MCCI conditions was not demonstrated and the authors mainly claimed the fragile glass-
like behavior of corium-concrete mixtures. The results in [10] indicated an apparent sudden
temperature drop over a depth of 10 cm assimilated to a sudden crack generation with a
fast water penetration. They came to the conclusion that the creeping mechanism proposed
in the Lister-Epstein model could not hold. Excluding the possibility of malfunction of
their installation, the Nayak and Kulkarni finding is in fact not incompatible with the Lister
mechanism, due to the characteristics of the employed material (low melting temperature,
low thermal expansion). The cracks are initiated with a non-zero initial length, but they
can further develop probably more continuously as the condition for propagation is different
from that for initiation. Also, as will be shown later, the speed of crack propagation is likely
not an issue. However, in [10], the drastic sudden melt temperature drop did not coincide
with an increase of the steam mass flow rate. Thus, the interpretation appears quite unclear.
Unfortunately, the paper does not give indication of the internal structure and permeability
of the solidified ingot. A 1D transient model was also developed in [10] with the particular
hypothesis that the fractures occur in a single step along a given length. Water ingression
was supposed to generate a dry-out heat flux from a correlation for debris bed. Logically,
the model computes a delay between the temperature drops at the different thermocouple
heights. Thus the model does not explain the observation. Up to our knowledge, the model
has not been applied to compare with SSWICS tests. In [11], the experiment yielded only
very limited water ingression if any. Consistently, the previous model predicted a thermal
stress lower than the critical one.

Very recently, Yeo and No proposed a new and original detailed analytical 1D modeling
and applied it to describe the SSWICS tests [12]. The model makes the same hypothesis as
Nayak and colleagues of a sudden crack formation once for all along a given depth, without
further progression. Thus a key feature is that the fracture pattern is fully driven by the
initial intense heat transfer in the stage of film boiling at the upper surface. This may explain
the long decreasing heat flux period following the water ingression period. The model is then
based on a separate evaluation of the permeability evolution and the heat transfer inside
the crust, both with original argumentation. The permeability is evaluated using standard
models for fractures in brittle material [13], discussed further in the present paper. Overall,
the model seems legitimate, but there are important fitting constants (some adjusted for
each test) with few explanations. Also, the demonstration of the model is presented without
intermediate results, so that, in our opinion, it is difficult to judge on its applicability.
All in all, the authors are finally able to retrieve the extracted heat flux for the SSWICS
tests, including those where a WI phenomenon could not be actually observed (which may
be a misinterpretation of the SSWICS presentation of results in [5, 6]). In contrast, the
calculated permeabilities were only approximately consistent. The fractured crust depth
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was only between 1 and 2 cm, which would then imply a poorly efficient mechanism. In
addition, the period of decreasing heat flux after the plateau is not discussed, despite their
hypothesis of finite crack length provides a clear potential explanation.

The objective of the present work is to address these recondite points to clarify the ef-
ficiency and the effectiveness of the WI on melt progression mitigation. Section 2 provides
a preliminary analysis of the SSWICS experiment results. Section 3 is devoted to one-
dimensional modeling of the thermal-hydraulics in fractured crusts, highlighting the limits
of the WI phenomenon. This analysis is extended to study two-dimensional effects in sec-
tion 4, concluding with the ”real” expected accidental situations. Finally the question of
the fracturing process is addressed in section 5.

2. Preliminary analysis of the SSWICS tests

As mentioned before, Lomperski, Farmer, and co-workers obtained the main available
dedicated experimental results using prototypical corium in the frame of the OECD MCCI
program [5, 6]. They investigated the cooling of mixtures of about 75 kg of corium and
concrete slag by water injected from the top in a cylindrical test section with diameter
equal to 30 cm (melt depth about 15 cm). The test section is essentially composed by an
MgO liner and and MgO basemat, avoiding thus any ablation and any evolution of the melt
composition during the test (except potentially through oxidation). The melt was produced
inside the test section by a thermite reaction. Water was added on top of the melt shortly
after the thermite reaction completion. On top of the test section, a 10 cm pipe carried out
the generated steam flow to a condensation system. The heat flux was obtained through
the measure of the condensation and is thus an indirect measurement of the steam flux
above the water pool. In all except one test (#6) the water was initially largely subcooled
(∆ (Tsat − TH2O) ∼ 50− 80◦C). The measurements clearly indicated a first period with low
steam flux, likely due to the heat up of the water. Consequently, the actual melt to water
heat flux is absorbed by the water and not measured during this period which lasted from
about 1000 s in the tests with the highest heat flux to about 1500 s for those with the
lowest mean heat flux. Note also that the very first melt water contact produces a large
amount of steam but measurements were not exploited due to the transient aspect and
large uncertainties of the initial measurements. The corium was a mixture of UO2/ZrO2

formulated to have a core-to-cladding oxide mass ratio of 2.44 with added concrete of two
types: LCS, i.e., limestone with a high content of calcite (CaCO3), and SIL, i.e., siliceous,
with a high content of silicon oxide. Four different concrete mass fractions in the corium
mixtures were considered: 4, 8, 15, and 23 %, whilst two ambient pressures were used: 1
and 4 bars. To reduce the phenomenological complexity, the cavity receiving the corium was
protected by a MgO layer, so that no ablation occurred. However, since MgO conductivity
is rather high, the system was subject to important heat losses through the bottom and the
sides. Also, no sustained power was injected in the corium to simulate decay heat so the
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experimental results should not be directly extrapolated for safety evaluations. Therefore,
the applicability of the models for an evaluation of accidental scenarios should be justified
with care.

Figure 1 is reproduced from [5] and reports the measured heat flux for the first 7 SSWICS
tests. The legend directly indicates the nature of the concrete, mass fraction, and ambient
pressure. The interpretation of these curves is not so obvious and needs a preliminary
discussion.

For all the tests, but # 6, there is an unclear first period, not shown on the figure, with
a strong initial peak and then a sharp decrease towards a second period with nearly null
flux , followed by a second increase. The 0-flux period is then attributed to the water heat
up. As water is also heated during the first unclear period, no clear and valuable estimate
of average heat flux can be made2. These effects of both these initial and 0-flux periods are
out of the scope of the present work.

In three of the seven tests (# 1,3, and 7), a more or less clear heat flux plateau can
be observed, which is interpreted as the result of a quasi-steady water ingression into the
crust. These plateau emerge immediately after the 0-flux period so that it is clear that
water ingression starts earlier than indicated in the figure. In contrast, the tests # 4, 5, and
6 show a heat transfer without any steady period and a general tendency very similar to
simple conduction.

Figure 1: Measured heat fluxes in the 7 SSWICS tests. Reproduced from [5]. The first periods below 800
s. are not shown for clarity.

2Detailed estimates of the heat losses can be found in the (unpublished) test reports.
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The original figure in [5] also shows the result of a simulation by the authors assuming
purely conductive heat extraction, taking into account the heat losses in the experiments,
leading to substantially lower heat fluxes. This result was supposed to show the effectiveness
of WI in any situation. However, the authors used a conduction coefficient of 1.25 W

m·K , which
seems rather small as the corium conductivity is more often considered to be in the range
from 2 to 3 W

m·K ([14, 15]). Clearly, with this range of conductivity coefficient, the conclusion
that for these three tests WI was a governing phenomenon is more uncertain. In any case,
the presence and level of a WI heat flux plateau cannot be stated. In fact, the conclusions
from Lomperski and Farmer are not so manifest as they stated in [6] that ”these three heat
flux curves all resemble the conduction-limited solution, which would be expected if water
ingression played a minor role in cooling. Still, the corium crack structure for these tests
was found to be similar to that of the other, higher heat flux tests, suggesting that even for
these low heat flux tests, water accounts for a significant portion of the difference between
the measured heat flux and the conduction solution”. However, the mechanism through
which a limited water ingression would increase the extracted heat flux form conduction-
limited was not clarified. From their interpretation, the tests with the highest amounts of
concrete showed similar WI heat flux, around 100 kW

m2 . From our understanding, the results
are not sufficiently clear to draw such conclusions. The presence of fractures may not serve
as definitive evidence of the presence of WI since there are no evidence of effective water
penetration in them.

In the case of test n◦2, no real plateau was observed, but the high level of extracted heat
flux (compared to tests n◦4, 5, and 6) leads to consider that water ingression occurred to
some extent, and the measured peak heat flux should provide a reasonable approximation.

Preliminary, and conservative, conclusions would then be that WI was observed for the
mixtures with 4 and 8 % of concrete, whereas a conduction-limited heat transfer occurred
for tests with 15 and 23 %. Regarding the heat flux level, it may be remarked that tests 1,
2, and 3, with 8 % of concrete led to comparable levels between 150 and 180 kW

m2 , whereas
test 7, with 4 %, led to a noticeably higher flux of about 250 kW

m2 , so, again, an important
impact of the concrete mass fraction. It may be argued that the WI heat flux plateau for the
other tests was hidden in the first 0-heat flux period. However, it was no observed in test 6
done with water initially at saturation temperature. Second, it can be consistently remarked
that higher levels of heat flux are contingent with smaller duration. Then a WI period in
the first 1000 s. would imply a very high, and thus very short plateau, not consistent with
the measures permeabilities, see discussion below. Last, it is important to highlight that
the slow decrease following the quite short WI plateaus in tests 1, 2, 3, and 7 were not
explained by Lompersky and Farmer. Following the Lister-Epstein model, the WI process
should continue up to the complete cooling since the heat flux produces the permeability,
which conducts, in turn, a given level of heat extraction. A clarification is then needed on
this point for the consideration of the validity of the interpretations and models.
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For six of the seven considered SSWICS tests, the permeability was determined by the
measure, after the test, of water flow through the ingot, with the assumption of viscous Darcy
flow. The two graphs of fig. 2 show these measurements as a function of the concrete nature
(limestone and siliceous) and the ambient pressure (1 or 4 bars). The most explicit tendency
is the diminution of the permeability with increasing concrete content. The primary reason
is not so apparent and will be discussed afterward. Regarding the characterization of the
impact of the two other parameters (concrete nature and pressure), the limited number
of points does not permit unambiguous conclusions. It may be stressed, with substantial
uncertainty, that the concrete’s nature has a low impact, whereas the ambient pressure has
a noticeable influence. The origin of the role of pressure is not clear and may be related to
the two-phase flow characteristics and hence be explained by its impact on heat transfer, on
which the crack spacing depends. This is indeed the hypothesis of the Lister-Epstein model.
It may, however, be noticed that tests 3 and 6 have the same final permeability while both
have different heat transfers, without water ingression period observed in test 6. In contrast,
the Yeo-No model hypothesizes that the cracks are formed during the stage of film boiling
of the uncracked crust. However, assuming a classical heat transfer model (e.g. [16]), the
impact of pressure on the heat transfer is quite limited and does seem to be able to explain
the observed significant difference in permeability.

Figure 2: Measured permeability of the SSWICS ingots after tests. Left: impact of concrete nature; right:
impact of ambient pressure. Test number is indicated close to each symbol. Data from [5].

The Lister-Epstein model used by Lompersky and Farmer shows a decreasing heat flux
with an increasing amount of concrete, up to a plateau, or a gently decreasing region for
concrete fractions larger than about 15 %. Looking at the model in detail, the decreasing
heat flux and change in regime are principally due to the change of solidification temperature
in the corium-concrete mixtures, the solidus reaching a plateau at about 2000 K for the same
concrete fraction. Although one may doubt the almost constant predicted heat flux at large
amounts of concrete, the drastic change of solidification temperature might explain the
impact of the concrete on the heat flux.

To conclude, the situation is quite contrasted with experimental evidence of the existence
of the phenomenon, but also with apparent difficulties to characterize it precisely.
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• the phenomenon is well-identified only for limited amounts of concrete in the corium;

• the absence of direct observation for large contents is not explained;

• the slow heat flux decrease following the WI plateau has not received either any ex-
planation;

• permeability measurements indicate an impact of the ambient pressure which is diffi-
cult to explain;

• the applicability to the real accidental situation was only partially analyzed in previous
works; Epstein [17] discussed the role of decay heat and came to a quite negative
conclusion on the impact of water ingression.

A clarification for the interpretation of the SSWICS experiments, the modeling, and
the extrapolation to the real accidental scenarios is then needed. At first, it is proposed
to provide an analysis of the WI phenomenon itself, with consideration of the measured
permeability. A one-dimensional analysis will be proposed; after which two-dimensional
effects will be discussed. This will lead us to a comprehensive interpretation of the measured
heat flux and a fine characterization of the phenomenon. Finally, the generation of cracks
and permeability will be discussed, with the goal of proposing a general methodology to
construct a complete model based only on material properties.

3. One-dimensional thermal-hydraulic modeling of water ingression

3.1. Introduction

In this section, the focus will be to analyze the thermal-hydraulics related to water
penetrating an already fractured crust, with prescribed characteristics. Such a medium may
be considered as a porous one. Top reflooding of such dry-superheated porous medium
has been investigated in some few experiments but, to our knowledge, has not received a
complete comprehensive analysis in particular regarding the applicability of conventional
porous medium models. The question has been investigated, and the complete analysis can
be found in [18]. Let us summarize the main findings that will help to understand the
orientation for the analysis presented here.

When the water penetrates the hot porous medium or crust, it will be partly transformed
to steam in the hot part of the porous medium, and depending on the characteristics of both
the remaining water layer and the initial conditions of the medium will proceed further into
it. The major available experiments studying this configuration for a debris bed composed
of round particles are those provided by Ginsberg and co-workers [19, 20], complemented
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by those of Cho et al. [21]. In these experiments, with debris beds of steel balls from
about 1 to 3 mm in diameter, some instabilities with penetrating water fingers and counter-
current dry steam channels were observed. The origin of these instabilities has not been
clarified. One may hypothesize at first some kind of Safmann-Taylor instabilities related
to the laminar frictions [22], often encountered in porous media. However, as they were
observed in situations where the inertial frictions play an important role, one may, instead,
relate them to Rayleigh-Taylor instabilities [23], that are induced by phase acceleration or
by gravity. One may observe that Yeo & No [12], followed the qualitative observations of
Ginsberg, considered in a parametric way that the generated steam was escaping from some
dried channels, whereas water would penetrate through the fingers as a one-phase flow.

An analytical modeling of these instabilities appears quite out of reach due to the com-
plex thermal interactions. Instead, they have been investigated through two-dimensional
numerical simulations with the MC3D code [24]. Simulations of debris beds in the inertial
range (d=3 mm) showed a clear appearance of instabilities in the form of penetrating water
fingers. It is essential to point out that a significant finding of these simulations is that
the water fingers are, in nature, subjected to a two-phase counter-current flow. As they are
progressing, these fingers tend to group by pairs, leaving completely dried regions, although
some of them could have been previously flooded and cooled before drying up again. The
simulations also indicated a tendency of the instabilities to be inhibited with a progressively
diminishing permeability.

Although a firm demonstration is needed, the analysis done in [18] tends to show that for
the singular case of water ingression in solidifying crusts with a homogeneous permeability,
spatial instabilities of the cooling front are not likely, and a one-dimensional analysis can
highlight the general behavior, provided the absence of border effects. Our study indicates
that the wavelength of the instabilities scales with the permeability. So only small-scale
instabilities may be expected here. As the fractured medium is treated here as a porous
one, only instabilities larger than the fractures distance (see further, some few centimeters)
are of interest for this study. Our simulations did not show such types of instabilities. This
will be reinforced by dedicated numerical simulations performed and discussed further in a
subsequent section of this work.

Nevertheless, it may be noted that CFD simulations performed in [18] indicate that the
reflooding pattern may be very sensitive to the characteristics of the porous medium, in
particular the homogeneity of the temperature field and of course that of the permeability
field. These two-dimensional effects will be subject to a more detailed discussion later on.

3.2. Analytical model

The analytical model presented here is limited to the situation related to SSWICS ex-
periments, namely that there is no additional gas flux coming from concrete decomposition,
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and that oxidation can be neglected. The model may be extended to such without major
difficulty.

In a dense porous medium where laminar effects are dominant (inertial and interfacial
frictional effects are neglected), the flow is quasi-steady and the pressure drop is the same
in both phases:

dp

dz
= ρlg +

µl
κκrl

jl =
µv
κκrv

jv +
dpc
dz

(1)

The permeability is considered here as an intrinsic characteristic of the medium and is
affected for two-phase flow by adjunction of specific functions, called relative permeabilities,
κrl and κrv for the liquid and steam phases. In packed round particle beds, several formu-
lations for these functions have been developed, but the most accurate seems to be those
proposed by Reed [25], κri = S3

i where Si is the saturation of phase ”i” (relative volume
fraction). For the case of fractured porous media, several formulations have been proposed,
amongst which is the one proposed by Fourar & Lenormand [26], with α being the void
fraction (steam saturation, i.e. the steam volume relative to the pore volume):

{
κr,l = (1−α)2

2
(2− α)

κr,v = α3 + 3µv
2µl
α (1− α) (1 + α)

(2)

The last term in eq. (1), pc, is the capillary pressure, i.e., the pressure difference between
gas and liquid phases due to surface tension effects. Capillarity in porous media is a com-
plex phenomenon still incompletely understood and characterized. In order to clarify the
mechanism of penetration, a preliminary analysis is proposed hereafter. Several correlations
have been proposed, amongst which, a rather common one was formulated by Leverett [27]:

pc = pv − pl = σlv cos θ

√
ε

κ
J (S) (3)

where θ [◦] is the wetting angle (in general taken as 0 to maximize the function). J (S∗) [−]
is an non-dimensional expression called the Leverett J-function dependent of S∗[−], an
effective liquid saturation, both of which may be evaluated using the several formulations
that can be found in the literature, see e.g. [28], [29],[30]. There are rather large discrepancies
among the various formulation but J (S∗) is generally a smoothed increasing function from
0 to maximum values of the order of unity.

A plausible estimation of the capillary effects can be done by linearizing the term pc over
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the entire length of the debris bed Z [m] as
δJ (S∗)
δz

=
∆J (S∗)

∆Z . In the present context, water
is penetrating a hot medium so the liquid is absent below the front, hence the void fraction is
gradually decreasing from the front to the level z where the critical heat flux, corresponding
to where the maximum possible steam flux is reached. Thus there are 3 distinct regions,
shown schematically in fig. 3. In the cold region where, in the absence of decay heat, the
flow is established and corresponds to the ”critical” conditions, the void fraction is almost
constant, so there is no variation of the void fraction, and thus no capillary effects. It
may be noticed that water ingression may have started before the water above reaches the
saturation temperature. Nevertheless, the amount of water in the fractures is very small and
subcooling seems very unlikely (i.e. this cooled region is at saturation temperature from the
moment water has penetrated and established the flow conditions through it). Similarly, in
the region below the front, liquid is absent and so are any capillarity effects.

Figure 3: Sketch of the flow configuration for the analysis of the capillary effects

Let us note J(S∗z ) the Leverett function at height z. Then, at any height z above ZF ,

∆J (S∗)
∆Z =

J
(
S∗Zc

)
− J(S∗ZF

)
ZC − ZF is negative since J is a decreasing function when there is a

decreasing void fraction. This would suggest that the capillary pressure, in this case, would
impede the front to advance since the liquid water would instead be ”pulled inside” the
finger and not in the direction of the advancing front. Indeed, saturation overshoots close
to the ”finger tips” have been observed in porous media experiments (see [31]). However, it
is highly dubious that the existing formulations for the capillary pressure remain valid with
the high temperatures conditions between ZC and ZF . Indeed, the current formulations all
consider the wetting of the solid material phase, which seems rather unlikely here. Even
if the capillarity may affect the penetration speed (although no current formulation seems
adapted to the conditions expected here), it would not affect the flow above the front in the
cooled region, where the critical heat flux is expected to occur (see next paragraphs). For
these reasons, the effects of the capillary pressure are not included in the present modeling.
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As the front progresses, there is a disequilibrium in the mass balance since a fraction
of the water flux, here called Xl will be used to partially fill the empty pores at the front.
For simplicity, the steam flux coming from below the front, e.g., from the concrete ablation,
can be neglected. It will also be considered that the liquid water flow occurs in saturated
conditions, i.e., no subcooling, which sounds reasonable for the problem at hand due to the
high temperatures expected. Under these hypotheses, the mass balance at any height above
the cooling front is:

ρvjv + ρl (jl + εXlul) = 0 (4)

where ul is the reflooding front velocity. However, in the present unsteady situation
with water slowly progressing downward, it can be easily verified that the amount of water
necessary for the progression (εXlul) is negligibly small. Substituting eq. (4) into eq. (1) (i.e.,
balancing mass fluxes, viscous shear and gravity) yields the following relationship between
the steam flux and local void saturation, α, at any elevation z above the cooling front:

jv =

ρl
ρv
κg

νl
κr,l

+ νv
κr,v

(5)

Formally, the heat flux can be easily deduced by making the hypothesis that the heat is
transported by the up-flowing steam with the enthalpy corresponding to the latent heat of
vaporization:

φ = ρvjvhlv =
ρlκghlv
νl
κr,l

+ νv
κr,v

(6)

Using the formulations of the relative permeabilities in eq. (2) or those presented by Reed
[25], the gas flux can be linked to local void saturation. The result is shown in fig. 4, which
plots the superficial steam and liquid velocities, given by eq. (5) and eq. (4) respectively,
for a representative fractured corium crust with κ = 10−10m2, and evaluating the fluids
properties at 1 atm and saturation temperature. As can be seen, for any given ji, there
are two possible solutions for α, i.e., two possible physical configurations. A maximum is
then found, the location of which is depending on the relative permeability formulation.
This maximum is located at a void saturation around 0.83 and 0.75 using eq. (2) and Reed
formulation, respectively. The maximum represents then a critical flux beyond which the
two-phase flow is not possible, or is unstable. In other words, the maximal amount jv,c of
steam that can flow and transport energy out of the porous layer is located at this critical
saturation αc. It should be noticed that this maximum is located at high steam saturation,
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and this may explain why, up to our knowledge, the right part of the curves has not been
identified experimentally.

Figure 4: Laminar liquid and steam superficial velocities as a function of α at 1 atm for κ = 1× 10−10m2,
jv in left axis

(
m
s

)
, and jl in right axis

(
cm
s

)
Now, in a progressing water front in a hot media, the flow will ”start” from the right side

of fig. 4 with α = 1 and should progress upward with increasing liquid volume fraction. As
water injection is driven by gravity, the latter should tend to increase the liquid flux until
an equilibrium is found, corresponding to the maximum possible counter-current steam flux.
This point corresponds to the so-called critical heat flux, meaning the maximum heat flux
transported by the steam. This maximum can be computed but no analytical expression
can be given without some approximations.

First, the maximum is located close to α=1, which leads to the following approximation
for the Fourar & Lenormand relative permeabilities formulation:

{
κr,l = (1− α)2

κr,v = α3
(7)

By introducing eq. (7) into eq. (6) the critical heat flux can be written in the following
form:

φWI = ρvjv,chlv =
ρlκghlv
νl

(1−αc)2
+ νv

α3
c

(8)

In such conditions, κr,v is of the order of unity whereas κr,l is of the order 0.152/2, i.e.
10−2. Now, recalling that, under saturated conditions at 1 bar, the steam to liquid viscosity
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ratio is roughly of the order of 60, it comes that the liquid contribution (νl/κr,l) balances the
steam and cannot be neglected. This finding seems to diverge from the heat flux formulation
used in the Lister-Epstein model, where Epstein in [9, 17] expressed both Jones et al. [32]
and Hardee & Nilson [33] model, for a pressure of 1 atm, as:

φmodJones = κghlv
(ρl − ρv)

2νv
(9)

Nevertheless, looking at the actual Jones et al. correlation in [32]:

φdo = κghlv
0.015 (ρl − ρv)

νv

(
1 + 0.003

(
νv
νl

)2) 1
4

(10)

it is clear that the viscous liquid contributions were not taken into account for the Lister-
Epstein model. This might prove a somewhat sensible approximation at low pressures but
quickly proves problematic at high pressures since the approximation diverges.

The critical flux can be analytically found by maximizing eq. (8), i.e solving:

αcrit
4

(1− αcrit)3
=

3

2

νv
νl

(11)

which, for a pressure of 1 atm, is approximately at αcrit = 0.833. An analytical expression
cannot be obtained, but it is found that, for the conditions of interest, αc is approximated
by 0.8. Thus, the water ingression heat flux may be approximated by :

φWI =
ρlκghlv

25νl + 2νv
(12)

Figure 5 shows a comparison of the critical heat flux relative to permeability φc/κ between
the complete formulation (obtained by numerically solving eq. (11) to obtain the void fraction
and evaluate eq. (6)), the previously expressed approximation, eq. (12), and the Epstein
approximation of the Jones model, eq. (9) (labeled ”modif Jones”), used in [5], over the
range of pressures expected to be encountered in the containment in the context of an
MCCI. Our approximate solution is fully satisfactory (compared to the full model). The
modified Jones model gives similar results at 1 bar but is quickly diverging from the solution
proposed here, overestimating the critical heat flux, as the pressure increases.
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Figure 5: Comparison of the critical heat flux relative to the permeability with formulation eq. (6) (dashed
blue), the approximate solution eq. (12)(gray) and the modified Jones one eq. (9) (orange)

An important point to note here for concluding this section is that the present model,
as well as the other ones discussed, are limited in use to the situation without the presence
of non-condensables either from concrete degradation either from strong oxidation. Such
limitation is clearly to be considered for simulations of the full MCCI process.

3.3. Evaluations of the SSWICS experiments with MC3D

More elaborate evaluations can be performed using the MC3D-PREMIX model, slightly
modified for the purpose. This 3D multiphase flow model, dedicated to evaluate the premix-
ing stage of fuel coolant interaction (FCI) [34], is also used to evaluate the thermal-hydraulic
behavior of debris beds [24, 35]. Basically, for such evaluation, the debris bed is simulated
with one or several numerical fields of drops (spheres) with different diameters and mate-
rial properties. A large collection of constitutive laws for frictions is available. Regarding
the application to water ingression, as, in principle, the water traverses the crust through
more or less parallel, and probably not communicating, cracks, the following modification
of MC3D were done to compute the SSWICS tests:

• introduction of a dedicated correlation for the relative permeabilities: the Fourar &
Lenormand model, eq. (2), was chosen;

• no account of the inertial friction term,

• strong increase of the lateral friction (for the two-dimensional calculations), and

• variable melt density in the solid state, as function of temperature, to simulate dilata-
tion effects.
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The permeability is computed using the Ergun [36] function for solid round spheres.
Thus it is imposed by adjusting the drop diameter of the MC3D model. The starting
porosity for the corium melt is set to 2%. Calculations with variable density shows final
porosities of the order of 10 %. However, as variable porosity did not show a strong impact,
several calculations were made with a constant porosity of 10 % and constant permeability,
independent of the actual temperature.

As for the heat transfer, MC3D uses non-equilibrium modeling with heat transfers among
the different fields through the various interfaces (drop-liquid, drop-gas, liquid-gas). In the
situation of porous media, there is clearly a lack of knowledge, due to the fact that in
general there is a fast quasi-equilibrium locally. Thus the local heat transfer are difficult
to measure. Then, the heat transfers are mostly controlled by the transport of matter and
energy by the two-phase flow inside the matrix (and so the importance of friction laws).
In MC3D modeling of debris bed, the same laws as for dilute flows of corium drops are
used ([24, 34]). In the present situation, where the crack distance is of the order of some
centimeters (see section 5), local equilibrium is likely not reached. Clearly, there is room for
improvement, but, at first, it was considered sufficient to keep this approximate approach.

Further simplifications for these preliminary studies are as follows. As there is no concrete
ablation in the SSWICS experiments, there is no bubbling throughout the melt, so the liquid
convection should be limited. Due to the physical properties of the mixture, the Rayleigh
number becomes rapidly very large, when the melt is liquid. It is not possible to give here a
precise number due to the important uncertainties but it can be stated that it may rapidly
reach numbers in the order of 106. However, it is important to precise that the possible
thermal convection effects were not investigated in this study due to the following reason.
As it can be noticed, the initial temperature of the melt in the tests is always estimated to
be close to liquidus of even below (e.g. test 7).

Computations with the NUCLEA database [37] of the mass fractions of most important
phases of the SSWICS mixtures, show that the liquid fraction drops very rapidly below the
liquidus temperature. This is because of the fast solidification of UO2 − ZrO2. Supposing
that a transition towards solid mechanical behavior occurs at around, for instance, 50 % of
solid fraction, this yields a ”solidification” temperature about 100 K below the liquidus. So
the mixture should reach very rapidly a ”solid” or very viscous mechanical behavior. Our
simulations show that the maximum melt temperature reaches rapidly, within maximum
about 2000 s, this solidification temperature. Test 7, with the highest WI heat flux, and
thus the fastest to start WI may then be the most affected. However, the initial temperature
(2100 K) is already largely below the liquidus. It should in fact, following the results of the
NUCLEA database, be almost solid. Hence, it can be concluded that thermal convection
effects here should then be very limited, hence were not accounted for in the calculations.
Furthermore, the effects of concrete decomposition gasses on the fracturing and permeabil-
ity formation are not taken into account here. The bubbling may affect drastically the
permeability.
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It is also hypothesized that the fractures do not perturb the conduction significantly.
This hypothesis is probably quite strong for lateral heat transfers close to the wall. It
is finally highlighted that the horizontal upper surface heat flux is not directly computed
precisely with the current modeling since it is not the focus of this work and its impact is
limited. This is clearly contrasting with Yeo & No work where the hypothesis is made that
fractures occur solely during the period of upper surface film boiling. The upper surface is
very roughly modeled with more substantial permeability and porosity conditions, directly
connected to a pressure boundary condition, letting water come inside the bed as necessary.
As it will be shown, for the various SSWICS tests here considered, the heat transfer is
rapidly limited by conduction, before reaching a water ingression period, if any.

Obviously, due to the various uncertainties, in particular the experimentally measured
permeabilities, which are post-test mean values measured at room temperature, a precise
validation is not sought for, but rather, the calculations are used as a qualitative inter-
pretation of the experimental results, in conjunction with the analytical modeling presented
previously. The typical meshing used for the one and two-dimensional calculations discussed
later on, is shown in fig. 6. A slowly progressive mesh with increasing mesh sizes with the
depth is imposed. Better precision is needed at the top to capture the beginning of pene-
tration, hence the smaller mesh sizes. As for the 2D case, two different meshes have used:
the radially regular one presented in fig. 6 and a radially progressive one, with finer meshes
closer to the MgO wall, not shown here. The results are very similar. As can be seen, the
water region above the melt pool is not represented. Instead, a pressure boundary condition
is imposed, with an imposed volume fraction of water of 1 only water can enter the domain
when the pressure is smaller than the imposed one in order to simulate water injection into
the domain3. It is also noted that the three uppermost meshes (blue zone) have an imposed
DROPS volume fraction of 0.8, to simulate large film boiling heat transfer at the surface.
Clearly, the heat contained in the wall above the melt level is neglected 4.

As already discussed, except at the top, the melt is modeled with a fixed porosity of
10% i.e., a volume fraction of 0.9 (green zone). As the crucible material, mostly MgO, has a
rather high conductivity, noticeable heat transfer to this material is expected. The effective
loss of energy from the crucible to rest of the installation and atmosphere is also neglected.
Furthermore, the temperature of the MgO layer is initialized at saturation temperature.
Also, the intermediate zirconia thin layer between the bottom of melt and the MgO basemat
layer is not taken into account as its conductivity is similar to corium’s conductivity.

3only liquid water can enter the domain when the pressure is smaller than the imposed one
4due to the violence of the chemical reaction, a small part of the thermite has splashed up over the lateral

wall
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Figure 6: One and two-dimensional meshes for MC3D calculations of the SSWICS tests. The red part is
not accessible to the coolant and represents the isolating material (MgO mostly)

Table 1 provides information related to the MC3D calculations initial conditions and both
the experimental and simulation results of the water ingression heat flux plateau. The initial
temperature (Tcor) and imposed permeability are taken from the experimental measures
for SSWICS tests 1 through 6 (for test 7 no permeability measurement was made due
to technical complications). The melt properties are roughly those reported by Farmer and
Lompersky, see [6], slightly rounded as the precision given by the authors probably surpasses
the actual uncertainties5. However, regarding the physical properties needed for theses
thermo-dynamical calculations (density, latent heat, specific heat), these uncertainties are
considered reasonable. Nevertheless, as already discussed, regarding the melt conductivity,
the values taken as either 1.5 or 1.25 W

m·K in Farmer and Lompersky works are considered
to be too low, hence a value of 2.5 W

m·K is used in these calculations. The impact of the
uncertainty on this parameter will be discussed. It may also be noticed that the permeability
used in the calculation of test SSWICS 1 and 2 differs intentionally from the experimental
mean estimates, both around 5× 1010m2, to evaluate the sensitivity to this parameter.

Table 1: SSWICS initial conditions for MC3D calculations and results

Test Concrete κ m Tsol Tliq cp hls ρ Energy Tcor P Φcalc Φexp

N◦ % m2

(×10−10)
kg K K J

kgK
MJ
kg

kg
m3 MJ K bar kW

m2
kW
m2

1 8 4 75 2000 2600 500 0,4 7300 82.5 2600 1 194 175
2 8 5 75 2000 2400 500 0,4 7300 75 2400 1 242 180
3 8 1 75 2000 2400 500 0,4 7300 75 2400 4 120 150
4 23 0.25 60 1400 2400 600 0,65 5600 72 2400 4 30 -
5 14 0.38 68 1400 2400 550 0,6 6500 74.8 2400 4 45 -
6 14 1 80 1400 2400 550 0,6 6200 83.6 2250 1 60 -

κ: permeability, m: mass, cp: heat capacity, hls: fusion heat, Tsol: solidus temperature, Tliq: liquidus,
ρ: density, Tcor: initial temperature, P: pressure, Φcalc: calculated WI heat flux, Φexp: experimental WI
estimated heat flux, Energy: Initial corium energy (m · cp ·∆T )

5the properties are not constant but vary notably with temperatures
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Figure 7 shows the heat flux extracted at the top boundary for each of the one-dimensional
calculations. For all cases, it can be observed that a plateau of heat flux was reached, de-
noting a water ingression extraction heat process. However, for the tests 4, 5, and 6, with
low permeabilities, the plateau is low (barely perceivable in the current scale) and reached
quite late in the simulation. In the calculations, the plateau is often preceded by a small
heat flux peak; this is to be considered as a numerical effect accompanying the beginning
of the water penetration. It can also be observed that the plateau duration is much longer
than in the experiments (see fig. 1). In the calculations, the end of the plateau corresponds
to the moment when the water reaches the bottom of the corium. An important finding
from these calculations is the presence of quite slow decreasing heat flux after the plateau
(not observed in the calculations 3 to 6 because they were stopped before the complete cool-
ing). This decreasing heat flux is, in fact, due to the heat transferred to the MgO basemat,
which is transferred back through the solidified cooled corium once it is cooled down. This
decrease occurs however much later and sharper than in the experiments. This is, in fact,
due for a large part to the limitations of a one-dimensional representation, avoiding radial
heat transfers.

Figure 7: Extracted heat flux in the SSWICS one-dimensional calculations with MC3D

Figure 8 illustrates the SSWICS-1 calculation behavior for three different times. Due to
the conduction, the temperature gradient is rather smooth. This is not obvious from the
pictures, but the time 1500 s. marks approximately the moment when the heat is extracted
solely through the transport of steam in the crust. The green lines marks the solidification
front. The crust thickness is about 4 cm. Before that moment, water penetrated the hot
crust slightly, and the heat is probably extracted by conduction and by water ingression.
As can be seen in the images in the middle for each time, a substantial amount of heat is
transferred to the MgO layer before the water reaches it. The lower images show the time
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when the water reaches the bottom of the test section. From that moment on, the heat is
transferred back from the MgO to the solidified corium, which leads to the slow heat flux
decrease seen in fig. 7. It is important to point out that there should be in the experiment
”real” losses of energy by heat transfer from the crucible to the rest of the installation.

Figure 8: SSWICS-1 MC3D calculation at t=1500s., 3000 s. and 7000 s.

Left: liquid water volume fraction (blue shades) + corium volume fraction (green shades)+
levels for T=Tsol=2000 K (green lines) and T=Tsat (blue lines); middle: corium and MgO

temperature; right: melt volume fraction
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Figure 9 illustrates the SSWICS-6 calculation behavior. In this case, the water stars
penetrating by about 6000 s. The dry crust is noticeably larger and continue to increase
with the water penetration. It is about 8 cm thick at t=7000 s. It is noticed that, the
solidification at the boundary with MgO disappears rapidly so that the corium remains
liquid in the low part for a long time. At the end of the calculation, t=14000 s., the water
has penetrated less than half of the melt (thus, the expected end of water ingress period
should be by t=20000s, far beyond the test duration).

Figure 9: SSWICS-6 MC3D calculation at t=3000 s., 6000 s. and 14000 s.

Left: liquid water volume fraction (blue shades)+ corium volume fraction (green shades)+
levels for T=Tsol=1400 K (green lines) and T=Tsat (blue lines); middle: corium and MgO

temperature; right: melt volume fraction
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It can be noticed in Figure 7 that the calculated heat flux for test 6 has the correct
tendency, but the experimental one is notably delayed in time compared to the calculation.
Sensitivity tests regarding the conductivity have been performed and this uncertainty does
not explain the delay. Also, modifications of the modeling of the top of the melt have been
tested in order to try to obtain a peak heat flux comparable to the data. Again the effect is
limited. However, the experimental heat flux history does not show any plateau that could
be interpreted as a WI period, which would explain this delay (but would contradict all
previous analysis as well as the present one). For these reasons, it is here concluded that
this delay is due to some neglected aspect of our modeling, in particular the amount6 of melt
splashed on the upper part of the MgO liner during the chemical reaction, the heat contained
in the MgO liner itself, or the fast penetration of the water along the wall (as indicated by
the temperature sensors). A more precise modeling would be necessary to reproduce the
experimental curves but this is not the aim of the present work.

The cases of SSWICS-4 and 5, not shown here, are even more problematic since water
ingress occurs very late and has a very minor effect since most of the heat has already been
extracted at that moment.

Figure 10 provides a comparison of the experimental heat fluxes (tests 1, 2, and 3 only),
those computed with the analytical model (eq. (12)) and those obtained with MC3D, the
latter two assuming then conditions as presented in table 1. With the small number of data
points, it is not possible to conclude definitely, but one may nevertheless argue that the
model results fits rather well the data and thus, that the measured permeabilities may be
consistent with the measured heat flux. The calculations predict a relatively small impact
of the pressure at 14% of concrete, but a noticeable effect occurs for 8%. The estimated WI
heat flux falls to about 60kW

m2 at 14% of concrete and down to 40kW
m2 at 23%.

6not reported
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Figure 10: WI heat flux comparison of the SSWICS tests with the one-dimensional calculations. Large
empty symbols : data (tests 1,2, and 3); large red full symbols : model with eq. (12); small blue full markers
: calculations with MC3D; round markers : tests at 1 bar, squares : 4 bars

4. Two-dimensional effects

The previous one-dimensional simulations have shown a much too long heat flux plateau
compared to the data. Border effects might explain this important discrepancy. It may
be noticed that [7] pointed a critical border effect in the test they performed with water
added on top of the melt. Apparently, from the analysis of the authors, the wall was rapidly
degraded due to the important heat transfer. This potential effect, as well as wall melting,
is out of the scope of the SSWICS experiments (designed to avoid such effect) and of the
present analysis. The objective here is rather to analyse what could be interpreted as an
artifact of the experiment, namely the role of the wall which acts as a temporary sink of
heat. When the water has penetrated and cooled the corium, this sink will act as a source
(with however some losses).

This was investigated using two-dimensional cylindrical calculations with the mesh shown
in fig. 6. It is noticed that lateral MgO liner is somewhat thick, and due to the considerable
conductivity of MgO, it may have significant effects. Figure 11 shows the result of the
calculation of the SSWICS-1 tests, with the same conditions as for the one-dimensional
calculation, for five different times. In it, for each time, the image on the left plots the liquid
saturation field (and three temperature contours), whilst the image on the right plots the
temperature field. As can be seen by comparing the temperature field for each time, a ”fast”
heat transfer occurs towards the MgO liner. The lateral gradient of temperature modifies
the penetration pattern with a faster penetration close to the wall. However, in the meshes
just adjacent to the wall, it is seen that the penetration does not really occur, leaving a thin
dry zone (one or two meshes). This is due to the fact that the heat is released from the
hot insulation liner (MgO sidewall) to the flooded part of the corium, following the water
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advancement front. The water reaches the bottom a bit after 4000 s., to be compared with
the 8000 s. in the one-dimensional case, illustrating the critical impact of two-dimensional
effects. The corium is mostly flooded a bit before 5000 s. Nevertheless, the MgO is still
rather hot, and heat is still transferring to the top water layer.

Figure 11: SSWICS-1 MC3D homogeneous two-dimensional calculation at 5 different times, left: liquid
saturation and 3 contours of temperatures (TEMPDRO); right: melt and MgO temperature

If border effects are essential for heat transfer, they should also impact the permeability
noticeably. In fact, the images of the corium ingot cross-sections in the publications of
Lomperski and Farmer [6] visually indicate a higher permeability in the outer region closest
to the wall, although no quantification of this has been done. To test the hypothesis of
heterogeneous permeability numerically, the corium region was (arbitrarily) separated into
two zones, with the second zone adjacent to the MgO sidewall initialized with different
permeability. It is reminded that only a mean permeability is measured in the experiments
and that Darcy’s law leads to a flow rate proportional to the permeability. Thus, it is
possible here to divide the test section in two vertical zones of surface area Si and Se (such
that S = Si + Se) and two permeabilities κi and κe whilst maintaining the same global
permeability:
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κ = Siκi + Seκe (13)

The simulation shown in figs. 12 and 13 was performed with Si = Se = 0.5. The
permeabilities were set to κe = 1× 10−9m2 and κi = 6× 10−11m2, that is with an external
region with a permeability approximately double compared to the mean experimental value,
and a very small internal permeability, for which water ingression should be very difficult.
The initial conditions of the calculation can be visualized in fig. 12 with the temperature
field presented in the image on the right.

Figure 12: Two dimensional SSWICS-1 simulation: Initial conditions simulation with permeability hetero-
geneity.
Legend: see fig. 11; the vertical grey line in the left graph separates the two zones with permeabilities κi
and κe

Figure 13 shows the progression of the simulation at four different times. In it, it can
be clearly seen that the water penetrates mainly through the zone adjacent to the MgO
sidewall, with the largest permeability. Nevertheless, as in the previous simulation, a non-
negligible part of the energy is transported out of the corium via conduction. Similarly, the
energy goes back once the corium is flooded in the vicinity of the wall. Compared to the
previously presented homogeneous 2D simulation, it is noticed that the heat transfer back to
the corium is faster since the top part of the MgO liner is cooled down more rapidly. This is
accompanied by a faster wetting of the inner wall surface. In contrast, the core of the melt
is almost impermeable (no water penetration in the central zone is observed), at least on
the duration of the calculation. For the duration of the calculation, the heat in the central
part is transferred almost entirely by conduction to the top and to the flooded channel.
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Figure 13: SSWICS-1 MC3D two-dimensional two-zone calculation at 4 different times
Legend: see fig. 11

Figure 14 plots the extracted heat flux for the one and two-dimensional simulations. The
completely flat plateau in the previous one-dimensional and homogeneous two-dimensional
simulations was not obtained in the two-dimensional two-zone simulation, but the tendency,
before the heat flux drops, shows stabilization of the heat flux level. Both two-dimensional
calculations show a reduced plateau with a duration similar to the experimental one and
finally, both cases would be difficult to identify from an experimental result. One may also
notice the the small spike observed at the end of the heat flux plateau in the experiments is
not obtained in the calculations, so that no explanation can be given about that phenomenon.

Clearly, although these calculations are made with quite rough approximations and hy-
pothesis, both two-dimensional calculated heat fluxes are reasonably close to the experi-
mental one, and it is difficult then to draw firm conclusions about the impact regarding the
permeability. Nevertheless, the importance of the border effect is highlighted.

27

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



Figure 14: SSWICS-1 one and two-dimensional simulations: comparison of the extracted heat fluxes

5. Generation of cracks and permeability

In this section, the proposed model will be presented with particular attention in detailing
the lines of reasoning for its formulation. To begin with, the classical theoretical models of
crack generation are recalled. Then, their limitations are discussed.

The applicability of any such model with respect to the present situation adds several
additional difficulties, in particular:

• the fact that the crust is building co-currently with the fractures, so at conditions of
very high temperatures close the solidification;

• the large uncertainty attached to the mechanical parameters, particularly at the con-
sidered temperatures.

For these reasons, the choice was made to take advantage of the fact the the SSWICS
experiments are done with a proto-typical corium, so that these uncertainties can be embed-
ded in one empirical parameter. The different choice made with respect to other previous
models (Lister-Epstein-Lompersky and Yeo) implies to use exactly the same values for all
the parameters, as if they were universally admitted (the parameters used by Lompersky
and Farmer are likely representative only at room temperatures). Changing any of these
uncertain parameters will result in the need to re-fit the correlation.
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5.1. General analysis of existing models

As seen before, the crucial point of water ingression modeling is the permeability, directly
linked to the fracture generation in the crust. Generally speaking, in a brittle material,
fractures will appear when the mechanical stresses will surpass a given value dependent
on the material properties. It is at first essential to recall that both oxidic corium and
concrete are materials with a brittle behavior at low temperatures. However, it is possible
to anticipate that the fractures should start, or propagate, at high temperature, close to the
solidification conditions, where visco-plastic behavior is expected. Furthermore, significant
uncertainties exist regarding the properties of mixtures of corium oxides of type UO2−ZrO2

and concrete oxides. In view of these difficulties, a rather parametric approach is likely
necessary, based on comparison with existing data, namely the SSWICS tests. Considering
this, the extrapolation to the real reactor situation appears difficult. In this case, several
conditions that must not be neglected, namely the gas generation and associated dynamics
of the mixture, along with the internal heat generation, should substantially modify the
porosity and permeability generation from the mechanism involved in SSWICS. This point
will not be discussed further in this work.

It is reminded that the permeability κ for a single thin planar crack of thickness e can
be deduced from the laminar flow equations as: κ = e2/12. In the porous-like medium, one
considers the superficial flow rate. The medium’s permeability must then account for the
”superficial” porosity ε, and so κ = εe2/12. For a parallel crack pattern, ε = e/y, where y
is the crack spacing. Instead, for a squared crack patter, ε = 2e/y whilst for a polygonal
pattern, the closest to observations, ε =

√
2e/y. Of course, the precise description of the

crack pattern is out of reach and hence ε will be assumed of the general form:

ε = C
e

y
(14)

where C is a constant depending on the fracture pattern (square, hexagonal, etc.), be-
tween 1 and 2. The porosity is also related to the shrinkage of the material after solidifica-
tion and cooling, as a function of its thermal expansion coefficient, βs

[
1
K

]
, and temperature

drop, δT [K], from the solidification to the water saturation temperatures (temperature in
the ingressed portion of the crust), as:

ε = βsδT (15)

βs is here to be considered as a ”surface” thermal expansion coefficient, which is twice the
”linear” coefficient given in general in the literature. Nevertheless, it may be noticed that,
if solidification proceeds from the top, the change in density during the solidification stage,
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from liquid to solid, may also be partly considered, depending on the anchorage of the crust
on the wall. None of the previous models discussed this aspect and took into account the
change of density during the solidification state. In our opinion, some discussion is needed.
An additional component related to the density change during the solidification itself, εls,
may then be included.

ε = βsδT + εls (16)

Rather than fractures, the effect of density change during solidification itself may lead
to porosities in the form of holes, as can be seen in numerous experiments involving fast
solidification of corium, e.g., in Fuel Coolant Interaction, see for example [38, 39]. A plausible
explanation is that the crust, due to the specific geometry and to the fast heat transfer, makes
acts like a solid shell. This is not observed in SSWICS post-test cross-section examinations.
It is possible then to conclude that the crust did not form a homogenous shell around the
liquid part of the corium. Generally speaking, the permeability may then be written under
the form:

κ =
ε3y2

12C2
=
y2(βsδT )3

12C2
(17)

The second point of the modeling is then to determine the crack spacing. Before that,
the previous formulation can be used to check the consistency between the measured per-
meabilities and the apparent crack spacing, which is visually in the order of few centimeters
in SSWICS tests (see fig. 9 & 14 in [6]). This is roughly achieved with βs = 2.10−5K−1,
δT = 2000K and εls = 0. For simplicity, in the following formulations the component εls is
dropped, although this point needs further investigations.

Griffith [13] provided a first classical approach for the crack evaluation in a brittle ma-
terial. He stated that the cracks would appear when the elastic energy accumulated in a
constrained material is sufficient to create new surfaces, a process that needs a specific en-
ergy per unit surface (similar to surface tension for fluids). The elastic energy is due to the
thermal stress induced by the change in density while the material temperature decreases.
This energy is the product of the strain by the stress. Evidently, the boundary conditions,
i.e., the constraint applied to the crust, are essential to precisely determine the stress and
the strain.

At first, the case of constrained slab slowly cooled, with homogeneous decreasing tem-
perature, is here recalled. Furthermore, in consideration of the large uncertainties regarding
crust anchoring, a null Poisson coefficient will be considered. This is mainly a numerical
simplification. Certainly, an additional parameter could be added, hence the expression
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divided by (1 − νp). Nevertheless, in view that the discussion revolves around orders of
magnitude for the uncertainties of the modeling, such multiplicative parameter quite close
to one is clearly not meaningful at this stage.

In this case the elastic stress due to thermal shrinking is simply EβsδTc , with E
[
kg
m·s2

]
being the Young modulus and δTc [K] the variation of temperature from which a solid-elastic
behavior appears to the one where cracks will appear. The strain itself will be βsδTc, and
thus the elastic energy may be written:

Ee = E(βsδTc)
2 (18)

This embedded elastic energy must at least balance the surface energy of the new cracks,
GcS, where S is the surface of the created cracks per unit volume, and Gc

[
J
m2

]
the necessary

energy per unit surface (also called the toughness of the material or the fracture energy
density). S depends on the crack pattern but is roughly about twice the inverse of the crack
spacing y, which is then determined as:

y = 2
Gc

E(βsδTc)
2 (19)

A second condition in the Griffith theory allows to determine δTc: the stress due to
thermal shrinking must be larger than the tensile strength σc:

EβsδTc ≥ σc (20)

Thus, the approximate solution for the crack spacing is:

y = 2
GcE

σc2
(21)

hence the permeability:

κ =

(
GcE

σc2

)2
(βsδTc)

3

3C2
(22)

A first remark is the extreme sensitivity of the permeability with the parameters (highly
non-linear): Young modulus and surface energy are raised to the 2nd power, thermal expan-
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sion to the 3rd power, and the critical tensile strength to the 4th power. Unfortunately, the
knowledge of these parameters is somewhat limited, particularly in complex compositions
and high temperatures as those involved here for corium-concrete mixtures. In order to pro-
vide a first evaluation of the permeability the available data for the mechanical properties
involved, including those proposed by Lomperski and Farmer [5, 6], is here presented:

• The temperature drop δT = Tsol− Tsat for determining the permeability is rather well
characterized, provided the consideration that the solidification behavior occurs around
the solidus temperature. The solidus temperature falls strongly with the inclusion of
concrete material into the corium, from, depending on the exact composition, about
3000 K with no concrete to about 1400 K with 10-15 % of concrete. This effect should
impact strongly the permeability and explain, for a part, the decrease of permeability
with increasing amount of concrete.

• The (surface) expansion coefficient βs for solid components is generally around 5 ×
10−5 1

K
at 2500 K for the UO2/ZrO2 mixtures, whereas the one for concrete components

are smaller, of the order of 10−5 1
K

. The inclusion of concrete should then also decrease
noticeably the shrinking effect and thus the permeability.

• The Young modulus is decreasing with temperature and drops to zero at the solidus
temperature (visco-plastic behavior). At room temperature, the value is about 200GPa
for UO2/ZrO2 [40]. For the different concrete’s components, and different concrete
mixtures, values around 30 − 60GPa can be found in the literature [41, 42, 43, 44].
Thus, probably decreasing the overall value for corium with the incorporation of con-
crete in the corium.

• The critical stress, in contrast, seems to increase with the incorporation of concrete in
the corium, since values are around 100MPa for UO2/ZrO2 [40] to about 300MPa
for the concrete mixtures.

• The major uncertainty may come from the surface energy, Gc. Values of about 1 J
m2

could be found for solid UO2 alone [40], close to the value for liquid components. For
liquid corium-concrete mixtures recent evaluations can be found in [45] of the order of
0.4 J

m2 . In this work, a rough approximation of 1 J
m2 for solid corium-concrete mixtures

is considered.

All in all, for UO2/ZrO2 mixtures, this leads to the value of 4 × 10−13m2 for the per-
meability. The inclusion of 10 − 15% of concrete may not strongly affect the mechanical
properties, but only the thermal expansion and this may lead to values around 2×10−16m2.
This rough evaluation yield values smaller than the (averaged) measured values by several
orders of magnitude. The addition of a component related to the shrinkage during the so-
lidification stage itself (εls) might help for the global permeability, but it would, in any case,

32

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



result in crack spacing much smaller than the visual observations in the SSWICS tests. This
simplified model also leads to a very large crack temperature, since δTc is only of the order
of 125 K.

For non uniform cooling processes due to, e.g., a thermal shock, the usual procedure is
similar for the determination of the initial crack spacing, except that the surface and elastic
energy must be computed as integrals along the cracks. Formally, with l [m] being the crack
length, the initial crack spacing may be approximated as:

y =

∫ l
0
Gc dz∫ l

0
E(βδT )2 dz

(23)

where δT is the temperature drop throughout the thermal boundary layer. However, this
refinement does not substantially help to gain the missing orders of magnitude of discrepancy
with the experimental measurements.

In fact, the computation of the released elastic energy is not so simple since, around the
crack tip, only a fraction of the energy is released. Overall, the previous energy balance
proposed by Griffith is valid only if the behavior of the solid is purely elastic, which is
rarely the case. In the present situation, this is probably far from being the case due to the
high temperatures involved. For UO2, an estimation of the transition of fragile to ductile
behavior, i.e., with a noticeable plasticity, is around 1700 K [46], thus quite below the
solidification temperature. The above evaluated high temperature for crack initiation is also
an indication that the Griffith model cannot be used directly since the fracturing occurs
partly with plastic behavior and consequential energy losses. In such a case, the energy
balance must take into account the irreversible energy loss due to plastic deformation.

Modeling this behavior precisely is out of reach in the present context. In general,
the visco-plastic deformation energy is accounted through the multiplication of the surface
energy by a empirical factor, called hereafter γp:

Eα2δT 2
c = γpGS (24)

This is equivalent to multiplying the crack spacing by a fitting factor, as done by Yeo
& No [12] (their factor ζ). The order of magnitude for this factor to accurately recover the
experimental values is about 100. However, this approach may be rendered not satisfactory
vis-à-vis of the substantial uncertainties, particularly the actual physical properties, so that
the fitting process will be totally dependent on the choice of physical properties7.

7this is already the case with the Lister-Epstein model used by Lomperski & Farmer, any change of the
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Now, it is also interesting to recall some further characteristics of crack propagation.
According to [47], for a sudden thermal shock (without water ingression), once a set of
cracks has appeared, these cracks are constrained to propagate with the same spacing until
an instability takes place leading to a selection of propagating cracks and arrest of the
others. This selection leads to a reduction in the number of cracks, which in turn grow in
thickness. This might be due to the fact that in a pure conduction problem, the thickness
of the temperature gradient tends to increase. Indeed, [48] proposed a simple scaling law
between the spacing y, the crack length l, and the cooling penetration depth δT :

y

l
= C

(
y

δT

)2

(25)

with the constant C being of the order of 0.5. Roughly, by scaling the crack length with
the thermal gradient length, δT , results in the crack spacing scaling simply with the length.
As the permeability is a growing function of the crack spacing, this should lead to a positive
gradient of permeability with depth. However, in a configuration with cracks of different
lengths, the porosity will likely be prevalent in the longest cracks, so that the permeability
may be rather homogeneous along the height. Thus an ”effective” crack spacing may be
obtained by considering only the longest cracks. This leads to the consideration that the
crack spacing y is proportional to δT ' λδTc

φ
and thus, inversely proportional to the square

of the heat flux φ. Using eq. (17), the permeability can be put under the form:

κ = F
(λδTc)

2(βsδT )3

φ2
(26)

where F is a function of the material properties that may be considered as a constant.
Both δT and δTc may have very similar values if the crack temperature is close to the solidus
temperature, and may be approximated by δTsol = Tsolidus − Tsat.

Lister-Epstein model makes a somewhat similar hypothesis, applying it all along the
transient in such way that φ = φWI is the WI heat flux, to obtain:

κLE = F

(
(βsδT )3

φ2
WI

)4/5

(27)

Both formulations (eq. (26)) and eq. (27)), when applied to the WI heat flux, lead to a
sharp decrease of the permeability with the increase of the heat flux. In view of the results in

uncertain properties lead to change also the adjustment of the model
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fig. 2 and the related discussion, this seems in contradiction with experimental observations
(the permeability and heat flux follow the same tendency). In contrast, eq. (26) may be
consistent if one considers the surface heat transfer as the one generating the preliminary
crack pattern. If the ”effective” crack spacing scales with the thermal layer, the porosity
at the surface will grow with time. One may also take into consideration the apparent
prevalence of the term (βsδT )3 regarding the impact of the concrete amount on the heat
flux. Furthermore, in conjunction with the decreasing conductive heat flux, both effects will
contribute to delaying the time in water ingress until the conditions are reached. Once this
condition is reached, the water ingress will maintain the heat flux, and so will the thermal
layer (if the corium depth is sufficient).

5.2. Semi-empirical model, without decay heat

With the previous hypotheses, a semi-empirical model can be formulated. The perme-
ability is firstly written as:

κ = Gm
λ2δT 2

c β
3
s (δTsol)

3

φ2
(28)

with:

• δTsol = Tsolidus − Tsat,

• δTc the temperature drop of longest cracks; it may be assimilated to δTsol,

• and Gm used as an empirical factor, embedding the uncertain mechanical effects (and
physical properties), to be adjusted from the available experimental data, namely the
SSWICS ones; from eq. (17), it might be of the order of 1/(12C2) ∼ 1/50

Furthermore, from eq. (12), the flux may be expressed as:

φWI = κFp (29)

with Fp = Fp(P ) being an identified grouping, depending mostly on the pressure:

Fp =
ρlghlv

25νl + 2νv
(30)
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Substituting eq. (28) into eq. (29), and identifying δTc with δTsol, results in the correla-
tion:

φWI = (GmFp)
1/3λ2/3βs(δTsol)

5/3 (31)

Conversely, the permeability is given by:

κ =

(
Gm

F 2
p

)1/3

λ2/3βs(δTsol)
5/3 (32)

Now, Gm may be evaluated by comparing the measured permeabilities and heat fluxes.
However, the formulation eq. (32) indicates an impact of the ambient pressure of the form:

F
−2/3
p . Figure 5 indicates an increase of Fp of the order of 2 to 3 from 1 to 4 bars although

permeability measurements tend to show factor of about 4. For this reason, it may be
anticipated that Gm may also vary with the pressure. Figure 15 shows the results of the
model with

Gm =
1

50

P0

P
(33)

where P0 is the reference pressure = 1 bar. βs, the thermal conductivity and the solidus
temperatures are evaluated as indicated in the Appendix A. Several points have been
added in conditions not tested in SSWICS, in particular the cases without added concrete.
It is noticed that despite its important impact on the permeability, the ambient pressure
impacts only marginally the heat flux. Overall, a strong decrease of the permeability and
the heat flux is obtained up to about 14 % of concrete, essentially due to the decrease of
the solidification temperature. At that point, the heat fluxes are about 50kW

m2 . With the
addition of concrete, there is then a slow decrease of permeability and heat flux due to the
small expansion coefficient of concrete.
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Figure 15: Comparison of the model for the permeability (top, eq. (32)) and water ingression heat flux
(bottom, eq. (31)) and the available SSWICS data

5.2.1. Impact of decay heat

As did Epstein in [17], the situation with decay heat may be extrapolated for com-
pleteness, but no data is available to support any model (the data provided in [10] are not
sufficient and, as already discussed in the introduction, there is a need for clarification of the
behavior). Experiments involving internal power are also with concrete ablation and thus
with an important bubbling and evolution with time of the concrete amount and corium
mixture properties. Then, the precise evaluation of a complete situation is out of the scope
of the present work, hence the aim is to provide a general analysis of the particular effect of
internal decay heat.

Here the focus is to examine the situation with an homogeneous internal power density
Pr
[
W
m3

]
independent on the solidification of the melt, in a quasi-steady situation. The

situation of the experiments with internal heat only affecting the liquid part of the melt
may be easily extrapolated from the following and will not be discussed here. The heat flux
to be extracted is PrL, where L is the total height of the melt (subject to internal power).
More precisely, PrL represents the part of the internal energy that is extracted upward,
through the crust. Again, the evaluation of the downward heat flux is out of the scope here.
A schematic of the considered melt configuration is shown in fig. 16.
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Figure 16: Schematic of the model configuration for the melt.

When the decay heat is important, the corium is liquid for a large part with a superficial
crust where most of the thermal gradient is embedded. The bubbling due to concrete
ablation, which is likely at the moment of reflooding, should homogenize the temperature
in the liquid part. The crust may be decomposed into a flooded part, of thickness δc,f , and
a dry part, of thickness δc,d, such that δc = δc,f + δc,d. The critical heat flux occurs at the
top of the crust, and may be expressed as the sum of the heat flux at the liquid front, say
Φf , and the generated power in the flooded crust (on top of the front):

Φc = ΦWI = Φf + Prδc,f (34)

The front heat flux comes from the internal power and conduction through the dry crust,
so that it may be approximated as:

Φf = λ
δTc
δc,d

+ Pr
δc,d
2

+ Pr(L− δc) (35)

where the second term is the contribution of internal heat to the temperature profile,
the third term is the part of the power generated below the crust, and extracted through
the crust. Combining the last expressions finally leads to:

ΦWI = λ
δTc
δc,d

+ Pr

(
L− δc,d

2

)
(36)

δc,d = λ
δTc

ΦWI − Pr
(
L− δc,d

2

) (37)
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Equation (37) may be formally solved and eq. (28) replaced by:

κ = Gm
λ2δT 2

c β
3
s (δTsol)

3

δ2c,d
(38)

The extracted heat flux remains, at maximum, the critical heat flux of the fractured
medium, eq. (29): ΦWI = κFP . However, the solution cannot be expressed analytically.
For this reason it is possible to simplify and make the hypothesis that the crack length (at
the initiation of the water ingression) and spacing are of the same order than the dry crust
thickness δc,d. Thus, back to eq. (17), it is possible to roughly express the permeability at
the initiation of penetration as:

κ ' G′mδ
2
c,d(βsδT )3 (39)

with, keeping the role of pressure as before,

G′m '
1

12C2

P0

P
(40)

Once the water penetrates, the front is progressing downward with a velocity depending
on the margin between the actual extracted flux and the input decay heat.

The set of equations eqs. (29), (37) and (39) are easily solved numerically. The parameter
G′m is adjusted in order to approach to the previous solution in the absence of internal heat.
In this case, at one bar, it can be adjusted to 1/30, quite comparable to the 1/50 in the
previous more complete model.

The solutions can be derived for any amount of concrete. In the frame of a strategy for
mitigating severe accidents, the reflooding should occur early, with a melt containing only a
few amount of concrete. For this reason, only the case of a corium mixture containing 8% of
concrete at the reflooding time will be commented here. Figure 17 shows the results of the
evaluation as a function of the upward input power per unit surface. It is reminded that,
roughly, the decay heat lies between 2 and 1 MW

m3 from one hour to one day after the SCRAM.
If the melt is well spread in the reactor pit, the height L should be about 30 cm. The model
predicts an important increase of the water ingression heat flux with increasing power PrL,
due to an increase of permeability with the crust thickness. Furthermore, the extracted
heat flux may be sufficient to ensure in any case a margin between the input and extracted
power, thus with a propagation of the form roughly estimated in fig. 17. Regardless, in the
case of relatively large ”input power”, for example, PrL = 600kW

m2 , the front velocity of 4 cm
h

may necessitate about 8 hours to fully solidified 30 cm of melt, a time during which ablation
should persist and lead to a strong increase of the concrete amount in the corium mixture,
thus reducing strongly the permeability.
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For completeness of the analysis, a short a discussion highlighting the difficulties and
necessary new hypotheses ensues. As the melt concrete content will rapidly increase with
time, the crust will show a profile of increasing fraction of concrete with the depth. Note at
first that the decay heat will no longer be homogeneous as the crust will gradually have a
larger amount of the initial corium as compared to the progressively concrete-rich corium,
hence a larger volumetric fraction of the source of decay heat. Thus more heat should be
generated in the crust compared to the liquid part and there should be a gradient of heat
power, with highest value on top of the bed. The increase of concrete amount will reduce
the local and global melt dilatation and then effective final porosity. When large amounts of
concrete are present, the thermal dilatation will strongly decrease and the porosity will fall
drastically. As the crack spacing is a function of the dry crust thickness, it seems difficult
that, in case of reduction, new cracks appears, hence the crack spacing should either be
stable, or increase, which counter-balances the negative previous effects.
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Figure 17: Results regarding the impact of decay heat for a quasi-steady situation (constant amount of
concrete) on the heat flux (top left), the permeability, front velocity and dry crust thickness.
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6. Conclusions

In this work, the difficulties of evaluating and extrapolating the mechanisms that govern
the phenomenon of water-ingression into a solidified corium crust with internal decay heat,
have been highlighted. Underlining the lack of experimental data to corroborate the models
here presented, it is important to exploit the available data with prototypical corium, limited
to cases without heat input. Section 2 presents the preliminary analysis on the the SSWICS
tests concluding from the data:

• the existence of a strong reduction of permeability with increasing amount of concrete,
and

• a clear effect of the pressure on the permeability resulting however in a low overall
impact on the heat flux.

In sections 3 and 4 a thermal-hydraulic model was derived, accompanied by one- and
two-dimensional CFD calculations. The calculations performed were found in agreement
with the constructed heat transfer correlation and most importantly show that:

• for corium with a concrete content larger than 14 %, a low heat transfer of the order
of 50 kW

m2 is consistent with the permeability data; in these cases, the water ingression
occurs very lately and, in fact, most of the heat flux history can be explained by
conduction through the crust;

• important border effects were present in the SSWICS tests; at first the significant
heat transfer to the lateral MgO wall; secondly, although less clear (suspected through
visual observations of post test configuration), larger fractures close to the test section
wall, due to the both presence of the wall and the heat transfer towards it, that may
impact the water penetration through the crust.

In order to properly evaluate the generation of permeability and therefore the heat ex-
traction to be expected from a fracturing crust subjected to water ingression, section 5
presents the construction and utilisation of a model to evaluate the WI under the specific
conditions of the SSWICS tests and extrapolate to conditions closer to what’s expected in
a severe accident. Summarizing, section 5 tackled:

• the development of a semi-empirical model, limiting the use of very uncertain physical
properties, hypothesizing that, on the range of conditions studied in SSWICS, the
mechanical properties embedded in the fitting coefficient are not changing drastically,
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• the satisfactory application of the developed model in comparison with the SSWICS
data,

• the development of specific methodology aimed to extrapolate the WI fracture model
to a case with the inclusion of decay heat,

• the evaluation of WI phenomenon with decay heat, resulting in effective heat extraction
in all cases, even with high power, but low cooling front speed.

The modeling of the complete situation, including ablation, is far out of the present scope.
The most difficult point may be related to the gas generation which may be integrated
without difficulty in the thermal-hydraulic models, but may also have an impact on the
permeability. However, it must be emphasized that Water Ingression is an issue for the
accident evaluations and mitigation only for the cases where the concrete is very siliceous, i.e.
with low gas production during the ablation. For the other cases, the existing experiments
show that the concrete ablation leads to a very turbulent flow and an important mixing of
melt and water, which is much more effective than WI for cooling the corium.

The modeling presented in the current work leads to consider that, in the presence
of strong decay heat, water ingression may start rapidly, providing that reflooding occurs
relatively early enough to assure low concrete content in the corium melt. However, the
cooling front velocity of some few centimeters per hour allows envisaging a full solidification
though this effect only in cases of spreading of the melt on a quite large surface, i.e. small
melt height. A complete model necessitates several additional hypotheses, better knowledge
of physical properties, and should take into account different characteristic configurations
(e.g. the effect of corium-steel mixtures), which, in any case, highlights the clear need for
additional dedicated experiments.
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Appendix A. Material properties

The present model was built in a way to limit the impact of highly uncertain thermo-
physical properties. As an input of the model, eqs. (31) and (32) need the solidus tempera-
ture (as the solidification temperature), the superficial thermal expansion coefficient and the
thermal conductivity coefficient. It is important to point out that all mixtures properties
cannot be estimated with simple geometric or arithmetic averages, so, in lack of experimental
values, the properties are provided as first approximations.

Material properties of either UO2, ZrO2 or (UZr)O2 can be found in [40]. (UZr)O2

properties are nevertheless subject to large uncertainties. UO2 properties can also be found
in [14]. SiO2 and CaCO3 properties may be found in a large amount of different sources.

Clearly, any change in the used properties should need an adjustment of the Gm param-
eter in eq. (32). The material properties adopted here are the following.

Appendix A.1. Mechanical material properties

• Surface thermal expansion: thermal expansion coefficient reported in the literature
are linear ones, so the surface coefficient is twice the linear one. The thermal strain
of (UZr)O2 mixtures seems to show large discontinuities with temperatures due to
the behavior of ZrO2, while UO2 displays a more regular increasing thermal strain.
The overall coefficient of ZrO2 will be considered as null, the UO2 one will be taken
from [14]. As for silica, the literature reports small values of about 2.5 × 10−6

[
1
K

]
at ambient temperature, a value that will be used here. In this study, the thermal
expansion coefficient of the corium was evaluated as a mass weighted average of the
given composition: UO2, ZrO2, SiO2 and CaCO3, the two later being representative
of the concrete.

βs,ZrO2 = 0

[
1

K

]
(A.1)

βs,UO2 = 2×
(
1.18× 10−5 − 5× 10−9T + 3.7× 10−12T 2 − 6.1× 10−17T 3

) [ 1

K

]
(A.2)

βs,SiO2 = 2× 2.5× 10−6
[

1

K

]
(A.3)

• The thermal conductivity coefficient of corium is also subject to uncertainties. For
UO2 [14] reports values ranging from 8 W

m·K at ambient temperature down to about 2
W
m·K at 2000 K, and then re-increase to about 3 W

m·K at 3000 K. Recently, [15] reported
similar values for (UZr)O2 mixtures for 2 temperatures (550 and 1400 K). As a mean,
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it seems that a value of 2.5 can be used. For the silica, [49] reports values from 1.4
W
m·K at ambient temperature to about 3 W

m·K at 1500 K. Overall a representative value
of 2.5 W

m·K was selected for all SSWICS tests mixtures.

Appendix A.2. Thermodynamic material properties

Finally, the solidus temperature for the corium-concrete mixtures can be obtained from
databases as these are rather well identified. However, these properties are particularly
complex, as several phases are involved.

In the calculations presented here, we use simplified thermodynamic properties. In par-
ticular, the solidus and the so-called solidification temperatures are supposed to be identical
and are approximated. Figure A.1 shows the values used in the calculations as a function
of the amount of concrete.

Figure A.1: Solidus temperature of corium mixtures used in the calculations
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