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ABSTRACT

The nonlinear regime of electromagnetic oblique instabilities is investigated by means of a “noiseless” semi-Lagrangian Vlasov—-Maxwell
solver. Starting from an initial equilibrium configuration with two counterstreaming electron beams, qualitatively different nonlinear regimes
are shown to exist depending on the nature of the solutions of the linear dispersion relation, whose properties have been discussed in the
companion paper I [Ghizzo et al, Phys. Plasmas 27, 072103 (2020)]. This behavior is in contrast with existing theories of the oblique instabil-
ity, which are based on the excitation of a single eigenmode at a time: nonlinear transitions toward regimes dominated by low-frequency
modes are generally shown to be possible. The emphasis here is on gaining a better understanding of the multiplicity of electromagnetic obli-
que unstable modes and on modeling their back-reaction on plasma wave-particle interactions and energy conversion mechanisms. The lat-
ter are shown to depend on the saturation scenario of the different regimes of the oblique instability. A new regime is discussed, in which a
stochastic heating occurs at the expenses of the magnetic energy first amplified by the oblique modes and in which a (reversible) violation of

entropy conservation is made possible by large amplitude phase-space fluctuations of the distribution function.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0003698

I. INTRODUCTION

Energetic particle beams with anisotropic velocity distributions in
collisionless plasmas have attracted attention not only for applications
to astrophysical environments, such as gamma-ray bursts or counter-
streaming plasmas in cosmic outflows and shock wave sites, but also
for applications to laboratory plasmas, such as those met in laser-mat-
ter interaction or fusion (tokamak) devices. A fundamental question is
common to all these problems: what are the physical mechanisms that
lead to plasma heating in the collisionless regime?

This question is especially relevant to turbulent environments
such as the solar corona or the solar wind. In this framework, it has
been recently addressed in a series of works that have considered colli-
sionless heating mechanisms occurring in relation to pressure anisot-
ropy, as due to intermittence processes in Alfvenic turbulence (e.g.,
Refs. 2-5) or as due to the anisotropic transfer from the ordered
kinetic energy of the plasma flow to the components of the pressure
tensor (see Refs. 6-8). The latter kind of energy transfer occurs in the
presence of sheared flows, like those found in turbulence vortices,
because of the action of the fluid strain on the second order fluid
moment of the distribution function.”"’

As noted in the latter references, however, further channels of
energy exchange between the (anisotropic) thermal and electromag-
netic components can occur in a collisionless turbulent plasma because
of anisotropy-driven instabilities such as Weibel-type modes and
pressure-driven (kinetic) instabilities. It should be recalled indeed that,
when nonideal effects that allow magnetic reconnection become non-
negligible at the small spatial scales developed by turbulence, a global
heating of the plasma can occur because of the tearing-type modes
that can be developed on the small current sheets convected by the
fluid motion, according to the so-called “turbulent reconnection” sce-
nario.'" The literature on this subject is huge and still increasing, but it
is worth mentioning in this regard some recent studies that have evi-
denced how the onset of reconnection processes during the turbulent
cascade can influence the turbulent spectrum and therefore the entire
heating process (see Refs. 12 and 13).

Relatively less attention has been paid, so far, to the collisionless
heating process that can be related to the nonlinear dynamics of
Weibel-type modes. This is the subject that we partially address in the
present article. Weibel-type instabilities, indeed, are related in first
instance to magnetic field amplification driven by the temperature
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anisotropy, and pressure-driven instabilities are generally believed to
fix threshold conditions on the ratio between the kinetic and magnetic
energy densities in turbulent environments such as the solar
win d.l-l 17

More precisely, electromagnetic Weibel-type instabilities lead to
the amplification of magnetic energy, the source of the free energy
coming from plasma anisotropies. The Weibel instability'® (W1) is a
purely growing electromagnetic mode that can grow in an unmagne-
tized plasma. The source of free energy for the instability is provided
by a temperature anisotropy of the electron distribution function
between the perpendicular and longitudinal directions with respect to
the wave vector. W1 is thus an important mechanism of magnetic field
generation in astrophysical phenomena,'””’ in relativistic electron
beams,”"”” or in electron-positron plasmas.”” A variant of this instabil-
ity, which is of major importance for laser-produced plasmas, is the
current filamentation instability (CFI). In the CFI, the free energy is
provided by the momentum anisotropy instead of the standard tem-
perature anisotropy. The physical mechanisms underlying the devel-
opment of both CFI and WI are very similar (see the first re-
interpretation of the Weibel instability provided by Fried in terms of
momentum anisotropy of two opposite beams”") and can be recog-
nized in the redistribution of currents inside the plasma. Such an
aspect underlies the similarities between WI and CFI and recently
allowed the development of a theoretical model (the so-called multi-
stream model””*®) based on a Hamiltonian reduction technique,
which unifies both types of instabilities (see also Refs. 27 and 28 and
more recently Refs. 29 and 30). In a counterstreaming beam-plasma
configuration, the highest growth rates are typically found neither for
wave vectors k that are aligned with the beam velocity [the two-stream
instability (TSI)] nor for wave vectors that are normal to the beam
(CFI) but rather for intermediate orientations of k: these are the
oblique modes first considered in Refs. 31 and 32, where they had
been named “Weibel two-stream modes” and which have been later
more specifically characterized in the works by Bret et al” and
Gremillet et al.”* Hereafter, we refer to these modes as to the “oblique
instability” (OI).

A surprising aspect arises in the long-time dynamics of the WI,
which may trigger secondary plasma heating or filamentation-to-obli-
que transitions that are observed in particle-in-cell (PIC) simula-
tions.”” " The heating mechanisms induced by CFI or WT are still
poorly understood, particularly with regard to the involvement of obli-
que modes. As the kinetic equations are invariant under time-reversal,
the transfer from kinetic to magnetic energy is, in principle, reversible.
In the Vlasov equation, the reversibility in time is made possible by the
fact that the filamentation process of the distribution function in the
velocity space can progress indefinitely toward arbitrary small scales.
One of the most significant examples is the phenomenon of echoes.

In Ref. 1, further referred to as paper I, we have performed a lin-
ear study of OI, where we have identified the roots of the dispersion
relation by means of an extended fluid model in which the full pres-
sure tensor evolution is retained. This approach leads to a polynomial
dispersion relation for oblique modes, easier to be solved than the
kinetic one. This has allowed us to identify different kinds of solutions:
each beam exhibits low- and high-frequency roots, whose existence
has been later verified by comparison with the numerical solution of
the full Vlasov—-Maxwell dispersion relation. Moreover, the fluid model
makes it possible to identify and understand from a macroscopic point
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of view some of the kinetic features of these modes, whose physical
interpretation appears difficult when a full kinetic Vlasov approach is
used.

Guided by the linear analysis performed in paper L' in this sec-
ond article, we investigate these classes of solutions by studying the
nonlinear saturation of oblique instabilities with semi-Lagrangian (SL)
Vlasov-Maxwell simulations. Here, the emphasis is on the evolution
of oblique and filamentation modes in the nonrelativistic or (weakly)
relativistic regime. The onset of oblique instabilities leads to a pattern
of current filaments of variable sizes, depending on the nature of the
roots of the linear dispersion relation. The emergence of these fila-
ments is quite general, and simulations show that such solutions can
be excited in both nonrelativistic and relativistic collisionless regimes.
Furthermore, SL Vlasov-Maxwell simulations illustrate the efficiency
of the oblique instability in converting back magnetic energy into
kinetic energy: we will show that the interplay between the two classes
of oblique modes (“low” and “high” frequency) discussed in paper I'
can lead to an efficient secondary conversion from electromagnetic to
kinetic (thermal) energy of the plasma.

This paper is organized as follows: In Sec. II, we recall the
Vlasov-Maxwell (VM) model and its main conservation constraints,
and we discuss several thermodynamical aspects of the model. Section
11T gives a summary of the physical problem we investigate. Section I'V
presents the numerical semi-Lagrangian scheme and the initial condi-
tions used. In Sec. V, we present and discuss the results of the study of
low-wavenumber oblique modes. Section VI concerns the discussion
of the new stochastic heating scenario observed in the presence of high
wavenumber oblique modes. Finally, conclusions are in Sec. VIL.

Il. THE VLASOV-MAXWELL MODEL
A. Model equations

We assume ions to constitute a neutralizing background. This is
motivated by the fast time scales of the phenomena we are interested
in. We then consider only the evolution of the electron distribution
function f = f(x, p, t), which obeys the relativistic Vlasov equation,

o b PXB\ ﬁ)
8t+mv fo+e(E+ mv) Vof = (8t o« M

wherey = 4/1+ mPTZCZ is the Lorentz factor and V, and V,, are the gra-
dients with respect to the space and to the momentum coordinates,
respectively. Here, m is the electron rest mass, ¢ the light velocity, and
e < 0 the elementary electron charge. The Vlasov equation is then cou-
pled with the Maxwell equations in a self-consistent way. The electro-
magnetic field (E, B) obeys

OE J
2V, xB+ =0, 2
o AV, x +80 0 )

OB

o T Ve xE=0, 3)
V.. E=2, (4)

&
V. -B=0. (5)

Note that in Eq. (1), we have included a rhs term, normally not present
in the writing of the continuum Vlasov equation, in order to evidence
the phenomenon of coarse graining (CG) that would appear after the
introduction of an elementary cell of size / into the phase space. This
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feature is an unavoidable ingredient of the numerical integration of
the Vlasov equation on an Eulerian domain, which is necessary to
keep into account while interpreting the numerical results: the averag-
ing scheme for the distribution function over an elementary cell is
indeed a crucial element of any back-reaction study.

In statistical physics, coarse graining is the procedure of smooth-
ing the fine, small-scale structure of the physical system. Clearly, there
are many ways to perform it, and the chosen technique must be
adapted to the physical or mathematical properties of the system
under consideration. In the Vlasov approach, from a mathematical
point of view, the asymptotic convergence of f holds only in the weak
sense, and the velocity derivatives, in modulus, grow quickly at large
times. This leads to the phenomenon of filamentation of fin the veloc-
ity space and to an energy (and information) transfer from low to high
wave numbers, which resembles a weak turbulence-type cascade. The
Vlasov-Maxwell system is reversible as long as this transfer of infor-
mation to smaller scales can proceed indefinitely. Thus, as it happens
in the free transport equation as df /Ot + v - V,f = 0, oscillations of f
should occur in a very “ordered way.” This mathematical regularity
was called by Villani “gliding regularity.”””" In the Fourier space of
velocities, such a regularity appears in the form of an information
packet that moves along 4, where / is the Fourier variable of v. The
semi-Lagrangian scheme used here (see Sec. IV) preserves such a
property since the velocity differentiation corresponds to multiplica-
tion by 2in/ after Fourier transform: a regularity control may be thus
realized in Fourier space, when a numerical grid is introduced in the
simulation. An alternative approach to control the smoothing of fila-
ments in phase space has been proposed by Klimas et al.' In any case,
when the size of the box in velocity is finite, information is lost as the
packets cross the boundaries. Information is, however, conserved in a
continuum velocity space since the extension of the Fourier-
transformed domain, 4,,,; = 7/Av, goes to infinity as the size of the
cell in the velocity domain, Av, tends to zero. Note that the entropy
defined using Shannon’s formula,

S = —kg Jﬂvxjf Inf dp, (6)

is perfectly preserved when h tends to zero since it is a Casimir invari-
ant of the Hamiltonian Vlasov-Maxwell system. However, if an aver-
age is performed on the elementary cell with a finite volume #, the
information inside this cell is lost and the entropy increases. This is
the coarse graining mechanism introduced by Ehrenfest. In numerical
modeling, this effect is played by the introduction of a numerical mesh
that, as fine as it can be, introduces a discretization of the phase-space
domain.

In the following, we are going to show that, in addition to this
numerically induced smoothing, a physical mechanism can also lead
to this type of effect, especially during a transition from an oblique
mode with a large wave vector to an oblique mode with a small wave
vector. This mechanism can be similar to an inverse cascade process
and can lead to a smoothing phenomenon in the configuration space
since the micro-filamentation can be smoothed during the transition
between the two types of modes. We will see that this mechanism has
some impact on the entropy conservation, too, which is not of numeri-
cal nature but can be understood in more physical terms if the notion
of entropy is “corrected”: indeed, although (6) provides the quantita-
tive definition of entropy usually adopted in kinetic plasma
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simulations, and which we will also refer to, we will see in Sec. I B that
the definition of S can be refined to express the notion of entropy for a
beam-plasma configuration in a more appropriate, thermodynamical
sense [cf. Eq. (19)].

In Egs. (2) and (4), the source terms as the electron current den-
sity J and the charge density p are defined by the following relations:

P .5
—el| L
J ejmyf 2 @)
p:led3p—en0. (8)

In (8), ny is the fixed background ion density; J and p satisfy the conti-
nuity equation,

dp

Liv,.J=o, 9

o PV ©)
which expresses the local charge conservation. Condition (9) is satis-
fied automatically provided that the Poisson equation (4) is initially
verified.

B. Basic properties of the model and
thermodynamical aspects

We recall here the fundamental properties of the Vlasov model
and in particular its links with some thermodynamics aspects. To sim-
plify the presentation and to make connection with the standard, con-
tinuum Vlasov model, we assume here that the size of the elementary
cell h be zero (i, that (0f /0t); = 0). On multiplying the Vlasov
equation (1) by p; and integrating each component “i” over all
momenta, we have

ocC ~

E+Vx~H:enE+I><B, (10)
where C = [ pfd®p is the average momentum density, IT1 = [ pvfd’p
is the material stress tensor density of plasma, and the (electron) cur-
rent density is given by

J=enu= erdep. (11)

It is worth drawing attention to the distinction between the material
stress tensor IT in Eq. (10) and the pressure tensor I1 = nm((v — u)
(v — u)) that we have introduced in paper I:" while the two quantities
are, of course, related, the latter tensor, being defined with respect to
the rest frame of the flow, expresses only the “thermal” contribution to
stress deformations in the plasma. The average momentum density C
also intervenes in the flux term of the (local) energy density conserva-
tion law, which we can express in the form

9 K+180(E2+c232)} + V- (C+EXB) =0 (12)
ot 2 U

In Eq. (12), K = mc* [ yfd®p is the relativistic kinetic energy density.
Equation (12) evidences the possibility to convert “kinetic” (or ther-
mal) energy into “electromagnetic” energy or vice versa. From a ther-
modynamical point of view, it is well known (see Ref. 41, p. 6) that the
relativistic Maxwell-Jiittner distribution function can be derived by
maximizing the free energy of the system F = e — TS, while the
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number (N) of particles is kept constant. The extension to a relativistic
beam was realized by Davidson and Yoon in Ref. 42. It was shown by
these authors that for a beam-plasma system, the thermodynamical
equilibrium may be characterized by the Helmholtz free energy
defined as

F=¢— th‘y — TS — TN = Const. (13)

Here, v, and T}, are the velocity (in modulus) and temperature of the
beam, € is the total (particle-plus-field) energy, (N) ~ N is the average
number density, S is a redefinition of Shannon’s entropy, which is
compatible with this thermodynamical analysis and which we will dis-
cuss later [cf. Eq. (19)], and C y is the projection along the axis of the
beams, which we suppose to be y, of the vector,

3
C:JQ[CjLEXB} (14)
14 Ho

This is the integral over the volume V of the momentum density C
to which electromagnetic field contributions have been added. We
can therefore name C the “total momentum vector” and C,, its axial
component. For quantitative (e.g., numerical) applications, we may
use V = LyL,L; for a 3D system or V = L.L, for a 2D spatial sys-
tem. It is also assumed that the spatial integrations in Eq. (14) and
hereafter are over a periodic spatial domain. In this case, C, is a
constant of motion because of periodic boundary conditions in the
y space coordinate. The authors make then use of the global conser-
vation constraints corresponding to the conservation of ¢, of N, of
the entropy S and of the total axial momentum C, to obtain the for-
mal expression of the measure of the field perturbation [Eq. (11) in
Ref. 42],

Flt) — Flo) = jd | el (mr = upy) i)

5) i) -]

(15)

-1, [fbln

In Eq. (15), fy(x, p, t) represents the distribution function of the beam
population, which evolves according to the continuum Vlasov equa-
tion [i.e., according to Eq. (1) without the (9f /0t); term] from its
initial condition given by fyo = fp(x,p,t = 0). It is then straightfor-
ward to show from (15) that F takes a maximum value whenever f;,
describes a relativistic thermal equilibrium distribution with tempera-
ture T}, and average axial velocity vye,, which reads

20
<l

fb = fhmax exp |:_
With the proceeding notations, these constraint conditions read

dx 3, L 2, 2p2
6:J7 Jmczyfhdp+—so(E + ¢*B?)| = const, (17)

szdxjﬁﬂd3 = const, (18)
— _kBJ Jfb In fo ) = const, (19)
bmax
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- (d*x E xB
6= 5o+ (5F)
4 o/

3y
- [d [pyf &p+ (E X B) ] = const. (20)
Ho /y

We further define o, = mc?/(y,kpT,), which is a dimensionless
parameter that measures the thermal spread. The normalization
constant is then glven bY fomax = npoos/ [4nm? 9, Ky (ap)], where
7 = (1 — v} /%) 7 is the Lorentz factor and K, is the modified Bessel
function of the second kind of order n.

The expression of the entropy S in Eq. (19), already obtained by
Davidson and Yoon, shows a possible connection with information
theory and differs from the standard definition (6) of the entropy often
used in plasma physics because of the explicit dependence on fpyqy.

From the point of view of information theory, indeed, entropy is
not a property of the system but rather a measure of “our ignorance”
about the system. The equilibrium state that can be observed in the
asymptotic state after the phenomenon of “coarse-graining” corre-
sponds in this sense to a maximum of the entropy because informa-
tion about the initial conditions has been lost except for conserved
quantities. However, in the presence of large fluctuations, whose rela-
tive amplitude in Eq. (19) is “compared” to the value of f,,,,, through
the logarithm contribution, the amount of information at the micro-
scopic level may change and the entropy can so display large variations
due to second-order effects. It is worth highlighting that this feature
does not contradict the conservation of entropy (6) defined as a
Casimir invariant of the Vlasov equation and discussed in Sec. IT A:
the condjtion of gliding regularity discussed by Mouhot and Villani®’
and Villani*® implies indeed the absence of strong fluctuations of f in
the phase-space, which is required in the known demonstrations that
grant the convergence of the phase-space Casimir integrals of the
Vlasov-Maxwell system (see also Refs. 59 and 60). Instead, this fact
suggests that also Shannon entropy conservation can be violated in the
presence of large amplitude fluctuations. Notably, we are going to
show that both an increase and a decrease in Shannon’s entropy are
made possible by the presence of large amplitude fluctuations of the
distribution function, which are related to filamentation and oblique
modes.

lll. THE PHYSICAL PROBLEM

As stated at the beginning of Sec. II A, we are interested in
electron-induced instabilities only, which justify the neglecting of ion
dynamics as a first approximation.

We consider an initial configuration with two symmetric coun-
terstreaming electron beams, which hereafter we assume to stream
along the y direction (see Fig. 1). From now on, we will label the
parameters related to the two streams with the indices i=1 and 2.
However, in order to make connection with a more general case in
which the two beams are not symmetric, we will sometimes refer to
this configuration as to a “beam-plasma.” The temperatures are cho-
sen to be isotropic in each beam rest frame. This rules out the pure
Weibel type mode, driven indeed by the pressure anisotropy in the
plane of the beams and perturbation, and its coupling with electro-
static and oblique modes. As discussed in paper I, there are at least
three instability classes in this configuration: the current filamentation
instability (CFI), the electrostatic two-stream instability (TSI), and the
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FIG. 1. Sketch of the equilibrium configuration (counterstreaming symmetric elec-
tron beams) perturbed by an oblique wave-vector. An in-plane isotropic temperature
is assumed so to exclude initial coupling with pure Weibel-modes.

oblique instability (OI). It is well known that TSI modes are exactly
longitudinal (k, =k, = 0), while CFI modes are perpendicular
(k, = k; = 0) with respect to the direction of the beams. If perturba-
tions both parallel and perpendicular to the stream flows become
unstable, the filamentation-type instability is referred to as oblique. As
done in paper I,' we will hereafter consider only the problem of har-
monic perturbations whose space coordinate dependence is two-
dimensional, that is, k = (ky, k,,0).

As previously mentioned, and as it is known from a series of pre-
vious studies (see Refs. 31-37), the CFI should dominate during the
first stage of a cold symmetric beam evolution (n; = n,).
Filamentation modes, however, are nontime resonant (i.e., they have
Re(w) = 0), whereas oblique modes, although having smaller growth
rates in comparison to those of the CFI modes, have a finite phase
velocity and thus can non-negligibly contribute to the long-time
behavior of the plasma through wave-particle resonances. The knowl-
edge of the dynamics of low-frequency (LF) oblique modes is therefore
essential for assessing the possible mechanism of the wave-particle
interaction in the nonlinear regime of these beam-plasma instabilities.
This, however, is difficult to be realized by following the usual
approach to the linear study of kinetic instabilities, which consists in
searching (numerically) the most unstable growing mode among the
roots of the kinetic dispersion relation. This task is made particularly
difficult by the nonpolynomial form of the latter, which is further
complicated in the relativistic regime.

In paper I," we have discussed how this problem has been over-
come by studying the dispersion relation of the OI with an extended
fluid model that includes the full pressure tensor dynamics. On the
one hand, the amount of information contained in the second order
fluid moments of the distribution function suffices to describe the
physics of these linear modes (as it has been a posteriori verified by
comparison with the solutions of the full Vlasov—Maxwell linear sys-
tem), and on the other hand, this approach considerably simplifies the
algebra by leading to a polynomial dispersion relation. This facilitates
the analysis and interpretation of the roots of the latter in regions of
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the parameter space where oblique modes can be excited. In particular,
our analysis has revealed the existence of a new resonant branch of
low frequency modes (noted B in Fig. 2 and which will be discussed in
Sec. V B), in addition to what we can consider to be the “standard”
high frequency solution, already known in the literature (this has been
noted as case A in Fig. 2 and will be discussed in detail in Sec. V A).
The linear analysis performed in paper I' has also revealed the exis-
tence of regions in the parameter space where low- and high frequency
solutions exist close to each other.

A cartography of these two classes of modes in the normalized
(kx, ky)-plane (whose axes are displayed on a log-log scale) is shown
in Fig. 2, where the contour-lines represent equal values of the growth
rates of two types of OI solutions of the full-kinetic dispersion relation:
in case A (lower lobe), only the high-frequency roots have been
selected, whereas in case B (upper lobe), the low frequency roots have
been chosen. The roots corresponding to the two other types of insta-
bilities, CFI and TSI, have not been represented here. The fact that the
two distinct neighboring roots, A and B, overlap in a region of the
(ky, k) space makes their identification and distinction difficult. Both
modes can be resonant in time since each mode has a real frequency
(see paper I'). It is then clear that both modes can be resonantly
excited for the same values of k, and k, if the appropriate resonant
conditions on the respective phase-velocities are met.

Let us now turn the attention to the nonlinear regime. It is well
established from the previous literature that two different mechanisms
exist, which lead to the saturation of Weibel-type instabilities. At small
wavenumbers (i.e., kd, < 1, d, = cw, " being the electron skin depth),
saturation is produced by the so-callped Alfvén mechanism,””"* which
imposes an upper limit to the current density carried by the particles.
At large wavenumbers (i.e., kd, = 1), instead, the saturation is widely
recognized to occur due to magnetic trapping (MT).”**%** 0

growth rateT'/w,
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FIG. 2. Contour-plot of the growth rate of the oblique filamentation instability 7/,
in the (kxde7 kyde) plane, on a log—log scale. The two classes of solutions (A and
B) obtained from the full kinetic dispersion relation are displayed. Case B (upper
lobe) corresponds to the linear low-frequency solution, while case A (lower lobe) is
related to the linear high-frequency solution.
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However, the present study extends this analysis to take into
account the contribution of the “electrostatic” particle trapping in the
kd. =1 nonlinear regime of the OI. This occurs at saturation of
the low-frequency regime of the instability (case B in Fig. 2) when
kd, > 1 (let us say when kd, = 10) because of the resonant transition
of the oblique mode from small to large wave numbers (ie., from
kd, ~ 1 to kd, ~ 30). This leads to a stochastic heating mechanism
in which the transfer from kinetic to magnetic energy, typical of
anisotropy-driven electromagnetic instabilities, can be reversed (this
mechanism will be discussed in detail in Sec. VT).

It must be noted that the current filaments associated with the
CFI and oblique modes correspond to fluctuations of the distribution
function in the phase-space, which, depending on their amplitude, can
affect the entropy conservation/evolution in the Vlasov—-Maxwell sys-
tem (cf. Sec. 11 B).

Although the beam plasma evolution that we are going to discuss
can have implications for kinetic turbulence processes, especially in
collisionless environments, e.g., the solar wind, the problem we are
going to focus on differs from fully developed (2D) turbulence. In the
present study, only some specific classes of oblique modes are linearly
excited at each time, and they are accurately selected among the unsta-
ble roots that linear analysis has evidenced to exist in a region of the
parameter space where the small-to-large wave number resonant tran-
sition of modes can, in principle, occur. The latter and its implications
for the fundamental properties of the Vlasov—-Maxwell system (i.e.,
phase-space filamentation, energy conversion mechanisms, and
entropy fluctuations) are the focus of the present study, which is made
possible by the almost noiseless character of the semi-Lagrangian
solver that we are going to discuss in Sec. IV. The emergence and the
growth of oblique modes with large values of kd, can indeed lead to a
stochastic behavior when two oblique modes are excited.

The motivation of our study is then twofold: first, numerical
semi-Lagrangian Vlasov simulations have been carried out to verify
the possible transition of the oblique instability from small wavenum-
bers (referred to as the case B in Fig. 1) to large wavenumbers; second,
the possible magnetic-to-kinetic energy conversion associated with
this transition is investigated. Its characterization in terms of turbu-
lence is, however, beyond the purpose of the present article, and it will
be discussed in some future work.

IV. NUMERICAL MODEL

There are three main classes of numerical methods that have
been used so far to solve the VM system: the Lagrangian approach, the
Eulerian approach, and the semi-Lagrangian approach. The numerical
studies performed in this work rely on a semi-Lagrangian solver.

A. Lagrangian, Eulerian, and semi-Lagrangian schemes:
Qualitative comparison of main drawbacks and
advantages

These three classes of numerical schemes differ because of the
strategy with which the Vlasov equation is represented and inte-
grated in the phase-space and are often regarded as complementary
based on their performance for the description of specific problems
of plasma physics.

The Lagrangian approach, typical of the particle-in-cell (PIC)
method, consists in sampling initial positions of particles in phase
space (the marker load phase), in following their trajectories in phase
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space (this is accomplished by the “pusher” or particle mover part of
the algorithm), and then in obtaining the source terms for the field
equations at every time step (step of charge and current assignment).
This procedure is indeed equivalent to compute the characteristics of
the Vlasov equation.

The Eulerian approach consists in discretizing the phase space on
a fixed grid and in applying finite differences, finite volume schemes,
and/or 2D or 3D Fourier transform (the spectral method) for the dif-
ferential operators. The evolution of the distribution function is then
followed by direct integration of the Vlasov equation over time.

The semi-Lagrangian (SL) approach uses a fixed phase space
grid, like in Eulerian schemes, but obtains the values of f at the next
time step by tracing back in time the trajectories ending at each grid
point and by interpolating the distribution f at the foot of the orbits.
Thus, in the SL approach, a new population of “markers” is chosen at
each time step, initially located on grid points in phase space, and
finally, the characteristics of the Vlasov equation are solved in the
backward direction.

Both Eulerian or SL methods are sometimes referred to as
“Vlasov” codes to mark the difference with respect to PIC-codes in the
way the distribution function is represented: in the former, a continu-
ous function is sampled on a discrete mesh, whereas in the latter, a
finite number of particles are made evolve; they approximate the dis-
tribution function in the continuum limit.

Each of the three methods has its own advantages and draw-
backs, although all share, of course, the mean field approach, which is,
at the basis, of the Vlasov description: Coulomb interactions between
charged particles are replaced by a mean field calculated from
Maxwell’s equations, where the microscopic fluctuations (physically
related to the non-continuum nature of the plasma gas) are averaged
over the Debye length, /4p.

PIC codes probably represent the most popular methods, espe-
cially apt to perform 3D simulations for comparison with experiment
results. In these codes, the stage of charge and current density assign-
ment can be viewed as a Monte Carlo integration having a statistical
error proportional to 1/ /Npqys, where Npgy, is the number of markers.
When the focus is on the description of collective properties of the
Vlasov plasma, PIC codes exhibit, however, a paradoxical situation, as
the introduction of a spatial grid (for instance of size Ax ~ /p) allows
one to describe the collective effects through the mean field approxi-
mation but at the price of reintroducing individual effects due to the
finite number of superparticles or markers. These individual effects are
often considered as a “numerical noise” or, more properly, a numerical
amplification of the statistical noise. Its measure can be quantified in
terms of a gpyc parameter, as shown by Feix and Bertrand”* (see also
Ref. 65). This “PIC-graininess factor” depends only on numerical
parameters according to gpic = 1/ (an(Ax)d*). These parameters are
the quasi-particle density 1y, = Npa/V, related to the number of
markers Ny, and to the volume V of the plasma, the space mesh size
Ax, and the space dimension of the domain d,. Since the real graini-
ness factor g associated with Coulomb binary collisions needs to go
zero in the mean field approach at the basis of the Vlasov model
(although it must be pointed out that in a real low-collision plasmas, g
is small but not zero), keeping the coherence of the superparticle
model with the Vlasov equation needs gp;c to be as the smallest as pos-
sible. This corresponds to large values of the number of markers,
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which, in the end, makes the computational cost of PIC models equiv-
alent to that of nonparticle Vlasov codes.

On the other hand, Eulerian and semi-Lagrangian schemes are
said to be noiseless since the distribution function is represented on an
Eulerian grid in the phase-space. As a consequence, these schemes are
not subject to the issue of statistical noise due to the sampling of
markers, which is critical in the Lagrangian-PIC method. A drawback
is present, however, as the use of finite difference schemes for comput-
ing differential operators in space introduces numerical dissipation,
whose effect on the numerical integration of the otherwise
Hamiltonian Vlasov-Maxwell system has to be assessed by grid con-
vergence studies. At the same time, it must be noted that this numeri-
cal dissipation is also what makes steady-state simulations possible, by
permitting the convergence of the otherwise collisionless system to
“attractors” in the phase-space.

In the end, both PIC and Vlasov codes exhibit some non-
Hamiltonian features that are not present in the original continuum
Vlasov model but whose nature (and effects) differ in the two types of
numerical approaches (PIC vs nonparticle). While, in Eulerian
schemes, numerical dissipation is produced by discretization of the
operators, this is not the only effect in Lagrangian schemes for which
the filamentation of the distribution function in the phase space gives
rise to a numerical increase in the statistical “noise” (in place of
pure dissipation only). This is an element that goes beyond the
“equivalence” between semi-Lagrangian and PIC finite element meth-
ods, which has been discussed by Bermejo.”” Moreover, while filamen-
tation at a sub-grid scale usually leads to a numerical instability in
Vlasov codes or at least to a loss of invariants’ conservations, thus leav-
ing scarce doubts about the physical interpretation of the numerical
results, the stability of PIC codes with respect to this effect typically
occurs at the expenses of the numerical result being affected by an
“artifact” particle noise, whose impact on the numerical solution and
on its physical interpretation is a priori difficult to assess.

Further differences can then be recognized among Vlasov codes,
between Eulerian and semi-Lagrangian approaches, as far as time inte-
gration is concerned.

First, although both Eulerian and semi-Lagrangian schemes for
the Vlasov-Maxwell system must fulfill Courant-Friedrichs-Lewy
(CFL) stability-type conditions, it must be noted that in the semi-
Lagrangian approach, these are due only to the integration of the
Maxwell equations: the backward integration along the characteristic
of the Vlasov equation frees the latter from CFL-type constraints,
which are present instead in the direct time integration performed
with Eulerian Vlasov codes. In particular, in the electrostatic
Vlasov-Poisson limit, the semi-Lagrangian approach allows the use of
time steps much larger than in usual explicit time integrations of
Eulerian schemes, thanks to the lack of CFL constraints.

Second, further important differences become manifest when rel-
ativistic effects are included in nonparticle codes. The technique of the
time splitting operator may, in principle, be applied in Eulerian
schemes to avoid a multi-dimensional interpolation. However, special
relativity, through the introduction of the Lorentz factor, introduces a
strong topological constraint: as a consequence, a 3D interpolation in
momentum space must be used, whereas one-dimensional interpola-
tions remain possible in the coordinate space. Thus, the main difficulty
lies in finding an appropriate interpolation scheme, where a compro-
mise between dissipation and accuracy has to be met. In this regard, a
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further indicator of the accuracy of the scheme for the integration over
long time intervals is given by Casimir’s or energy conservation. In
order to address this point, different time integration schemes for
nonparticle codes have been compared since the 1990s, although this
comparison has been usually restricted to the one-dimensional
Vlasov-Poisson system (for the nonlinear Landau problem, for
instance)—see, e.g,, Ref. 74 and more recently Ref. 75. In Ref. 74, in
particular, three different interpolation schemes were considered: the
cubic spline interpolation method,”"***’® the Fourier-Fourier
method”” (based on the use of a splitting method allowing the treat-
ment of each advection term separately, a method that differs from the
standard spectral approach), and the flux balance method (FBM).”® A
comparison between these interpolation techniques was investigated
in terms of accuracy and dissipation for the nonlinear Landau prob-
lem, and it was pointed out how the conservation/variation of the L*-
norm and the Shannon entropy § allows an accurate measure of both
the dissipation and accuracy of the numerical interpolation scheme. In
Ref. 38, it has been then evidenced how the semi-Lagrangian
approach, using multi-dimensional advections, be a viable substitute
to the explicit, forward time-splitting scheme, which, in the relativistic
regime, has been shown’” to be not applicable for 1D advections in the
velocity space because of the failure of integral conservations.

In the present work, where we address Weibel-type instabilities
in a relativistic regime by focusing on the implication of phase-space
filamentation for collisionless collective phenomena, we have therefore
opted for the use of a semi-Lagrangian approach.

B. The semi-Lagrangian scheme: General features

The numerical scheme we use to integrate the Vlasov—Maxwell
system on an Eulerian grid is based on the semi-Lagrangian method,
which is perfectly suited to describe the nonlinear dynamics of the
kinetic electromagnetic modes we are interested in. The basis for the
semi-Lagrangian (SL) scheme’®*’ is the method first presented by
Cheng and Knorr*® who introduced two new concepts for the
numerical integration of the Vlasov equation: the first one is the
method of time splitting, which consists of separating the time inte-
gration of the Vlasov equation in multiple steps, each related to a
“partial advection” of the distribution function; the second one is the
idea of numerically integrating, at each step of the advection, the
Vlasov equation along its characteristics. As the extremities of the
characteristics do not coincide with the grid points, a reconstruction
of the distribution function on the Eulerian grid is required by using
interpolation techniques.

The semi-Lagrangian VLasov Electro-Magnetic (VLEM) solver
that we have here adopted uses some improvements with respect to
previous SL Vlasov-Maxwell codes,”**’ like a new algorithm of charge
conservation, that have been described in Ref. 39. These allow a full
relativistic treatment by using cubic B-spline interpolation in the
momentum space and local Hermite interpolation in space. The for-
mer is required because of the intensive parallelization of the code,
and the latter allows highly relativistic regimes to be processed. The
Vlasov equation (1) is integrated in the phase-space for (formally)
(Of /0t) o = 0 by applying a splitting scheme (a method of fractional
time advancement), which consists in treating separately the space
advection due to the convective term p - V.f, related to the particle
free streaming, and the advection due to the acceleration-plus-rotation
term with respect to the p coordinates, [E+ (p x B)/(my)] - V,f.
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Since the distribution function that solves the Vlasov equation is
constant along its characteristics, by knowing f at t, = nAt, we can
compute the solution at time £, 1,

F P tusr) = f(X(tw; %, ), P(tn; X, p), 1n)- 1)

Here, X(t,;x,p) and P(f,;x,p) solve the characteristic differential
equations,

ax _ P(¥)

& me) @)
and

dP

= E(X(0)1), 23)

where we have wused F=¢E+PxB/(my) and 7y
= /1+ P*(t)/(m?>c?) to indicate the Lorentz factor. Then, f is
approximated using the grid points of the computational domain
(x,p), and after each time step, its value at the origin of the charac-
teristics X and P is used to compute its new value. The whole distri-
bution function required for the next time step is then calculated
from the values it takes on the grid points by using the aforemen-
tioned high order interpolation methods (B-spline and Hermite
polynomial).

The VLEM code is a fully parallelized hybrid openMP-MPI ver-
sion of the solver, which displays an extremely low level of numerical
noise. The B— splines, used in the SL scheme in the advection of
momentum, prevent any reflection of the information at the bound-
aries of the box, and thus, no (numerical) information is re-injected
inside the system. The loss of information, occurring after filaments
reach the size of the elementary cell, depends on the numerical resolu-
tion of the phase-space mesh.

Semi-Lagrangian codes for the integration of the Vlasov equation
on an Eulerian grid have been used for many years and have made it
possible to describe parametric three-wave instabilities (such as the
Raman-type instability involving the decay of a laser pump wave into
a plasma wave and a scattered electromagnetic wave” 1) with
unequaled accuracy. This has allowed, for example, the study of the
action transfer between the plasma mode and trapped and accelerated
particles while preserving the conservation of classical invariants
(mass, energy, and entropy) with high values of precision. These types
of codes are nowadays also used to describe gyrokinetic turbulence in
tokamaks with very good accuracy.”” Furthermore, the SL method had
been already exploited for the integration of continuity-type equations
also in addition to plasma physics, for example, by Staniforth and
Coté™ for the integration of fluid equations for weather and climate
simulations.

Studies about the convergence of semi-Lagrangian schemes have
been, therefore, made in different contexts of applications. A first con-
vergence study of the semi-Lagrangian scheme has been performed by
Bermejo™* for application to weather equations and by Falcone and
Ferreti”” for pure advection equations. The analysis of the scheme in
terms of accuracy and efficiency was made by Bartello and Thomas.”
More recently, the convergence of the scheme applied to the two-
dimensional Vlasov—Maxwell system (the code VLEM) has been dis-
cussed in Ref. 39, together with numerical tests concerning current fil-
amentation and Weibel instabilities.
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C. Numerical dissipation and “lack of noise”
in the semi-Lagrangian scheme

As anticipated in Sec. 11, entropy fluctuations represent an impor-
tant feature of the nonlinear processes that we are going to discuss in
Secs. V and VL. Since the entropy variation in a numerical scheme is
also intimately related to the dissipative and/or collisional features
introduced by discretization of the continuum model, some remarks
about these features in the semi-Lagrangian solver are due.

Of course, from a numerical point of view, entropy is never fully
preserved in Vlasov simulations on an Eulerian grid. Indeed, the
Vlasov equation is subject to the filamentation process of f in the
velocity space that leads to the formation of filaments of the distribu-
tion function in phase space. When a filament reaches the size of the
elementary cell of the numerical phase space grid, some information is
irretrievably lost, and this leads to an irreversible entropy production.

This property is related to numerical dissipation/diffusion intro-
duced by the discretization of the differential operators, and it is evi-
dently encountered in all codes integrating the Vlasov-Maxwell
system. It must be pointed out, however, that the overall effect of this
numerical dissipation (and diffusion) on the numerical integration
does not uniquely depend on the truncation error of the differential
operators since it also depends on the smoothing effects that the inter-
polation methods (e.g, B-spline and Hermite-polynomials in the
VLEM case) have on each specific physical process. That is, the rate at
which information is irreversibly lost because of coarse graining
depends, in a complex way, on the rate at which filamentation occurs,
on its spatial “(ir)regularity” in the phase-space, and on how this is
dealt with the interpolation scheme, depending on its accuracy and on
the Eulerian phase-space sampling. This is a subject that, at the best of
our knowledge, has been poorly addressed so far and would deserve
some dedicated studies on its own. Moreover, we are going to show
that large amplitude fluctuations of the distribution function related to
phase-space filamentation can also reversibly violate entropy conserva-
tion of the Vlasov—-Maxwell system (cf. Sec. 11 B). This is why we have
generically expressed both dissipative features of the numerical inte-
gration and collisionless/reversible violations of the Vlasov mean field
equation by means of the inclusion of the “effective” right hand side
term (0f /0t) o in Eq. (1).

At the same time, it must be pointed out that the irreversible dis-
sipation due to the combined effect of truncation of differential opera-
tors, phase-space filamentation, and interpolation, is, in principle,
different from the irreversible loss of information that is introduced in
the numerical scheme because of effective particle collisions, which, in
PIC-codes, can be associated with the finite number of quasi-particles.
The latter more properly corresponds to an “effective collision term”
that can be associated with PIC codes and that is responsible for their
intrinsic noise: we have indeed seen (Sec. I'V A) that it can be expressed
as an effective numerical graininess factor likened to particle collisions,
(Of /Ot) pic ~ gpic. This effective gpic # 0 factor exists since the
beginning of any PIC simulation and, in the PIC-type numerical inte-
gration of the Vlasov equation, would correspond to the ab initio pres-
ence of a (Jf /Ot)pyc ths term replacing (0f /0t); in Eq. (1). On the
contrary, the numerical CG induced by phase-space filamentation at
scales below the resolution of the Eulerian phase-space grid is initially
zero in a Vlasov simulation (such as the case of the VLEM code): the
numerical CG is a feature that becomes manifest at a later stage of the
numerical simulation and depends on the physical problem
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considered, which influences the rate at which filamentation develops.
After a long time, indeed, the shape of f in a continuum phase-space
domain may be very complicated, and the distribution can tend to a
stationary meta-equilibrium, although only in the mathematical sense
of weak-convergence: the average value of any continuous f tends to
its equilibrium value, while the entropy associated with the particle
distribution must remain constant. However, if we divide the phase-
space into cells and if, at each time step of the numerical integration,
we supplement the phase-space dynamics induced by the Vlasov equa-
tion with a recurrent average of f inside each cell (which is what is
practically done during the numerical interpolation of f on the phase-
space grid points), entropy can increase, in agreement with Ehrenfest’s
CG concept. Depending on whether this smoothing induces a perma-
nent loss of information or a “redistribution” of it among different
scales of the phase-space (like in the plasma echo problem), the
increase in entropy may be or may not be irreversible.

It is in this sense that we say the semi-Lagrangian scheme to be
noiseless (with respect to PIC codes), while, of course, it is subject to
numerical dissipation and diffusion.

At the same time, since we are going to discuss entropy variations
that are not of numerical nature and, notably, a reversible entropy
increase unrelated to numerical dissipation, a brief discussion of dissi-
pation in the semi-Lagrangian algorithm is due, at least for problems
in which numerical dissipation is the only effect expected to affect con-
servations of the Vlasov—Maxwell system.

In this regard, we have already mentioned in Sec. IV A that Ref.
74 evidenced how measuring the L* norm or the entropy is a good test
to check the convergence and efficiency of the numerical scheme. In
particular, these quantities provide a good check for the method of the
interpolation used in the splitting scheme and usually allow us to
assess the role of dissipative effects introduced by the interpolation
techniques in the semi-Lagrangian approach. By addressing the reader
to Ref. 74 for details, we recall here that in the study of nonlinear
Landau damping of a beam-plasma instability, a fast entropy increase
was observed for the three different interpolation methods compared
there (cubic spline, Fourier-Fourier, and flux balance method): the
entropy reaches a maximum level at about the time the electrostatic
instability saturates, and then, no tendency to further growth was
observed. Although small differences could be observed during the
growth of the L? norm and entropy S, all methods exhibited the same
final state characterized by very close values of the entropy. This indi-
cates that the asymptotic regime does not depend on the numerical
interpolation used. Increasing the sampling of the distribution func-
tion in the phase space, the steady state was also reached but at later
times. Such a final state was characterized by the same value as before
of both the entropy and other Casimir invariants, most of which (e.g.,
energy) were very well conserved.

Concerning more specifically the differences related to dissipa-
tion among interpolation schemes in Vlasov codes, we first recall to be
well known that the semi-Lagrangian method does not preserve the
positivity of fand that the amplitude of spurious oscillations increases
when nonlinear effects occur. However, the conservative flux balance
method seems to be more dissipative than the cubic-spline semi-
Lagrangian method used in VLEM: in Refs. 74 and 75, the entropy
was found to increase faster for the FBM method than for the cubic-
spline semi-Lagrangian one, and for the FBM scheme, the strong dissi-
pation can be ascribed to the averaging step introduced in the flux
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transport scheme and to the elimination of small-scale details of the
distribution function, aimed at stabilizing the scheme.

We conclude by noting that further improvements to Vlasov (i.e.,
nonparticle) schemes have been devised: a positive flux conservative
(PFC) method has been proposed in Ref. 80, which is a high-order
extension of the FBM scheme. High order interpolation schemes are
less dissipative but can lead to unphysical oscillations and, in general,
to negative values of f (see Ref. 81). Conservative semi-Lagrangian
schemes have been also developed (see Ref. 82), with the introduction
of slope limiters. Furthermore, new reconstruction methods, namely,
“weighted essentially nonoscillatory” (WENO) techniques have been
also proposed.”” More recently, different test problems for the one-
dimensional treatment of the Vlasov—Poisson system, usually concern-
ing the free particle advection, the plasma wave echoes, or the nonlin-
ear Landau damping, have been reconsidered. Among the different
numerical schemes presented in Ref. 75, there is, however, no clear
winner, with each method having its pro and cons. The numerical
results we are going to discuss in Secs. IV E, V, and VI rely on the
VLEM scheme outlined in Sec. TV B.

D. Initialization of the VLEM code for oblique
instabilities in a relativistic counterstreaming
configuration

In this article, we use the VLEM code to integrate the
Vlasov-Maxwell equations in two spatial dimensions using two or
three-momentum dimensions. That is, we use a 2D2V (or 2D) and a
2D3V (or 2D13) version of the code. Boundary conditions are periodic
for space coordinates and open for momentum coordinates. The initial
distribution function is chosen to be rapidly decaying with respect to
the momentum coordinates to consider it to be zero at the boundaries
in the momentum space.

Hereafter, we will indicate the numerical values of the physical
quantities as expressed with respect to their normalization factors:
time ¢, space coordinates x = (x,y), and momentum coordinates p

are normalized to !, cw !, and mgc respectively, and

Wpe = /Mge*/(meey) is the electron plasma frequency for an initial
electron population of density #,. The electric (E) and magnetic (B)
fields are normalized to mw,c/e and may, /e, respectively.

The beam-plasma system is chosen to consist of two hot electron
beams with densities n; and #,, and velocities uﬁ‘” = f,c>0 and
ugo) = f,c < 0 propagating in the y— direction (cf. Fig. 1). Charge
and current neutrality are initially ensured by requiring n, + n, = ny
and ny 8, + nyf8, = 0 at t=0. In order to deal with potentially relativ-
istic thermal spreads, we choose to model the unperturbed electron
beam/plasma system as a combination of drifting Maxwell-Jiittner
distribution functions given by Eq. (16). In 3D, each distribution func-
tion takes the general form

Hj
4y Ka (1/75)

where the index j = {1, 2} labels the electron beams. Here, ﬁj is the
normalized drift velocity along y, y; is the corresponding Lorentz fac-
tor, and i; = mc?* [kgT; is the normalized inverse temperature. K; is a
modified Bessel function of the second kind and kg the Boltzmann
constant.

Foj(p) = exp [—i((p) — Bpy)], (29
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This configuration is, in principle, more general than that sche-
matized in Fig. 1 and on which the numerical results we will discuss
are based. In the 2DV2 geometry (which will be used in Sec. V C), the
distribution function maintains an analogous expression of type
Foj(px: py) = Aexp [—14;(7(px: Py) — B;py)]- In this case, the normali-
zation constant A is numerically computed by imposing
| Fojdpxdp, = 1 for each species j.

In all simulations presented below, the initial distribution func-
tion is perturbed by introducing magnetic fluctuations on the B, com-
ponent only. Indeed, in a geometry that just depends on two spatial
coordinates (thus both in the 2D2V and 2D3V problems of interest
here), the transverse magnetic (TM) components (E,, E,, B;) are
decoupled from the transverse electric (TE) components (E., By, B,).
The electromagnetic instabilities we are interested in just concern the
TM components, and their (complex) phase is of the form
~ellkexthy=on+nt ywhere y > 0 is the growth rate. In particular, two
kinds of perturbations are used (where Ak, and Ak, are the funda-
mental wavenumber components) as follows:

* on a single mode,
B. = By sin (nAkex + n,Akyy), (25)

* on a larger spectrum of modes

10
B.= Y Bosin(mAkix+mAky+g,,), (26

fy,hy=1

where ¢, , is a random phase. In principle, selecting an eigenmode
of the Vlasov—-Maxwell system would formally require to simulta-
neously perturb f and all the relevant field components by respecting
the appropriate phase and amplitude relations of that mode (we recall
indeed that linearization of Faraday’s equation gives B; = (kc/w)
x E1). In the 2D spatial geometry we consider here for TM modes, this
would mean the need to include the perturbations on E,, E,, and f
since information on the frequency @ # 0 of a time-resonant mode is
not contained in Egs. (25) and (26) alone. On the other hand, depend-
ing on the equilibrium distribution function, it can be not trivial to
choose the appropriate form of the perturbation on fthat is compatible
with the perturbation on the field modes. The practical experience we
have with the VLEM solver indicates, however, that this is not really
required for the problems studied here since, as we will see while dis-
cussing the nonlinear simulations, initializing the run with perturba-
tions (25) or (26) allows the code to make emerge, after a transient
time, a mode with the sought combination of wave numbers corre-
sponding to the chosen values of k, = n,Ak, and k, = n,Ak,. The
possibility to select a single mode, to start the instability, is due to the
completely noiseless character of the SL code, which does not add a
background perturbation to the other eigenmodes into which pertur-
bations (25) or (26), given only on one component of the eigenmo-
de(s), are decomposed during the initial transient time. [We mean
with this that (9f /0t) . = 0 exactly” at £ =0 in the numerical imple-
mentation of Eq. (1).]

Finally, we note that, if the exact amplitude relations of the compo-
nents of an eigenmode were provided by the initial perturbation, the
noiseless character of the Vlasov code would, in principle, make it pos-
sible to start the instability with amplitudes of the perturbation close
to the round-off errors of the computer.

ARTICLE scitation.org/journal/php

E. Conservations of the VLEM solver: Test case about
the current filamentation instability

The SL numerical scheme benefits of a high accuracy, which
guarantees a very good description of wave-particle interactions, even
in regions of the phase space where the density of particles is very low.
In order to evidence these features, we reproduce here, as a test case,
some numerical results that had been already discussed in Refs. 39 and
67 about the nonlinear dynamics of the CFI. Note that the numerical
parameters of the CFI simulation we present in this section are the
same as of most of the runs that have been performed for the OI case
and which we will focus on later (but, of course, for the choice of the
wave-vector components of the perturbation, which is here purely
transverse, k = ke,); therefore, the conservations we show here evi-
dence the reliability of the numerical scheme also for the more com-
plex case we will discuss next and for which we will show instead that
the large amplitude fluctuations of f play a role in the violation of
entropy conservation that is not of numerical nature, differently from
the numerical-induced CG, which (negligibly) concerns this CFI case.
In addition to being useful to show the accuracy of the scheme in
reproducing well established results, this test case is also useful for the
interpretation of the nonlinear results we are going to discuss in Sec. V
since it allows us to evidence the role played by the magnetic trapping
process in the achievement of a metastable equilibrium for CFI, an
instability that is “less complex” than the OI (for example, it is not
time resonant and is essentially electromagnetic in nature).

We consider then a 2D2V geometry, and we initialize the system
with the distribution of Eq. (24) for two symmetric beams with the
same temperature T; = T, = 100 keV (isotropic in the x, y-plane).
The velocities of the two opposite beams are highly relativistic,
ul” = 40.9¢ and ") = —0.9¢, and equal densities are assumed to
grant the symmetry of the configuration, n; = n, = ng/2. The other
numerical parameters are a phase space sampling with NiN,
XN, N,, = 256 x 128* points in a simulation box of dimensions
Ly =L, = 2nco, ", |p/mc| < 10, and |p,/mc| < 10 and a typical
time step Atw, = 0.0025. The initial perturbation is given as in (26)
with a normalized amplitude eBy/mw, ~5x 107> and with
Akd, = Akyd, = 1.

For this simulation, N,eqqs = 4 (OpenMP) threads by processor,
and a total number of processors Njoes = 256 (i.€., \/Nproes for each
spatial direction) have been used. This corresponds to a total of
Nireads X Nprocs = 1024 cores. The CPU time is close to tcpy =~ 10.6h
for 50000 time steps, ie., to 7.15 x 10715 per “particle” and time
step on each of the 1024 cores.

Figure 3 shows the typical energy transfer of CFI between the
kinetic energy (bottom panel) and magnetic energy (top panel), which
occurs while a quasi-static magnetic field is exponentially amplified at
the expenses of the momentum anisotropy related to the two counter-
propagating beams.”* The saturation arises due to the magnetic trap-
ping mechanism. An oscillation of the different components of the
energy, corresponding to the magnetic trapping bounce frequency, is
also visible. Magnetic trapping provides here the dominant saturation
mechanism of the CFI instability, which occurs when the current fila-
ments reach a size of the order of the electron skin depth d,.**°
Further details concerning the saturation mechanism of CFI can be
found in Refs. 26, 29, 30, and 67, which are works exploiting the
multi-stream model that is based on the invariance of the transverse
canonical momentum.
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FIG. 3. Evolution of the magnetic (top frame) and kinetic (bottom frame) energies in
the symmetric CFI with relativistic beam velocities (Jv1| = |v2| = 0.9¢) and tem-
peratures (Ty = T, = 100 keV).

The time evolution of the total mass and energy is displayed in
Fig. 4 on top and bottom panels, respectively. Mass and energy are
very well conserved with a final (maximum) relative error of
1.5 x 1073 and 1.4 x 1072, respectively. The time evolution of the
norm L, given by [(d?x/V) [ f? d*p, and the “Shannon” entropy (6)
is shown in Fig. 5 on top and bottom panels, respectively. These quan-
tities, too, are very well conserved: their relative variations are of the
order of 5.5 x 1073 and 3 x 1073, respectively. It must be noted that
the fluctuations of the distribution function remain small in amplitude
and agree with the global conservation of the entropy: the small loss of
conservation of all integral quantities shown here is entirely ascribable
to a numerical induced CG.

V. NUMERICAL SIMULATIONS OF ELECTROMAGNETIC
LOW-FREQUENCY OBLIQUE MODES

We now present and discuss simulation results of the nonlinear
evolution of the OI for different choices of the initial perturbations
given by Egs. (25) and (26). The focus is on the impact that the low-
frequency branch of unstable modes denoted by symbol B in Fig. 2,
which has been identified in paper I' and which had not been
evidenced by previous linear studies of the O has on the nonlinear
evolution of these Weibel-type instabilities. We are going to show that
these modes play a major role in wave-particle interactions because of
their resonant character.
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FIG. 4. Example of the accuracy of the VLEM code in modeling the CFI: time evo-
lution of the mass (or the so-called mean density, top panel) and energy (bottom
panel) vs time. The parameters of the simulation are the same as those of Fig. 3.

For this purpose, we have separately investigated the nonlinear
dynamics of the two different branches of oblique solutions. In both
cases, referred hereafter as cases A and B, an initial value problem is
considered, in which a single type of mode is perturbed, selected
according to its wave numbers chosen by relying on the linear analysis
summarized by Fig. 2: case A, discussed in Subsection V A, refers to
the initial perturbation of the high-frequency mode, the so-called
“standard” solution, while case B, discussed in Subsection V B, refers
to the new branch of the linear dispersion studied in paper I, which
corresponds to the low-frequency (small wave-number) set of unstable
solutions. A nonlinear transition is observed from an A — B-domi-
nated regime and from a low wavenumber to a large wavenumber B-
dominated regime, respectively. Both transitions are accompanied by a
magnetic trapping saturation scenario.

A third simulation case has been considered, in which both
types of modes A and B have been simultaneously excited to investi-
gate their mutual coupling during the evolution. This case is treated in
Subsection V C.

Finally, another simulation case is discussed in Sec. V1, in which
a large spectrum of B-type modes has been initially excited. In this
case, a stochastic heating due to a spontaneous nonlinear transition
from B-type, low-wavenumber modes to B-type, large-wavenumber
modes is evidenced. This appears to provide a new mechanism of
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A. Case A: Nonlinear dynamics of high frequency

0.01077
modes
0.01076 1 A first numerical simulation has been performed in the case of
mode A represented in Fig. 2 for a symmetric beam configuration.
g 001075 1 This simulation corresponds to a 2D3V (or 2D1) geometry, i.e., with
S three variables in the momentum space. In this geometry, we can
S oot074 1 make a direct comparison of the growth rates numerically obtained in
Nl the nonlinear simulation with the analytical results obtained by solving
Y 001073 1 the full kinetic dispersion relation using a 3D Maxwell-Jiittner
equilibrium.
0.01072 b We choose here to excite the modes k,d, = 2Ak.d, = 5 and
k,d. = Ak,d, = 2 on the respective values n, = 2 and n, = 1 in wave
A 2'0 4'0 6'0 810 160 1'20 146 numbers, which correspond to space box dimensions L, =~ 2.513d,
o . . . . . . and L, = nd,.
Figures 6-11 show the results obtained for this numerical simula-
476 ] tion. The latter was carried out by sampling the configuration space
with NN, =128 points and the momentum space with
-4.762 y N, N, N, = 32* grid points, the time step is Atw, ~ 0.00 375, and
0 the simulation was carried out for 40 000 iterations in time. This simu-
Sf G 1 lation has a lower phase-space resolution than that of the CFI case dis-
o 4766 ] cussed in Sec. IV C, but conservations are nevertheless very good (see
2 Fig. 7).
© 4768 . The other physical parameters used in simulation are T} = T,
= 6keV, u<10> ~ +0.668¢ and u(zo) ~ —0.668¢, and n; = ny = ny/2.
gl T In order to excite the instability, a weak perturbation in the magnetic
. : ' ; ) ) d field component B, has been introduced in the form of Eq. (25), that
0 20 40 60 80 100 120 140 is, B, = Bysin (kyx + k,y), with normalized amplitude eB,/mw),
twp ~ (.05.

Figure 6 shows the temporal evolution of the different energy

FIG. 5. Time evolution of the norm L (top panel) and Shannon's entropy (bottom components involved in the transfer mechanism: the kinetic energy e

panel) for the CFI case of Figs. 3 and 4. An excellent conservation is measured. on top, the magnetic energy e,, in the middle, and the total electric
energy ¢, on bottom (for the two components E, and E,, of the electro-

saturation for Weibel-type modes, in the small wavelength regime, magnetic field). In the first stage of the oblique instability, these quan-
when kd, > 1. The strong fluctuations of the distribution function, tities are very well conserved until time tw, = 80. Figure 7 shows the
which characterize the nonlinear evolution of this simulation case, ~ behavior of the total energy ¢ = ex + €, + €, (on top) and entropy S
induce entropy variations different from those related to the numerical (on bottom) as a function of time. Note that here we have used the
CG mechanism. standard Shannon entropy definition of Eq. (6). Although a slow time
The essential features of the nonlinear simulations we have per- evolution appears for the total energy, the latter remains well con-
formed are summarized in Table I, where the nature of the instability, served throughout the simulation. Its maximum relative variation is

the regime investigated, and the observed saturation mechanism are (0.3578 — 0.3571)/0.3571 ~ 2 x 107>, In contrast, the time evolu-
summarized. The column “perturbation” specifies whether a magnetic tion of entropy displays three distinct stages: after the initial equilib-

perturbation is introduced on several modes, using (26), or only on a rium phase, the growth of the instability is accompanied by a strong
single mode (1, 1, ), using Eq. (25). In the figures that follow the ver- and abrupt entropy increase, which is followed by a second phase of
sion of the VLEM code (2D2V or 2D3V), which has been used to slower growth, once the instability has reached saturation. Both stages
obtain them, is indicated in the caption. of entropy increase can be related to the numerical CG, with the

TABLE |. Different regimes of the simulations and corresponding nonlinear saturation mechanisms. Here, the letters LF and HF stand for low-frequency and high-frequency,
respectively, while letters MT and ET stand for magnetic trapping and electrostatic trapping, respectively.

Sections Simulation Perturbation Instability Regime Saturation
Section [V C CFI Several modes Pure CFI kd, =1 MT
Section V A Case A One mode HE-OI kd, =1 MT
Section V B Case B One mode LF-OI kd, =1 MT + ET
Section V C A+B Both modes Mode coupling kd, =1 MT + ET
Section VI Case B Large spectrum Direct cascade kd, > 1 ET
Phys. Plasmas 27, 072104 (2020); doi: 10.1063/5.0003698 27, 072104-12
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FIG. 6. Time evolution of different components involved in the energy transfer
mechanism of the A-type mode of the Ol: the kinetic energy ex (on top), the mag-
netic energy e, (middle frame), and the total electrical energy e, (on bottom).
Oscillations at o ~ 0.492a), i.e., at about half the magnetic bounce frequency,
are visible after saturation, indicating the combined effect of magnetic and electro-
static trapping related to the A — B mode transition (2D3V code).

different rates of entropy production being due to the different rates at
which phase-space filamentation occurs during the growth and the
saturation stage of the instability. The saturation of the growth of
entropy, which seems to be approached at the end of the simulation
for tw, =135 (Fig. 7, bottom panel), indicates that a meta-
equilibrium state is approached, in which filamentation in the velocity
space is not developing any further below the size of the elementary
cell.
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FIG. 7. Plot of the behavior of the total energy e = ex + en + € (top frame) and
entropy S (bottom frame) as a function of time, for the A-type mode of the Ol: loss
of macroscopic information due to numerical coarse-graining while energy is well
conserved (2D3V code).

Figure 8 gives an illustration of the growth of the magnetic energy
vs time, on a logarithmic scale. From this figure, combined with infor-
mation on the spatial modulation of the dominant mode that comes
from the surface plot of the field components at each time (i.e., Figs.
9-11 for B,, E,, and E,, respectively), emerges a clear picture of the
dynamics of this instability: three different stages of the type-A oblique
mode can be distinguished:

(1) The first stage is observed for tw, < 80, where the contribution
from the magnetic energy remains small. During this phase, the
Maxwell-Jittner equilibrium (which is here very close to the clas-
sical Maxwell-Boltzmann equilibrium) displays magnetic fluctua-
tions in times that are close to the inverse of the electromagnetic
wave frequency w = /wp + k*c? = 5.4w,. In this time interval,
a high frequency component with 2w — 10wy, which is well
above the plasma frequency, can be indeed recognized: this mode
is not amplified in time since it corresponds to spurious oscilla-
tions that appear in a transient time interval because of the fact
that the initial perturbation with wave numbers k.,d, =5 and
kyd, = 2 was given only on the B, component (cf. Sec. IV B).

The second stage, in the interval 80 < tw, < 90, starts when
the energy of the initial perturbation has been redistributed

2

~
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FIG. 8. Plot of the magnetic energy, on a logarithmic scale, as a function of time.
The figure shows clearly the three different steps of the instability: the transient
stage (characterized by high frequency oscillations due to the presence of high fre-
quency modes), an exponential growth (of a low-frequency mode), and then the
saturation phase. The simulation corresponds to case A (2D3V code).

among the eigenmodes of the system so that a larger amplitude
mode with k.d, = 5 and kyd, = 2 has been “properly build™:
the transient phase has ended, and the linear growth of the high
frequency mode that we wanted to excite starts. Its growth rate
n/ wp = 0.35, measured from the simulation, agrees well with
the theoretical value #/w, = 0.34 of the linear analysis, thus
evidencing that the selected A-type mode has been efficiently
excited (the evolution of the corresponding mode can also be
followed in the plots of fields). Note that, because of the pertur-
bation initially selected, the modes n, =1, n, =0 (ie., the
CFI), and n, =1, n, =1 (i.e,, a lower frequency oblique mode
in the region where solutions A and B overlap) and, for exam-
ple, the modes n, = 2, n, =1 (i.e., another A-type oblique
mode), and n, =0, n, =1 (the TSI) are also present. Their
contribution, like that of the other possible eigenmodes, at this
stage appears, however, negligible. This can be deduced from
the growth rate and from other cross-related information: the
emergence of the initially perturbed mode with n, = 2 and n,
= 1 is clearly visible already at t = 82.5 in the surface plot of B,
(Fig. 9, top panel), and differently from the CFI, it displays a
strong electrostatic component, as can be seen from the
space modulation of the contour-plot of E, (in Fig. 10) and E,
(Fig. 11).

(3) The third stage, corresponding to the nonlinear saturation of
the n, = 2, n, = 1 mode, is visible for tw, > 90. In this stage,
a spatial modulation with n, = 1, n, = 1, that is, k, = 2.5 and
ky, = 2, clearly emerges: it can be recognized, for example, in the
profiles of B, (see the bottom panel Fig. 9). This, combined with
the fact that the electric energy (Fig. 6, on the bottom frame)
exhibits an oscillating behavior at a low frequency close to the
value wor >~ 0.492wy, i.e., at a frequency well below the plasma
frequency or the magnetic bounce frequency (see below), indi-
cates that a nonlinear transition has occurred from the known,
initially dominant solution [the high-frequency mode
(ny = 2,n, = 1)] to a low-frequency solution, which belongs to
the class or type-B roots (cf. Fig. 2). The latter is found at a
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FIG. 9. Plot of the normalized amplitude of the magnetic field component B, at
three instants, during the growth of the A-type mode of the Ol: the upper and middle
frames correspond to the linear growth of the initially excited oblique mode
(ny, ny) = (2, 1), and the bottom frame shows the magnetic field at saturation
(2D3V code).

frequency smaller than the frequency of the linear mode OL
This indicates a nonlinear shift induced by an electrostatic-type
trapping, a trapping mechanism different from the standard
magnetic trapping usually expected at saturation of Weibel-
type instabilities.

Note that the couple of values k, = 2.5, k, = 2 lie in the region
of the (ky, k) plane where both A and B solutions overlap (Fig. 2). In
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FIG. 10. Plot of the normalized amplitude of E, for the simulation case A of the Ol.
The times are the same as those of Fig. 9. The strongly electrostatic nature of the
mode is here evidenced, and the spatial oscillations related to the second harmonic
of the initial (ny,n,) = (2,1) mode are visible (2D3V code).

this third stage that corresponds to kd, ~ 3, ie., to “large” wave-
numbers, the saturation mechanism is due to magnetic trapping.
Magnetic trapping structures are visible as “magnetic vortices” in the
contour-plot of B,, in the bottom panel of Fig. 9. The magnetic bounce
frequency €, is estimated to be

Q k B 2
Q _ [Kle pr Brer | A G5703 ~ 0.9 ~ 220 27)

Wp wp mc mawy, ®p
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FIG. 11. Plot of the normalized amplitude of £, for the simulation case A of the Ol.
The times are the same as those of Figs. 9 and 10 (2D3V code).

Oscillations at this frequency can be observed just after saturation in
the time evolution of the magnetic energy component (middle panel
of Fig. 6). Note the presence of the harmonic n, = 2 in both E,
(Fig. 10) and E, components (Fig. 11).

In summary, we have observed the transition from the linear
growth of a dominant high-frequency mode with n, = 2 and n, = 1
(type A solution) to a nonlinear regime dominated by a lower fre-
quency 1, = 1 and n, = 1 mode, compatible with a B-type solution.
Contributions to the evolution coming also from CFI-type modes are
present, due to the type of initialization we have chosen, but are not
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dominant in the linear stage. Saturation due to magnetic trapping
occurs, however, like for the CFI instability. Here, it takes place at
kd, ~ 1 — 3 and induces a kinetic plasma heating related to the for-
mation of phase-space magnetic vortices, not shown here (see, in this
regard, also case B and related Fig. 14, next).

B. Case B: Nonlinear dynamics of low frequency
modes

We now consider the nonlinear evolution of a type-B “low” fre-
quency oblique mode. Most of the numerical parameters are the same
of the simulation of Case A. The box lengths have been adjusted to
L, = 4.0879d, and L, = 2.513274d,, which correspond to the funda-
mental modes Ak, = 2m/L, ~ 1.537 and Ak, =2n/L, =2.5. In
order to excite the mode k.d, ~ 3.07 and k,d, = 5 (at the center of
the lobe B, cf. Fig. 2), we have introduced an initial perturbation on B,
using Eq. (25), with wave numbers n, = 2, n, = 2 and with a nor-
malized amplitude eB,/mw, ~ 0.05. The density, temperature, and
modulus of the fluid momentum are identical for both beams:
ny =mny =np/2, Ty =T, = 6keV, uio) = 4+0.9¢, and ugo) =—0.9.
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The numerical simulation was performed by using a 2D version of
the VLEM solver with more than 40 000 iterations and a normalized
time step Atw, = 0.00 375.

The results are shown in Figs. 12-14.

Figure 12 shows the temporal evolution of integral quantities:
the relativistic kinetic energy e (top left), the magnetic energy e,
(top right), the total electric energy ¢, (bottom left), and Shannon’s
entropy S (bottom right). The behavior of these quantities is quali-
tatively analogous to that already described for case A. The asymp-
totic metastable state characterized by the conservation of the
entropy, not affected anymore by the numerical coarse graining, is
here reached at time tw, ~ 120. This follows a saturation regime
dominated by the electrostatic trapping, as we will see, which is evi-
denced by the time evolution of the electric energy €, shown in Fig.
12 (at left bottom), while Fig. 13 displays the dynamics of the differ-
ent steps of the OI by considering the behavior of the magnetic field
B.. Also in this simulation, three stages of the evolution of the insta-
bility can be recognized, although they are quantitatively different
than before because of the different nature of the mode driving the
linear instability
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FIG. 12. Time evolution of the relativistic kinetic energy ek (top left panel), the magnetic energy ¢, (top right), the total electric energy e, (bottom left), and the entropy S (bot-
tom right). These results refer to the simulation case of a low-frequency B-type mode of the Ol, excited with a magnetic perturbation on kyde ~ 3.07 and k,d. = 5.
Electrostatic trapping is the dominant process at saturation, as evidenced by the time oscillations of €, after te, ~ 90 (bottom left panel) (2D3V code).
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FIG. 13. Plot of the magnetic field B, at three different times of the B-case simula-
tion of the Ol: during the linear regime of the oblique instability (top panel), at the
maximum of the exponential growth (middle panel), and at the saturation of the Ol
(bottom panel) (2D3V code).

(1) The transient stage has essentially the same temporal extension
of case A: it lasts until tw, < 80, as it is visible from Fig. 12.

(2) The emergence and exponential amplification (as expected in
the linear regime) of the low frequency mode n, = 2, n, =2 is
clearly visible for 80 <tw, <90 from the evolution of ¢,
(Fig. 12) and from the profile of B, at tw, ~ 82.5 (Fig. 13, first
panel): the value of its growth rate, numerically found to be
N/ @p = 0.35, remains close to the value of case A and agrees
with the linear analysis.

scitation.org/journal/php

(3) Saturation of the linear growth is achieved at tw, ~ 90, and the
nonlinear saturated regime characterizes the time interval
tw, > 90. The emergence of a nonlinear shift in the wavenum-
ber with (1, = 1,n, = 2) becomes manifest in the profile of B,
at tw, ~ 90 (Fig. 13, bottom panel). Magnetic vortices, which
usually characterize the magnetic trapping saturation regime of
CFI, are also present since tw, ~ 86: as the CFI has ky =0,
their spatial modulation in the x direction is due to the contri-
bution of the oblique mode (n, = 1,n, = 2). However, the
magnetic trapping cannot explain the oscillatory behavior
observed in the nonlinear stage of the OI after saturation.

The electrostatic bounce frequency is close to

klc elE
@y _ [Iklc elE] V5 % 0.05 = 0.5, (28)

®p Wp Mmpc

which is found to be in good agreement with the numerical value of
@ =~ 0.46,, while the corresponding magnetic bounce frequency can
be estimated to be

Q k B
Qo _ [Ikle preBua e i oA~ 157, (29)

Wp Wp mc mamy

a value larger than o, Furthermore, the saturation related to a particle
trapping regime of electrostatic nature, which here we encounter for a
final state with a dominant kd, ~ 5 mode, is confirmed by the x-p,
dependence of the electron distribution function shown in Fig. 14 at
different times: the characteristic trapping structures (labeled with
“ET” in the figure) are shown to grow since the linear stage up to satu-
ration, together with magnetic trapping structures (evidenced as
“MT,” in the figure). Finally, note that the saturated state is here char-
acterized (similar to the previous case A) by a global kinetic heating of
the plasma: this is due to the large spreading of the distribution func-
tion along the p, coordinate (Fig. 14, bottom panels). This “heating”
process, however, is not stochastic but driven by the emergence of
coherent vortices in the phase space, which are associated with both
the electrostatic and magnetic trapping saturation mechanisms.

In summary, we have seen that exciting a magnetic perturbation
spatially modulated with wave-numbers (n, = 2, n, = 2), that corre-
sponds to a low-frequency type-B solution of the oblique instability,
leads to a different saturation process with respect to the previous case
of A — B transition: in the present case, although magnetic trapping
is still present, particle trapping in the electrostatic potential wells
dominates. A kinetic heating process due to the formation of phase-
space vortices related to the electric trapping at kd, ~ 5 characterizes
this nonlinear dynamics.

C. Simultaneous initial excitation of both low and high
frequency oblique modes

Let us now discuss a simulation in which both linear solutions A
and B have been simultaneously excited. For this purpose, we have
used a 2D2V version of the VLEM solver, which allows us to consider-
ably increase the sampling of the distribution function in the momen-
tum space.

We have modified the lengths of the system (here
L, = L, = 2nd,) in order to be able to excite both types of solutions
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FIG. 14. Representation of the distribution function in the x — p, phase space at four different times during the B-case simulation. The formation and growth of both magnetic
trapping (MT) and electrostatic trapping (ET) structures at saturation is evidenced are arrows (2D3V code).

from the same term of magnetic perturbation. This is chosen in the
form of a sum of perturbations of the kind of Eq. (25),

B, = By sin (SAkxx + 2Akyy) + By sin (3Akxx + SAkyy). (30)

The normalized amplitude of the magnetic field is chosen to be smaller
than before, eBy/mw), = 0.005. A sampling of NN, = 256> and
N, N, = 128" points has been used. The simulation required 50 000
time iterations, with a time step Atw, = 0.0025. The results are sum-
marized in Figs. 15-21.

Figure 15 shows the evolution over time of the contributions to
energies: the kinetic energy ex on the top panel, the magnetic energy
€ in the middle panel, and finally the total electric energy ¢, in the
bottom panel. The conversion of kinetic energy into magnetic energy,
which is characteristic of the oblique mode in the linear phase, is
clearly observed. Due to the mixed electromagnetic-electrostatic char-
acter of the oblique modes excited, the electrostatic energy also grows
together with the electromagnetic component (lower panel of Fig. 15).
The qualitative behavior of the three stages (transient, linear stage, and
nonlinear saturation) discussed before for cases A and B is recovered.
As visible from Fig. 17, the electrostatic component is relatively small.
However, it plays a major role in the saturation mechanism of the OL
The nonlinear stage, close to saturation, clearly shows the emergence
of a low frequency mode characterized by the appearance of strong
oscillations at a frequency smaller than the plasma frequency.

Although small in amplitude in comparison to the magnetic energy,
the electric energy exhibits strong oscillations, after saturation, at a fre-
quency close to w ~ 0.48,.

In order to analyze in greater detail the initial phase of the non-
linear stage of the instability and in particular the coupling mechanism
of the two low-frequency and high-frequency oblique modes, the evo-
lution of the energy components is reproduced in Fig. 16 on a logarith-
mic scale: a beating mechanism between the two oblique modes
appears evident since the transient time in the magnetic energy e,, and
in the two components €., and ¢, of the electric energy (for conve-
nience, the magnetic energy contribution ¢, has been shown alone, in
the top frame). The overall energy balance € = €x + €, + €ox + €y
shown in Fig. 17 evidences the excellent total energy conservation
(dash-dotted line), whose relative variation is about 7 x 10~® by the
end of the simulation, as well as the small fraction of kinetic energy,
which is transferred to the electrostatic components.

The conservation of other two integral invariants, namely, the
total “mass” 7= [(d’x/V)[fd’p and the L*— norm
[(d?x/V) [ |fI? dp, is shown in Fig. 18. The maximum relative varia-
tion of the former is about 10#, while it is larger for the second, being
about 10%. This imperfect conservation is due to the finite size of the
interval in the momentum coordinates and to its sampling and must
be compared with the 18% total relative variation of about previous
2D3V simulations of cases A and B. In the present 2D2V simulation,
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FIG. 15. Time evolution of the kinetic energy ex (top panel), the magnetic energy
€m (middle panel), and the total electric energy e, (bottom panel) for the simulation
case of simultaneous excitation of modes A and B. The conversion of kinetic
energy to magnetic energy is clearly observed, as expected in the case of the obli-
que instability. The magnetic bounce period (277/€) and the electrostatic bounce
period (27t/wj) have been explicitly indicated in the bottom frame (2D2V code).

the sampling of the phase-space domain has been indeed increased by
a factor 4 for the space coordinate and by a factor 16 for the relevant
momentum coordinate with respect to previous 2D3V simulations,
thus also indicating a good convergence of the scheme.

The result of the beating of the two excited modes is visible in the
contour plots of the fields, reproduced in Fig. 19: the two top frames
show the evolution of the B, component of the magnetic field at two
different times. The mode is excited on the wavevector k,d, = 2 and

ARTICLE scitation.org/journal/php
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FIG. 16. Time evolution, on a logarithmic scale, of the total magnetic energy (top
panel) and the magnetic and electric field energy contributions (bottom panel). The
simulation corresponds to the simultaneous excitation of modes A and B (2D2V
code).
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FIG. 17. Time evolution of the kinetic energy ek, the magnetic energy e, the elec-
tric energy of two components €. and ey, and the total energy € = ex + ep
+eox + €ey. In this regime, the energy transfer is mainly from the kinetic to the
magnetic component, with the electric energy contribution being almost negligible.
Notice the very good conservation of the total energy. The simulation corresponds
to the simultaneous excitation of modes A and B (2D2V code).
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FIG. 18. Time evolution of the total mass (top panel) and the L%-norm for the case
of simultaneous excitation of modes A and B using the 2D2V VLEM code. The rela-
tive total variations of 10~* for the mass and 10% for the L%-norm evidence good
conservations granted by the numerical schemes.

kyd, = 5, and its amplitude increases in time up to a maximum value
of eBzyax/mw, ~ 0.3 (not shown here). This leads to a magnetic
bounce frequency,

Q k B
Qo _ Ikl prBuax e iR oA~ 120, (31)

Wp Wp mc mamp

which is found to be in good agreement with the previous result of
case B given by Eq. (29).

A low frequency oblique component is visible at the beginning of
saturation at time tw, = 81. In this stage of the oblique instability, a
dominant contribution of CFI-type modes can be recognized since the
contour plots of the E, and E, electric field component (lower panels)
are weakly inhomogeneous along y, direction of the counterstreaming
beams. Note that the E, component oscillates with an harmonic two
in the x direction as a result of nonlinear effects (i.e., it is a second
order harmonic).

These results show that magnetic trapping is not the dominant
mechanism at play at saturation. The analysis of the electric field com-
ponents, plotted in Fig. 19 (on bottom panels), shows that E;, ~ E, in
amplitude. Finally, we can estimate the electric bounce frequency,

ARTICLE scitation.org/journal/php

wyp |k|c e|E|
— =, ==~ ~0.46 — 0.50, (32)
a)P LUP mpr

for a value of the modulus of the wavevector |k|d, taken in the interval
[5.38, 6.40]. This value is in good agreement with the value
® =~ 0.48w, measured in the simulation, thus confirming the previous
results of Eq. (28).

Finally, the phase-space representation of the electron distribu-
tion function in the x-p, plane (Fig. 20) shows an electric trapping sat-
uration scenario similar to that displayed for case B. The kinetic
heating, in the form of a broadening of the distribution function in the
Px space, is clearly observed as a result of the emergence and growth of
coherent trapping structures during the saturation of the oblique insta-
bility. Figure 20 evidences the formation of “electron holes” as the
result of particles trapped in the electric potential. These are observed
at time fw, =90 and are a clear indication of Bernstein-
Greene-Kruskal (BGK)-type vortices occurring in the nonlinear
regime (see Refs. 29 and 62). Such trapping structures are unstable
and finally disappear at later times. Particles are accelerated in the
proximity of the phase velocity of such acoustic oblique modes. Its
value is v, = w/k ~ 0.481,/5.38d; ' = 0.089¢ close to the thermal
velocity vy, >~ 0.1c.

Figure 21 shows the dependence of f on p.—p, momentum space
at two different times (top panels) and on y — p, at the same times
(bottom panels). It is clear that the dynamics of the two beams is
strongly modified during the evolution of the instability: in particular,
in the nonlinear stage, the second beam (of negative velocity) has a
lower density, which indicates a transfer of momentum as well.

VI. REVERSIBLE ENERGY TRANSFER: MAGNETIC
ENERGCY AMPLIFICATION AND COLLISIONLESS
HEATING PROCESS

We now show how the nonlinear mode coupling, occurring
when a large spectrum of low frequency (B-type) unstable modes is
excited, can lead to a new kinetic heating scenario in the plasma. This
occurs as the result of a two-step process.

Step I First, the excitation of a wide spectrum of magnetic pertur-
bations of kind (26) given on wave-numbers corresponding to both A-
type and B-type OI solutions (see Fig. 2) leads to the linear growth of
oblique modes coupled with CFI modes (Secs. V A and V B). These
instabilities lead to a conversion of the kinetic energy of the initial
counterpropagating beams into magnetic energy. When a few oblique
modes are involved, just a small amount of the kinetic energy is trans-
ferred to an electrostatic energy contribution. This ex — €, process
has been detailed in Secs. V A (case A) and V B (case B) and is typical
of Weibel-type instabilities. The nonlinear stage sees a dominance of
wavelengths kd, =1, related to the small wave-number oblique
modes, and both magnetic and electric trapping processes take place
in the saturation of these instabilities.

Step II: Second, after saturation of the coupled OI/CFIL, a wide
spectrum of type-B large wave-number oblique modes emerges. In
this case, saturation still occurs with 1 < kd, < 10 because of the com-
bined action of magnetic trapping and electrostatic trapping. Here,
however, because of the presence of a wide nonlinear spectrum of ini-
tially unstable modes, the nonlinear coupling leads to the emergence
B-type modes with higher wave vectors than before. This regime is
characterized by a wavelength spectrum with kd, > 1 (for practical
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FIG. 19. Plots of the three (normalized) components of the electromagnetic field: the two upper frames show the evolution of the B, component of the magnetic field at two dif-
ferent times. Bottom frames show the plots of the E, (bottom left) and E, (bottom right) components of the electric field. Both magnetic and electrostatic trapping processes, at
play at saturation, are evident. The simulation corresponds to simultaneous excitation of modes A and B (2D2V code).

purposes and based on numerical results, we could quantify it as
kd, = 10), and the corresponding saturation mechanism differs from
before (cases A, B, and A+ B). A process similar to a direct cascade
met in turbulence arises, and a transition from low-k B-type oblique
modes to large-k B-type oblique modes takes place. Such a transition
is indeed accompanied by an amplification of the level of microscopic
fluctuations of the distribution function in the coordinate space first
(these are related to density variations associated with the electrostatic
fluctuations) and then in the velocity space because of the subsequent
electron acceleration. Such strong fluctuations can also give rise to
second-order effects that lead to a variation of the entropy of the sys-
tem, which is unrelated to numerical coarse graining (see Secs. IT A
and 11 B). The initial energy transfer ex — ¢, that is usually met in
Weibel-type instabilities [cf. Step (I) above] is now reversed: magnetic
energy built up during the linear growth of the OI is transferred into
highly fluctuating electric fields linked to the emergence of B-type
high-wavenumber oblique modes, and this leads to a stochastic plasma

heating mechanism. That is, an energy conversion €,, — €, — €k is
here measured.

In order to elucidate the points above, let us discuss the results of
a numerical simulation performed with the 2D3V version of the code.
The initialization is similar to that of case B of Sec. V B but for the
much wider spectrum of wave-numbers, which are initially excited:
this time, ten modes are introduced in both k, and ky wave numbers
with random phases ¢, , into a perturbation on B, of the form
of (24),

Z sin (nxAkxx + n,Ak,y + 27rqonxyny).
1, =0 n,=0
(33)
The initial amplitude of the perturbation is eBy/mw, = 0.05. Note
that both small (ie, type B) and large wavenumber (ie., type A)
modes are initially excited this way.
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FIG. 20. Representation of the distribution function in the x — p, phase space at six different times during the plasma evolution. Both magnetic trapping structures (evidenced
as “MT” in the middle left frame) and electrostatic trapping structures (in the form of BGK waves, evidenced in the bottom left frame) are present. The simulation corresponds

to simultaneous excitation of modes A and B (2D2V code).

The other parameters of the simulation are uﬁ‘” = 7u(20) =0.9,
Ly ~ 4.0879d,, and L, ~ 2.5132d,, and the extension of the domain
in the momentum coordinate corresponds to |p;| < 3mc for
i=x,y,z. This phase-space domain has been sampled with
NN, = 128> and N, N, N, = 32’ grid points. This simulation has
required 20000 iterations and a time step Atw, = 0.0075. We have
also checked the validity of the results we are going to discuss by
increasing the sampling in the coordinate space (up to NN, = 2562):
the global scenario presented below has been confirmed.

The results of this simulation are discussed in Figs. 22-28.

In Fig. 22, we have plotted the time evolution of the kinetic
energy ex (top panel) and the magnetic energy ¢, (bottom
panel), which are reproduced on a semi-logarithmic scale in
Fig. 23.

The three previous stages of the evolution discussed in the exam-
ples of Sec. V here are recognized, although with some remarkable dif-
ferences, together with a new fourth stage, corresponding to a kinetic
heating process:
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FIG. 21. Representation of f at two different times in the py — p, momentum space (top panels) and in the y — p, phase space (bottom panels). The dynamics of the beams
is strongly modified in the nonlinear saturation regime of the oblique instability, indicating a possible momentum transfer during the interaction. The simulation corresponds to
the simultaneous excitation of modes A and B (2D2V code).

n

The first stage of the evolution, corresponding to the tran-
sient stage occurring for tw, < 80, is essentially identical to
previous cases in which a narrower spectrum of modes had
been excited. The main difference is in the larger number of
“spurious” modes that have been excited since the begin-
ning of the simulation due to the wider spectrum. This can
be noticed by looking, for example, at the transient time
interval in the semi-logarithmic plots of Fig. 23.

The linear stage is well identified, as in previous simula-
tions, in the time interval 80 < tawy, = 90. Here, the amplifi-
cation of the magnetic energy typical of CFI and B-type
oblique modes is, however, accompanied by a more evident
increase of the electrostatic energy than before, which is due
to the larger contribution from several B-type unstable
modes initially excited. At the end of this linear stage
(tawp, ~ 90), we are in a saturation regime with 1< kd,
= 30, where electrostatic trapping dominates.

(I11)

av)

The first nonlinear stage can be seen in the time interval
90 < tw, = 105. This is dominated by the electrostatic parti-
cle trapping, which leads to a metastable equilibrium.

At the end of this nonlinear stage, at tw, = 105, the beam-
plasma system enters in a regime where kd, ~ 30 is the
dominant wavelength; more precisely, we have k.d,
~ 20Ak,d, ~ 30.74 along x and k,d, ~ 4Ak,d, ~ 10 along
y. The reversal of the energy transfer mechanism character-
izes then the whole, subsequent nonlinear dynamics: the
magnetic energy is now transferred to the electric field and
then to plasma particles, which are accelerated and heated.

As a further cross-check of the accuracy of the numerical results,

for this simulation, we have provided in Fig. 24 the time evolution of
the components of the total axial momentum € introduced in Sec. I1 B
[Eq. (14)]. In the double periodic spatial geometry of the VLEM solver,
both the x and y components of C are expected to be conserved but
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FIG. 22. Plots of the time evolution of the kinetic energy ex (top panel) and the
magnetic energy e, (bottom panel) for the simulation case B in which a broad spec-
trum of low frequency modes has been excited. The first stage of the instability in
the low-frequency regime is recovered with the exponential growth of a strong mag-
netic field. At time tc), ~ 100, the energy transfer is reversed and the magnetic
energy is transferred to the plasma particles, therefore inducing a heating process
(2D3V code).

for possible “second order effects” related to large amplitude fluctua-
tions of f, as discussed in Sec. 11 B. This is shown in the upper (C,) and
middle panels (C,) of Fig. 24, where oscillatory fluctuations of the two
quantities appear after tw, =90 [stages (III) and (IV) above]. The
absolute variation of C, is about 0.02 in amplitude around its mean
zero value, whereas the axial component C,, although slightly decreas-
ing on average (probably due to dissipation), is even better preserved
during the whole simulation, as it maintains a global absolute variation
of amplitude 0.01 or less around its initial zero value. These fluctua-
tions appear to be compatible with those of the entropy, which occur
at the same times and which we are going to discuss at the end of this
section. In the bottom panel of Fig. 24, we then show the time evolu-
tion of the z component of C, which, in this geometry, is CZ =C,,
since the z-component of the Poynting vector is zero in this problem.
In this case, C, coincides with the canonical transverse momentum
P, =p, + eA,(x,y,t) = p, since the component A, of the potential
vector is here null. Therefore, the conservation of C, = C, = pz is
here granted by the fact that z is a cyclic variable (i.e., because of the
0/0, = 0 geometry restriction). Despite the linear growth due to
the cumulation of numerical errors at each step of the iteration, the
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FIG. 23. The temporal evolution of the magnetic (top panel) and electric (bottom
panel) energies already shown in Fig. 22 is here reproduced on a logarithmic scale
(2D3V code).

conservation shown of CZ during the whole simulation is excellent,
with its variation being comparable to the rounding errors of the com-
puter in the double precision calculations that we have adopted for
these simulations. Also, note that the conservation of the canonical
momentum for this kind of problem had been already used in the
“multi-stream” approach of Refs. 26, 29, 30, and 84, and its correctness
had been already verified in a number of works (see Ref. 67 and refer-
ences therein for a direct comparison with full-Vlasov simulations).

In order to provide a more detailed view of the physical mecha-
nisms involved, we have also represented the contour-plots of the
three components of the electromagnetic field at three different times
during the simulation: the B, field (in Fig. 25), the E, field (in Fig. 26),
and the E, field (in Fig. 27). In Fig. 25, we can follow the growth of the
oblique mode (1, n,) = (1, 2), until the emergence at time tw, =
90 of a structure in the profile of B,, which is related to the filamenta-
tion instability (i.e., with (ny, n,) = (1, 0)) but is characterized by the
presence of vortices related to electrostatic trapping (the transient
behavior is so short that magnetic trapping does not have enough time
to occur). Later, at time tw, = 150, a structure corresponding to a
(nx, ny) = (3, 3) spatial modulation becomes visible.

Inspection of the surface plots of the electric field components
shows that the transition between low-k and large-k B-type modes
(ie, the emergence of low frequency modes with smaller wave-
lengths) is accompanied by the generation of thinner and thinner
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FIG. 24. Conservation of the components of the total momentum C. The C, com-
ponent is in the top panel, the axial component C,, is in the middle panel, and the
C, component, here equivalent to the z component of the conserved canonical
momentum, is in the bottom panel (2D3V code).

filaments in the coordinate space. At tw, = 150 these small-scale
structures appear quite clearly to be superimposed to a dominant
(nx, ny) = (1,0) mode in the profile of E,. Figures 26 and 27 also
show that at least two highly oscillating oblique B-type modes with dif-
ferent orientations are present: this can be recognized in the time vari-
ation of the orientation of the filaments with respect to the (x, y) axes.
These high-wave number spatial oscillations of the components of the
electric field, which have not been observed in previous simulations of

ARTICLE scitation.org/journal/php

the oblique instability, can lead to “second-order effects” related to the
fluctuations of the distribution function. The latter have been already
noted by Taggart et al. in PIC simulations of the Weibel instability.””

Some details of the kinetic heating mechanism described
above in relation to the repartition of the energy among its compo-
nents are visible in Fig. 28. Here, in the top frame, the dependence
of the distribution function on the x-p, phase space coordinates at
two different times, corresponding to just before the linear growth
of the oblique mode instability and to the end of the simulation, is
shown. The latter time is in the advanced nonlinear stage of the
instability. This is dominated by the generation of small spatial fila-
ments in the electric field components and by the stochastic satura-
tion mechanism: the evident “heating” that corresponds to the
broadening of the distribution along the p, coordinate is a stochas-
tic process that is no longer associated with the presence of
coherent trapping structures in the phase space (cf. for comparison
Fig. 20). In the middle frame, the time variation of the volume inte-
gral of the xx component of the material stress tensor of Eq. (10),
ie, of [Tl (d’x/V), is shown. Since this quantity contains both
the kinetic energy associated with the motion along x and the con-
tribution from the relativistic internal energy, its increase in time
during the evolution of the instability clearly evidences the progres-
sive heating of the electrons during the different stages of the insta-
bility. In the linear phase (80 =< tw, = 90), this occurs because of
the acceleration of the electron in the x direction, orthogonal to
that of the initial beams: on the one hand, this agrees with the iden-
tification of the counterpropagating cold beam configuration with
an initial temperature T), in the y-momentum component and a
null temperature T,, which thus corresponds to an initial tempera-
ture anisotropy like it happens” for pure Weibel instability.”*** On
the other hand, and thanks to such an identification, it agrees with
the thermodynamical interpretation of Weibel-type anisotropy-
driven instabilities, in which the electron plasma acts as a thermo-
dynamical machine that generates work in the form of a magnetic
field by operating in between two thermal sources (the electron
temperatures parallel and perpendicular to k), thus tending to the
thermal isotropization of the two temperature components (see
Refs. 69 and 70 for a description based on the fluid-like quantities).
Notice that we can also recognize the four different stages of the
dynamics of the OI in the plot of [T (d*x/V) vs time (middle
frame). The two first stages (I) and (II) are clearly visible. At satura-
tion, starting from the transient equilibrium period (III), we
observe in the time interval 90 < tw, =120 the beginning of an
oscillatory behavior induced by the electrostatic trapping mecha-
nism at the frequency m ~ 0.49w,. This numerical value is in good
agreement with the theoretical values of Eqgs. (28) and (32). Finally,
these oscillations suddenly stop at time tw, ~ 120 — 140, during
the advanced nonlinear stage (IV) characterized by the ¢, — &
energy transfer: this corresponds to the time in which the
electrostatic-induced kinetic heating takes place.

Finally, in the bottom frame in Fig. 28, we show the time evolu-
tion of Shannon’s entropy (6) during the whole simulation. The plot
of S vs time displays the expected behavior characteristic of the three
first stages of the instability, as well as a new behavior that can be
related to stage IV: we first note the initial equilibrium (I) for
0 < tw, < 80, the linear stage (II) for 80 < tw, < 90 associated with
the growth of the entropy, and then the metastable equilibrium (III) at
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FIG. 25. Contour-plots of the normalized B, field components at four instants, for the simulation case in which a broad spectrum of low-frequency B-type modes has been
excited. The growth of a dominant oblique mode (ny, ny) = (1,2) is observed until the emergence of trapping structures at time te, = 90 and then of an oblique spatial mod-

ulation (at almost 45° with respect to the Cartesian axes) at time tw, = 150 (2D3V code).

saturation for 90 < tw, < 105. Then, a surprising behavior is
observed: for tw, = 105, S decreases.

The increase in S, observed during the stage (II), is due to a loss
of macroscopic information of the phase-space dynamics: it is expo-
nential as long as the linear oblique instability exponentially fosters the
phase-space filamentation process. Then, in stage III, a metastable sat-
uration is reached (this time earlier than in previous simulation cases)
between twp, ~ 90 and tw, ~ 105, in which the value of S remains,
but for fluctuations, more or less constant. Here, the electrostatic
trapping-type saturation has led to stop the numerical entropy pro-
duction because of a “physical” smoothing of the phase-space struc-
tures. However, as the nonlinear generation of fine structures in the
coordinate space goes on because of the cascade toward high wave
numbers, which is related to the nonlinear coupling of the electrostatic
component of type-B oblique modes, large amplitude fluctuations of
the distribution function appear. This, in agreement with the discus-
sion developed in Sec. 11 B, violates the strict condition that grants the
mathematical conservation of S, which can, therefore, either increase
or decrease “because of physical effects” related to these second order
fluctuations of f. In particular, the emergence of organized structures

in the coordinate space (the filamentary structures in the contour-
plots of the electromagnetic field components of Figs. 25-27) results to
be compatible with an overall entropy decrease, which is observed for
twy, = 105. This a posteriori suggests that the entropy increase during
stages (I) and (II) of the evolution has also occurred in an almost
reversible way, again due to large amplitude fluctuations of f related to
the current filamentation. This point, which deserves further investiga-
tion, would mean that just a little amount of microscopic information
is irreversibly lost because of the combined effects of filamentation and
coarse graining during the growth of the oblique unstable modes. This
results in a little, global entropy increase from the initial to the final
state: the large part of macroscopic information lost by phase-mixing
in the first stages of the evolution results to be later recovered [stages
(1I) and (IV)], similar to what happens for plasma echoes.

VII. CONCLUSION

Numerical experiments have been performed to investigate the
nonlinear dynamics of two classes of modes, recently identified," of
the oblique instability. A particular focus has been put on the investi-
gation of a mechanism of transition between two classes of modes that
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FIG. 26. Contour-plots of the normalized E, field component at the same times as of Fig. 25 (simulation case of excitation of a broad spectrum of B-type modes). Note the gen-
eration of thin filaments in the configuration space, associated with electrostatic spatial oscillations (2D3V code).

are time-resonant and can co-exist with different values of the real fre-
quency for the same values of the wave numbers. A new plasma heat-
ing mechanism driven by this transition has been thus identified and
discussed. This mechanism appears to characterize the saturation of
the oblique instability for large wave-numbers (kd, > 1), and when a
large spectrum of unstable modes is destabilized, it differs from the
usual magnetic trapping saturation mechanism previously identified
to characterize single Weibel-type modes with kd, = 1. In particular, it
reverses the ex — €, energy transfer that identifies Weibel-type insta-
bilities because of the highly oscillatory (in space) character of the elec-
trostatic component of these modes. This induces in the nonlinear
stage of these electromagnetic instabilities an energy transfer from the
magnetic to the electrostatic low-frequency component and then to
the electron kinetic and internal energy: €,, — €, — €k.

Moreover, the transition of the oblique instability to high wave
number modes (of low frequency, i.e., of “B-type,” cf. Fig. 2) leads to
the formation of a direct (turbulent-like) cascade-type filamentation
process of the distribution function in the space coordinate. This pro-
cess can compete with the filamentation mechanism of the distribution
function in the velocity space, an intrinsic mathematical property of

the Vlasov equation associated with its weak-convergence properties.
We have then provided an example of how an electromagnetic insta-
bility (the oblique mode instability) can perturb the natural mecha-
nism of filamentation of the distribution function, which, in a Vlasov
plasma, unavoidably leads to the production of thinner and thinner fil-
aments in phase space and which is numerically bound to lead to an
irreversible entropy increase. In particular, the large amplitude fluctua-
tions of the distribution function, which are associated with the fine
spatial modulation of the perturbed electric field, can violate the condi-
tions that grant the weak convergence of the mathematical solutions
of the Vlasov equation, thus allowing a violation of the entropy conser-
vation, which is unrelated to the numerical smoothing of the intrinsic
phase-space filamentation of Vlasov plasmas. The spatial organization
of the distribution function and the electromagnetic field components
(i.e., the fine scale filaments in the coordinate space) is even capable of
resulting in induction of an unexpected entropy decrease, which is not
a numerical artifact. At the same time, the fact that the system reaches
a final value of the entropy that is close to the initial one also indicates
that the entropy growth in the first stage of the instability has occurred
in an almost reversible way because of a similar mechanism (large
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FIG. 27. Plots of the normalized E, field component at the same times of Figs. 25 and 26 (simulation case of excitation of a broad spectrum of B-type modes). Notice at time
tw, = 127.5 (evidenced by arrows in the bottom left panel) the emergence of two large wavenumber modes whose spatial modulations are associated with different directions

in wave vectors (2D3V code).

amplitude fluctuations of f during the exponential growth of the initial
oblique modes) and that just a little amount of microscopic informa-
tion is irreversibly lost because of numerical coarse-graining of phase-
space filaments. Two further questions can be then related to this
remark: could the “final” metastable state be achieved, in principle, in
the absence of dissipation, or is the latter required, however small, in
order to provide an “arrow of time,” which makes the system converge
to such an attractor? In this sense, how much dependent on dissipa-
tion is the mostly reversible kinetic heating process that we have evi-
denced? (could it occur in the absence of dissipation?). Addressing
these questions and investigating the implications of this new process
deserves, of course, future, dedicated studies.

In addition to this, two further important elements of interest
should be included in the analysis we have presented here: on the one
hand, the role played by the asymmetry of the beams and, on the other
hand, the role played by a possible initial temperature anisotropy of
each beam. The latter, of course, opens to the coupling with pure
Weibel-type modes, and it is known that the asymmetry of the beams

does not only change the solutions of cold CFI and oblique modes”"**

but also radically affects the pure Weibel type solutions.”” Both these
effects thus influence the way that Weibel modes couple to CFI, TSI,
and oblique modes. Finally, a more thorough study of the stochastic
heating scenario in terms of turbulence cascade will be necessary to
assess the implications it can have for the heating of turbulent plasmas
in which Weibel-type oblique modes can naturally develop. This is
relevant not only to the solar corona and to the solar wind but also to
laser-plasma interactions, in which spatial resonances related to the
finite size of the laser-accelerated electron beams are known to play a
key role in the way that oblique and current-filamentation modes
affect the generation of magnetic structures.”' A kinetic extension of
these fluid results, which keep account of the coupling of spatial and
time resonances of Weibel-type modes, is still lacking. It must be, at
the same time, noted that recent numerical kinetic studies’”* have
pointed out the importance of considering spatial inhomogeneities in
the development of Weibel-type modes to account for the persistence
of a strong magnetic field capable of generating gamma-ray burst
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FIG. 28. Some further figures that characterize the kinetic heating scenario in con-
nection to the nonlinear transition to high wavenumber electrostatic modes and to
high amplitude fluctuations inducing entropy variations. Top frames: plot of the dis-
tribution function in the x — px phase space at two different times. The broadening
in py over time of the distribution function (top panels) mirrors a heating mechanism
of the plasma where the magnetic energy is back-transferred to the thermal energy.
Middle frame: time evolution of | L, (d®x/V). The period of the two first peaks
evidenced in the figure corresponds to the electrostatic bounce period 27/ cwp.
Bottom frame: time evolution of the entropy. Note the overall entropy decrease after
tw, ~ 105, which is compatible with the large amplitude fluctuations associated
with the filamentary structures evidenced in the contour-plots of the electromagnetic
field components of Figs. 25-27 (2D3V code).

emissions in astrophysical relativistic shocks. We expect the results we
have here presented about the regimes of the oblique instability to be
relevant to these relativistic, astrophysical environments as well.
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